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Introduction

The measurement of the Cabibbo-Kobayashi-Maskawa (CKM) [1,2] matrix element |Vtb|
is part of the current Large Hadron Collider (LHC) [3] physics program. The Stan-
dard Model (SM) gives no prediction on this quantity, therefore it is necessary to
measure it.
Under some hypothesis, it is possible to determine |Vtb| from the single top quark
production cross section measurement. Both the CDF and D0 collaborations of Teva-
tron [4] and ATLAS [5] and CMS [6] experiments at LHC performed this measure-
ment. The average of Tevatron and LHC value gives |Vtb| = 1.019± 0.025 [7].
The module of Vtb can be also measured in top pairs (tt̄ ) events from the quantity Rb
defined as the the ratio between the top quark decay rate into bottom quarks and all
the possible top quark decay rates:

Rb :=
B(t→Wb)
B(t→Wq)

=
|Vtb|2

Σq|Vtq|2
. (1)

In the SM scenario q stands for down, strange and bottom quarks and in the assump-
tion that only three generations of quarks exist, Rb = |Vtb|2. If, however, more than
three generation of quarks existed, |Vtb| and thus Rb could assume lower values than
unity.
Rb has been measured by the CDF collaboration both in the dilepton channel [8],
finding Rb = 0.87± 0.07, and in the final state containing one lepton [9], where Rb =
0.94± 0.09. Assuming three generations of quarks the following values of |Vtb| have
been respectively determined: |Vtb| = 0.93± 0.04 and |Vtb| = 0.97± 0.05. The D0
collaboration provides the combined result of the dilepton and one lepton measure-
ments [10], reporting Rb = 0.90± 0.04.
The latest measurement of Rb has been performed by the CMS collaboration using
Run 1 data at a center of mass energy of 8 TeV in the dilepton channel [11]. The result
of the CMS measurement is Rb = 1.014± 0.003(stat.)± 0.032(syst.) and a lower limit
on |Vtb| > 0.975 at 95% C.L.
This work presents the measurement of Rb performed using ATLAS data collected
during Run 2 in 2016 and 2017, at a center of mass energy of 13 TeV. A model in-
dependent approach is used, where Rb is extracted performing a likelihood fit on
the distribution of the b-jets multiplicity. The analysis selects events containing one
electron, one muon and exactly two hadronic jets. This results in an extremely pure
sample of tt̄ events with only 8% of contribution from background processes, involv-
ing mostly single top, diboson and other SM processes. A kinematical reconstruction
of the events is performed to pair the two jets in the events with the lepton which
is most likely coming from the decay of the same top quark. The outcome of the
kinematical reconstruction allows to further categorise the events into four regions:
three of them are enriched in events in which at least one of the jets is not coming
from the top decay, while the remaining one is enriched into events in which both
the jets are coming from the top decay. The events falling in this latter region are
used to extract Rb while the three remaining regions are used to correct using data
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the predicted fractions of lepton-jet mis-assignment. This measurement relies on
an ad-hoc calibration of the b-tagging efficiency, performed using multi-jets events.
The baseline calibration of the identification rate of bottom-jets is widely performed
using tt̄ events, under the assumption of Rb = 1. Therefore, using this calibration
would introduce a bias on the measurement of interest in this work. For this reason,
an alternative calibration is put in place in the context of the Rb measurement. It is
based on the so-called prel

T method, which exploits the kinematical properties of the
semi-leptonic decays of B-hadrons to identify B meson decays within a hadronic jet.
This work is organised as follows. Chapter 1 gives an overview of the Standard
Model. Chapter 2 gives the state of the art and the strategy for the precision mea-
surement of the top quark decay heavy flavor content. In Chapter 3 the LHC com-
plex and the ATLAS detector are described. In the same Chapter, a dedicated Sec-
tion 3.3 contains the description of the reconstruction and calibration of the physics
objects. In Chapter 4 a detailed description the b-tagging algorithm and its cal-
ibration are given. The methodology used to perform the measurement of Rb is
extensively shown in Chapter 5 where the events selection 5.2, the kinematical re-
construction 5.3, the fitting strategy 5.4 and a detail discussion of all sources of sys-
tematic uncertainty considered 5.5 are provided.
The results are presented in Section 5.8 and while Chapter 6 finally draws the con-
clusions of this work.
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Chapter 1

The Standard Model of Particle
Physics

The Standard Model of particle physics describes the elementary particles and their
interactions. This theory has been developed in the second half of 1900 and it is the
most thoroughly tested theories of modern physics. The SM gives highly precise
predictions of the existing experimental observations. Moreover, it provided a road
map for the discovery of new particles. The recent top quark discovery by the Teva-
tron experiments CDF and D0 [12, 13] and the tau neutrino observation [14] are two
examples of the high prediction power of the SM.
The latest success of the SM comes with the observation of the Higgs Boson, pre-
dicted in 1964 by P. Higgs and F. Englert [15,16] and later in 1967 by S. Weinberg [17]:
this particle represented the missing piece of the SM, as its associated field gives an
explanation of the massive nature of the fundamental particles (more details in Sec-
tion 1.4). In 2012, ATLAS [18] and CMS [19] experiments at the LHC claimed the
discovery of a particle compatible with the Higgs Boson, having a mass of roughly
125 GeV/c2.
Although its robustness, the SM is not able to provide an explanation for a variety
of experimental observations such as the neutrinos mass and oscillations, the origin
of the dark matter and the asymmetry in the matter and anti-matter budget of the
universe. Moreover, this theory is completely decoupled from General Relativity,
which is the current most accurate description of the Gravitational Interaction.
These latter arguments are all indications pointing to the existence of physics be-
yond the SM (BSM). In this context, the precision measurements of the SM particles
properties could lead the way to an extension of the SM theory or its complete revo-
lution.
In this thesis, the measurement of the top quark branching fractions ratio is pre-
sented. The aim of this work is to probe for any BSM physics through a precise
measurement of a SM parameter. This Chapter gives the basis of the theoretical
framework, covering a brief overview on the SM 1.1 together with the description of
the Electroweak 1.2 and Quantum Chromodynamics 1.3 theories. Section 1.4 briefly
summarises the spontaneous symmetry breaking mechanism. These first sections
prepare the field for a closer look to the physics of top quark, described in Section 1.5.

1.1 Introduction to the Standard Model

The SM is the theory describing the particles and the way they interact. In this
context the particles are classified into four groups: leptons, quarks, gauge bosons
and one scalar boson.
Leptons and quarks are fermions of spin 1/2, they are constituent of the matter and
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they are divided into three doublets. Concerning the leptons, each doublet have
one charge lepton and one neutrino. The location of leptons in doublets is based on
the flavour (or generation). The lightest charged lepton is the electron, followed by
the muon and finally the tau. Neutrinos are considered to be massless in the SM
scenario, but there are experimental evidences of their massive nature [20–22].(

νe
e

)(
νµ

µ

)(
ντ

τ

)
.

Quark are classified as follows: in each doublet there always is a quark-up like,
which has +2/3 electric charge and a quark-down like which has −1/3 electric
charge. (

u
d

)(
c
s

)(
t
b

)
.

According to the Dirac equation all these fermions have an associated anti-particle,
having opposite quantum numbers. Leptons and quarks interact via the electromag-
netic and weak force, while only quarks feel the strong force.
The gauge bosons are the mediators of the interactions. Gluons are massless bosons,
mediators of the strong force. Also the photon happens to be massless: this particle
mediates the electromagnetic force. Finally the W± and Z massive vector bosons are
the mediators of the weak force, responsible of respectively the charged and neutral
current.
The SM is a Quantum Field Theory (QFT) based on the gauge symmetry SU(2)L ×
U(1)Y × SU(3)C. A brief description of the basic concepts of QFT are given in the
following.

1.1.1 Quantum Field Theory: the basis

Let ψ be a physical system whose dynamics is described by a given Lagrangian L
which is invariant under a global symmetry G. Following Noether’s theorem, the
associated current and charge are conserved. By promoting the global symmetry to
a local one, the original free theory transforms into an interacting theory. In order
to get the theory invariant under local transformations vector boson fields are intro-
duced, interacting with the ψ field in a gauge invariant manner.
Taking as an example the U(1) symmetries, the following transformation

ψ→ ψ′ = eiαψ, (1.1)

rotates the field by a global phase α. An example of this kind of symmetry is the
U(1)L, where the conserved current is the leptonic current and the conserved charge
is the leptonic number. Promoting the previous transformation to a local transfor-
mation means introducing a space dependency in the phase α

ψ→ ψ′ = eiα(x)ψ, (1.2)

giving birth to a gauge boson field. The U(1) group has one generator and corre-
spondingly one gauge field: in the Quantum Electrodynamics (QED) case this parti-
cle is the photon. In the SU(2) case there are three gauge bosons: in the Weak (WK)
case these particles are the W± and Z bosons. In the SU(3) case eight gauge bosons
are present: in the Quantum Chromodynamics (QCD) case these particles are the
gluons, responsible of the exchange of the color charge.
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Given these premises, the SM is now a well define QFT in which the QED and
WK are unified into the symmetry group of the Electroweak (EWK) interactions
SU(2)L × U(1)Y, while the strong interaction is defined by the SU(3)C symmetry
group.

1.2 Electroweak Theory

The Electroweak theory has been formulated between 1960 and 1970 [23–25]. Here
the electromagnetic and weak interactions were unified to describe the leptons in-
teractions with photons and weak mediators. The same is valid for quarks, which
also interact via the strong interaction (described in Section 1.3).
Let the ψ = ψ(x) field be the Dirac spinor of a spin 1

2 fermion, whose dynamics is
described by the Dirac Lagrangian

L = ψ̄(i∂µγµ −m)ψ, (1.3)

where ψ̄ = ψ†γ0 and γµ are the Dirac gamma matrices. Applying the same transfor-
mation as Equation 1.2 the Lagrangian becomes

L → L ′ = L − ψ̄γµ∂µα(x)ψ. (1.4)

Requiring the conservation of the U(1) symmetry implies the definition of the co-
variant derivative Dµ, which has to ensure

Dµψ(x)→ D′µψ(x)′ = eiα(x)Dµψ(x). (1.5)

The previous requirement is satisfied when

Dµψ(x) = (∂µ + ieAµ)ψ(x). (1.6)

Aµ is the gauge field of QED, whose Lagrangian is the following

LQED = −1
4

FµνFµν + ψ̄(i∂µγµ −m)ψ, (1.7)

where the first term is the kinetic term. In Abelian gauge group case, as the QED,
the Fµν tensor can be defined in terms of Dµ.

[Dµ, Dν]ψ = ieFµνψ. (1.8)

The unified EWK theory is obtained requiring the SU(2)L×U(1)Y symmetry, under
the SU(2)L local gauge isospin transformation

ψ→ ψ′ = eiα(x)· σ2 ψ, (1.9)

with σ the vector of Pauli spin matrices (generators of the SU(2) symmetry).
The resulting EWK Lagrangian consists of the kinetic part of both SU(2) and U(1)
and the interaction term between matter and fields

LEWK = −1
4

Σ3
a=1Wa

µνWµνa − 1
4

BµνBµν + ψ̄L(iDµγµ)ψL + ψ̄R(iDµγµ)ψR, (1.10)

where
Wa

µν = ∂µWa
ν − ∂νWa

µ − g f abcWb
µWc

ν , (1.11)
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Bµν = ∂µBν − ∂νBµ, (1.12)

Bµ is the U(1) field while the three SU(2) vector fields are Wa
µ. f abc is the Levi-Civita

symbol and g the electroweak coupling.
The first and second components of Wa

µ are combined to get W±µ = 1
2 (W

1
µ ∓W2

µ),
while the B and W3 are rotated by the Weinberg angle θW to generate the EM vector
potential and the neutral weak vector potential Z.
Applying all these definitions, one obtains:

Aµ = BµcosθW + W3
µsinθW , (1.13)

Zµ = −BµsinθW + W3
µcosθW . (1.14)

In the EWK theory, the third component of the weak isospin I3 and the weak hy-
percharge Y are invariant under gauge transformations. The relation between these
two quantities and the electric charge is the following

Q = I3 +
Y
2

(1.15)

1.3 Quantum Chromodynamics Theory

The Quantum Chromodynamics is a quantum field theory that describes the strong
interaction via the SU(3)C symmetry group. Here the color charge C is invariant
under gauge transformations. The strong mediators are eight spin-1 and massless
gluon field Ga

µ(a = 1, ..., 8) that interact with quarks q. The resulting Lagrangian is
the following

LQCD = −1
4

Ga
µνGµν

a + q̄(iDµγµ −m)q, (1.16)

where the gluon field strength

Ga
µν = ∂µGa

ν − ∂νGa
µ + es f aβγGµβGνγ, (1.17)

denoting the non-Abelian nature of QCD. The algebra of SU(3)C is indeed non-
commuting: this implies that self-interactions of the gluon fields are permitted by
the theory. This structure leads also two properties of the QCD theory: the asymp-
totic freedom and the confinement. Both of these properties are connected to the
behaviour of the strong coupling constant αS as a function of the transfer momen-
tum p of the interacting particles. In particular, αS decreases with the increasing of
p2 and asymptotically vanishes for infinite value of p2. In this regime, QCD can be
treated with a perturbative approach. Concerning the confinement, one can take as
an example the separation to an infinite distance of two colored particles. The aim
of this easy exercise would be to understand if a colored particle can be observed
alone. However, it appears that the creation of quark-antiquarks pairs from the vac-
uum is energetically favored compared to the binding energy, having as a result the
impossibility to isolate a colored particle.

1.4 The mass of the particles

The EWK and QCD Lagrangians do not contain terms related to the gauge boson
and fermion masses: this is in contrast with several experimental evidences that
showed these particles are massive. By spontaneous breaking the symmetry via the
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Higgs mechanism, the Yukawa interaction term arises, giving an explanation to the
massive nature of the fundamental particles. The idea is to introduce ad additional
complex scalar multiplet, having spin-0, of the SU(2)L gauge group

φ =

(
φ+
φ0

)
, (1.18)

with electrically charged and neutral components. The corresponding Higgs La-
grangian is

LHiggs = (Dµφ)†(Dµφ)−V(φ†φ), (1.19)

where the potential V(φ†φ) contains quadratic terms in φ so that the theory is renor-
malizable

V(φ†φ) = µ2φ†φ + λ(φ†φ)2. (1.20)

Spontaneous symmetry breaking is induced if the minimum of V is obtained for
non-vanishing φ values. This occurs because µ2 < 0 and λ > 0 and the potential
minimum is then reached when

|φ2
0| = −

µ2

2λ
=

v2

2
, (1.21)

with v the vacuum expectation value different from 0. Selecting one specific vacuum
state breaks the EWK gauge symmetry, preserving the full gauge symmetry of the
Lagrangian.
Since the φ doublet is SU(2)L invariant, it is always possible to find a gauge trans-
formation that removes the upper component. Applying this transformation one
obtains:

φ0 =
1√
2

(
0
v

)
. (1.22)

Starting from here, a deviation σ around the vacuum expectation value gives:

φ0 =
1√
2

(
0

v + σ

)
, (1.23)

where σ is exactly the scalar field which represents the physical Higgs boson. By
adding a term in the EWK Lagrangian that takes into account this new scalar field it
is possible to obtain mass terms for fermions and bosons.
The interaction between the Higgs and the fermion fields in the form the Yukawa
Lagrangian is:

LYukawa = Σ f=l,qy f [ψ̄LφψR + ψ̄RφψL], (1.24)

where y f are the matrices containing the Yukawa coupling constants between the
fermions and the Higgs boson. The matrices y f can be diagonalised in order to get
the eigenvalues of the Yukawa couplings using unitary transformations that will
redefine the fermion fields. In the leptonic sector this transformation has no effect
due to the absence of right-handed neutrinos. However, in the quark sector, the
rotation to the mass eigenstate basis provides a mixing among the fermions which is
the manifestation of the weak interactions. The mixing among the weak eigenstates
of the down-type quarks (d′, s′, b′) and the corresponding mass eigenstates (d, s, b)
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is characterised by the known Cabibbo-Kobayashi-Maskawa matrix: d′

s′

b′

 = VCKM

 d
s
b

 (1.25)

where

VCKM =

 Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 . (1.26)

The off-diagonal elements of the CKM matrix explain that W bosons can couple to
two quarks belonging to two different generations. The CKM matrix has four pa-
rameters; three mixing angles that control the mixing among each generation pair
and one complex phase responsible for CP-violating phenomena. The resulting for-
mula for the mass of the fermions is

m f = y f
v√
2

, (1.27)

while the coupling to the gauge vector bosons is 2m2
V/v. From these two latter re-

sults one can conclude that the coupling of the Higgs boson in proportional to the
mass of the particle, meaning it will be more favorably produced in association with
heavy particles, and will decay more favorably into the heaviest particles that are
kinematically allowed.
In this way, the Standard Model scheme is finally completed.

1.5 Top Quark physics

The top quark has been discovered in 1995 by the Tevatron experiments CDF and
D0 [12, 13]. Since then the most massive particle of the SM of particle physics has
been studied in great detail, both at the Tevatron and at the LHC. The world average
of the top quark mass, coming from the combination of the measurement performed
by the Tevatron and LHC experiments [26] is

mtop = 173.34± 0.27(stat)± 0.71(syst) GeV/c2. (1.28)

Being its Yukawa coupling ytop ≈ 1, the top quark is the heaviest of the fundamen-
tal particles known: thanks to its high mass the top quark has a very short lifetime,
smaller than the typical hadronisation time. For this reason, contrary to what hap-
pens to the lighter quarks, the top quark is never confined in bound states (so called
hadrons). This peculiarity offers the unique opportunity to study the properties of a
"bare" quark.
The top quark cross section at the LHC is significantly high (roughly 1nb over the
total 100µb): for this reason the LHC is also known to be a "top factory".
Given the big amount of top quarks produced at the LHC, precision measurements
of their properties can be performed. These measurements are motivated by a vari-
ety of reasons: first of all the top quark is a background in many searches for physics
BSM. Its precise understanding is therefore crucial to claim new physics.
Moreover, thanks to its special properties described above the top quark is consid-
ered to be a good candidate to probe for physics BSM. In this direction, it is crucial to
measure all the production, decay and coupling properties of this particle with the
highest achievable precision.
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In this Section a description of the top quark production and decay at the hadron
colliders is given.

1.5.1 Production of Top Quarks

The top quark can be produced at hadron colliders in pairs ( tt̄ ) via the strong inter-
action or singly (single top) via the electroweak interaction.

Top pairs

Figure 1.1 shows the Feynman diagrams of tt̄ at the Leading Order (LO) of QCD:
the resulting cross-section is proportional to α2

S and it is strongly dependent on the
collision energy reached by the accelerator and on the Parton Distribution Functions
(PDFs) of the initial state partons.

Here the physics effects at high energies are factorised with the small energies

FIGURE 1.1: Feynman Diagrams of the tt̄ production at the hadron
colliders at the LO of QCD. qq̄ annihilation (top left), gluon-gluon
(gg) fusion in the s-channel (bottom left), gg fusion in the t-channel

(top right), and gg fusion in the u-channel (bottom right) [27]

effects. The total cross section for the production of the tt̄ final state via these ampli-
tudes can be expressed as a cross section for the high-energy parton-parton scatter-
ing weighted by the PDFs of the participating partons integrated over all the parton
momenta and summed over all parton types. The hard scattering cross sections
can be computed in perturbative QCD, while the PDFs are usually independently
determined from fits to Deep Inelastic Scattering (DIS) cross section measurements
performed by various experiments. The resulting factorisation formula is the fol-
lowing

σ = Σj,k

∫ 1

0
dxjdxk f j(xj, µ2

F) fk(xk, µ2
F)σ̂jk(xjxks, µF, αS(µR)). (1.29)

The PDFs fi(xi, µ2
R) are universal functions that describe the probability to find a par-

ton i with a given momentum fraction xi when the hadron is probed at a momentum
transfer of µF. The factorisation scale µF gives the energy scale that separates physics
processes at short and long distances. The PDF absorbs all long-distance effects in
the initial state that would lead to infrared and/or collinear divergences. The hard
scatter cross-section σ̂ is a function of the partonic center-of-mass energy squared
ŝ = xixks (with s being the pp center-of-mass energy squared), the factorisation scale
and the strong coupling constant αS. The partonic cross-section σ̂ is computed in
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perturbation theory. It follows that both the PDFs and σ̂ have a residual dependence
on the factorisation and renormalisation scales, due to uncalculated high orders.
In proton-proton collisions, the quark anti-quark annihilation can take place be-
tween valence quarks or sea quarks and anti-quarks. In Figure 1.2 the tt̄ cross section
is plotted as function of the center-of-mass energy of the collisions. Here both the
measured and predicted values are showed. The center-of-mass energy

√
s of the

FIGURE 1.2: Summary of LHC and Tevatron measurements of the
top-pair production cross-section as a function of the centre-of-mass
energy compared to the NNLO QCD calculation complemented with
NNLL resummation. The theory band represents uncertainties due to
renormalisation and factorisation scale, parton density functions and

the strong coupling.

collisions determines at which momentum fraction x the partons in the initial state
protons are probed: to produce a tt̄ pair at rest, the partonic center-of-mass energy
ŝ must be equal to at least twice the top quark mass. For larger

√
s, smaller x values

and larger momentum transfers get relevant, and it becomes increasingly likely to
probe a gluon inside the protons. As at the LHC at

√
s = 13 TeV the PDF of soft glu-

ons is the dominant contribution, the tt̄ production is dominated by the gluon-gluon
fusion, with a relative contribution of approximately 90%.
At the next-to-leading order (NLO) the processes included in the tt̄ calculation are a
mixture of quark-gluon (qg) or antiquark-gluon (q̄g).

Single top

Figure 1.3 shows the LO Feynman diagrams of single top production at the hadron
colliders. The production processes are classified by the virtuality of the W boson
exchanged in the process: the t-channel and s-channel production modes involves a
virtual W boson, while the Wt-channel produces a top quark association to a physical
W boson. As shown in Figure 1.4, the most abundant single top production process
at the LHC is the t-channel production followed by the Wt-channel and the s-channel
production.
Single top production in the t-channel is mediated by a space-like virtual W boson.

The process can be calculated in a scheme in which the initial state bottom quark
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FIGURE 1.3: Feynman Diagrams of the singletop top production at
the hadron colliders at the LO of EWK. t-channel production in the
five-flavour scheme and four-flavour scheme (left), s-channel produc-

tion (center), and associated Wt production (right) [27]

FIGURE 1.4: Summary of ATLAS measurements of the single top pro-
duction cross-sections in various channels as a function of the center
of mass energy compared to theoretical calculations based on NLO

QCD and on NLO QCD complemented with NNLL resummation.
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originates from flavour excitation in the proton (five-flavour scheme 5FS). Alterna-
tively, the calculation of this process can be performed in the assumption that an
initial-state gluon splits into a bb̄ pair and one of the bottom quarks interacts with
the virtual W boson (four-flavour scheme 4FS), where the spectator bottom quark is
typically emitted at rather small angles with respect to the beam-axis.
Theoretically the t-channel process is known differentially to NNLO, while the s-
channel is known to approximate NNLO.
As already explained above, in the Wt-channel the W boson is real. The NLO of QCD
corrections to Wt-channel production share the same final state with tt̄ production.
This overlap is a problem if one wants to have separate predictions for these two
precesses [28, 29]. For this reasons the Wt-channel prediction is calculated removing
this overlap in two possible ways: either removing all the amplitudes before cal-
culating the cross-section (diagram removal DR) or cancelling the overlap after the
cross-section calculation via a subtraction term (diagram subtraction DS).

1.5.2 Top Quark decay

Once the top quark is produced via one of the processes showed in the previous sec-
tion, it decays via the EWK interaction. As the top quark decay time is smaller than
the hadronisation time, it does not form any bound state.
Being the top a up-type quark it can only decay into a W boson associated to a down-
type quark. The probability for each type of down quark to be produced in the top
decay is given by the relevant CKM matrix element |Vtq|, with q = d, s, b.

The CKM elements |Vtd| and |Vts| determination relies on the measurements of B− B
oscillations mediated by box diagrams with top quark, or loop mediated K and B de-
cays. Theoretical uncertainties due to hadronic effects are reduce by taking the ratios
of processes: these ratios are equal in the flavour SU(3) limit to determine |Vtd/Vts|.
The value of the ∆md is obtained from the measurement of the B0

d oscillations: several
measurements have been performed by LEP, Tevatron, B factories and LHC experi-
ments: their combination yields ∆md = 0.510± 0.003 (stat)± 0.002 (syst)ps−1 [30].
In the B0

s system, ∆ms is measured by LHCb [31] to be ∆ms = 17.768± 0.023 (stat)±
0.006 (syst) ps−1.
Assuming |Vtb| = 1, and using lattice QCD calculation one obtains:

|Vtd| = (8.4± 0.6)× 10−3, |Vts| = (40.0± 2.7)× 10−3. (1.30)

The uncertainties are dominated by lattice QCD, therefore the contrain on |Vtd/Vts|
from ∆md/∆ms is more reliable theoretically. These provide a theoretically clean and
significantly improved constrain [7]

|Vtd/Vts| = 0.216± 0.001± 0.011. (1.31)

The determination of |Vtb| is currently performed throught the measurement of the
top quark branching fractions ratio and the single top cross section: a review of these
measurements is given in Chapter 2.

The SM predictions for the Vtq matrix elements are currently derived from CKM
unitary considerations. The values obtained by a recent global CKM fit [7] yields are
reported in Table 1.1, where the SM constrains, such as the three generations unitar-
ity, are imposed. From this latter result the top quark is considered to decay only in
t→Wb in all the theoretical calculation.
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|Vtd| |Vts| |Vtb|
0.00886± 0.00032 0.0405± 0.001 0.99914± 0.00005

TABLE 1.1: Vtq matrix elements as estimated by global CKM fit im-
posing SM constrains [7].

However, if more than three generation of quarks exist, |Vtb| can assume lower val-
ues: for this reason is important to reach the highest precision on the determination
of the CKM matrix elements, which could give informations about possible BSM
particles coupling to the top quark.
In many extensions of the SM, the unitarity of the 3× 3 CKM matrix can be violated
throught the mixing of a fourth generation of quarks with the other three genera-
tions, or by non-universality of the quark couplings in electroweak interations. The
extensions of the SM proposed in [32] yield to a value of |Vtb| considerably different
from one.

The decay signature of the top quark are usually categorised according to the decay
mode of the W boson. The W boson can decay into a lepton and its neutrino W → lνl
or into a quark pair W → qq̄′. The top is called leptonic in the first case and hadronic
in the second case.
The tt̄ events are therefore classified using the same logic: when both the W have a
leptonic decay the event is defined to be dileptonic; if one W decays leptonically and
the second one hadronically the event is classified as semileptonic; finally if both the
W bosons decay hadronically the event is called fully hadronic.
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Chapter 2

Probing the top quark decay: state
of the art and strategy

At the LHC it is possible to perform precision measurements in the top quark sec-
tor: at a center of mass energy of 13 TeV the cross section of top quark inclusive
production is 0.8 nb which represents a big portion of the total pp → X ≈ 100 µb
cross section. This large amount of data can be selected requiring lepton triggers: as
result background processes with an higher cross section (i.e. multi-jet production)
are strongly filtered out. This results in a pure sample of top quark events through
which the QCD and EWK theories can be probed.
The measurements of the top quark cross section are performed looking at the dif-
ferent final states and in several kinematical regions: they represent a stringent test
on the QCD and on the gluon density function inside the proton.
The EWK theory can be tested through top quark properties measurements such as
the polarisation, the decay width, the spin correlation, the charge asymmetry and
the couplings.
In this Chapter a review of the determinations of one of the couplings, |Vtb| , is given.
The state of the art is shown in Section 2.1 while Section 2.2 links the past measure-
ments to the one performed in this work.

2.1 State of the art of |Vtb|measurement

Under some assumptions, the CKM matrix element |Vtb| (defined in the Section 1.4)
is extracted in two ways from hadron colliders data:

• from the determination of the single top cross section (Section 2.1.1), assuming
|Vtd|, |Vts| � |Vtb|;

• from the measurement of the top quark decay rate to bottom quarks, Rb, (Sec-
tion 2.1.2), assuming |Vtd|2 + |Vts|2 + |Vtb|2 = 1.

Before the advent of the TeV scale hadron colliders |Vtb| was extracted from a weak
constraint from precision EWK data, where top quarks enter in loops. The sensitiv-
ity is best in Γ(Z → bb̄) and yields |Vtb| = 0.77+0.18

−0.24 combining LEP, SLC, Tevatron
and neutrino scattering experiments [33]. This latter measurement does not rely on
any assumption on the CKM matrix unitarity.

In the extensions of the SM proposed in [32] the value of |Vtb| can be considerably
different from one. One model is provided where the presence of new vector-like top
singlet leads to a global rescaling of the Vtq matrix elements, leaving Rb unchanged.
In the second method illustrated in the article, a complete new fourth generation is
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added and the Rb measurement can be used as a direct constrain.

2.1.1 Extraction of |Vtb| from single top cross section

The primary method for the extraction of |Vtb| is through the measurement of the
single top cross sections, which are directly proportional to |Vtb|2. The estimate of
the coupling at the tWb production vertex, | fLVVtb|, is obtained from the measured
single top quark cross section σmeas. and its corresponding theoretical expectation
σtheo.

| fLVVtb| =
√

σmeas.

σtheo.(Vtb = 1)
. (2.1)

The fLV term is a form factor that parameterizes the possible presence of anoma-
lous left-handed vector couplings. By construction, this from factor is exactly one in
the SM scenario, while it can be different from one in models of new physics pro-
cesses. This estimation assumes that |Vtd|, |Vts| � |Vtb| and that the tWb interaction
involves a left-handed weak coupling.
Both the CDF and D0 collaborations of Tevatron and ATLAS and CMS experiments
at LHC performed this measurement.
The combination of Tevatron experiments [34], CDF and D0, is |Vtb| = 1.02+0.06

−0.05,
corresponding to |Vtb| > 0.92 at the 95% C.L. Here fLV is assumed to be one and
the leading contribution to the uncertainty is coming from the normalisation of the
background processes.
The combination of the LHC experiment [35] gives | fLVVtb| = 1.02± 0.04(meas.)±
0.02(theo.). The leading contributions to the final uncertainty are in order the theo-
retical modeling, the jets and detector modeling, the uncertainty on the luminosity
and the background normalisation.
The summary of the ATLAS and CMS [36] results is reported in Figure 2.1. For each
result, the contribution to the total uncertainty originating from the uncertainty on
the theoretical prediction for the single top production cross-section is shown along
with the uncertainty originating from the experimental measurement of the cross-
section.
The average of Tevatron and LHC value [7] is

|Vtb| = 1.019± 0.025. (2.2)

Under the same assumptions of |Vtd|, |Vts| � |Vtb|, it is also possible to constrain
the Vtq matrix elements from the measurement of the single top differential cross
sections. Limits are extracted and reported in [37], where a global χ2 fit is performed
and the Vtq values obtained setting |Vtd| = |Vts| = 0 and |Vtb| = 1 are

|Vtd| = 0.000+0.023
−0.000, |Vts| = 0.000+0.041

−0.000, |Vtb| = 0.986+0.008
−0.008. (2.3)

The estimation of the Vtq values is also performed considering |Vtd|, |Vts|, |Vtb| as free
parameters and then integrating over two of them. This yields to the following result

|Vtd| = 0.000+0.038
−0.000, |Vts| = 0.000+0.069

−0.000, |Vtb| = 0.980+0.009
−0.012. (2.4)
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FIGURE 2.1: Summary of the ATLAS and CMS extractions of the
CKM matrix element Vtb from single top quark measurements.

2.1.2 Measurement of the branching fractions ratio

The top quark decay rate into bottom quarks is defined as:

Rb :=
B(t→Wb)
B(t→Wq)

=
|Vtb|2

Σq|Vtq|2
. (2.5)

The module of Vtb can be extracted from the measurement of Rb in tt̄ events, un-
der the assumption of |Vtd|2 + |Vts|2 + |Vtb|2 = 1. In the SM scenario q stands for
down, strange and bottom quarks and in the assumption that only three generations
of quarks exist Rb = |Vtb|2.
Rb is usually extracted through a parametric fit on the distribution of number of b-
jets generated by the top quark decay, where a b-jets is an hadronic jet initiated by a
bottom quark.
Rb has been measured by the CDF collaboration both in the dilepton channel [8],
finding Rb = 0.87± 0.07, and in the final state containing one lepton [9], where Rb
= 0.94 ± 0.09. Assuming three generations of quarks, these translate respectively
into the the following values of the CKM matrix element : |Vtb| = 0.93± 0.04 and
|Vtb| = 0.97± 0.05. Both the CDF measurements are limited by the systematic un-
certainty, of which the biggest contribution is coming from the correction to the the
b-jets identification efficiency and it is respectively the ≈4-5%and ≈7-8%. In the one
lepton case the background normalisation has a significant contribution with ≈ 5%.
The D0 collaboration provides the combined result of the dilepton and one lepton
measurements [10], reporting Rb = 0.90± 0.04. Also in the D0 case, the uncertainty
associated to the b-jets identification efficiency represents the leading contribution to
the total uncertainty.
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The latest measurement of Rb has been performed by the CMS collaboration using
Run 1 data at a center of mass energy of 8 TeV in the dilepton channel [11].
The result of the CMS measurement is

Rb = 1.014± 0.032 (tot.) = 1.014± 0.003 (stat.)± 0.032 (syst.), (2.6)

with a relative uncertainty of 3.2% and a lower limit on |Vtb| > 0.975 at 95% C.L.
The biggest contribution to the uncertainty reported by CMS is coming from the
identification of b-jets, which is the 2.4%.

2.2 Strategy for a model independent determination of Rb :
past lessons learned and new challenges

The current status of the art described in the last section shows that the estimation
of |Vtb| is currently limited by the knowledge of the systematic effects. Given the
different assumptions made in the |Vtb| extraction from the single top cross section
and the Rb measurement, it is not trivial to compare the two techinques. However,
the measurement of the single top cross section and Rb can be combined to perform
and extraction of |Vtb| which is model independent. The method and the limits on
the CKM matrix elements Vtq derived are shown in [38].
The estimation of |Vtb| under the hypotesis of |Vtd|, |Vts| � |Vtb| relies on the implicit
assumpton of Rb = 1: it follows that a more precise determination of Rb can help to
put even more stringent limits using this kind of combined fits. Moreover, from the
experimental point of view, some points in favour of a new Rb measurement arise if
compared to the one based on single top events:

• the available data sample is bigger as the tt̄ cross section is ≈ 2-3 times the
single top cross section

• the experimental signature is clearer, resulting in a smaller contribution to the
final uncertainty coming from the estimation of the background events which
is one of the limiting factors of all the single top measurements

• the access to the tWb vertex is in the decay vertex only; in the single top case
|Vtb| is estimated from the production vertex under the assumption that |Vtb| =
1 in the decay vertex. This assumption is implicit in the request of at least on
b-jet in the selection of the events

• the leading uncertainty on the Rb estimation is coming from the calibration of
the b-jets identification efficiency: in Section 4 it is shown how this uncertainty
can be reduced

Moreover, as ATLAS never measured Rb before, having an independent experimen-
tal setup cross-checking the previous results can be useful, especially in the context
of a future combination.
All these motivations support the model independent approach here presented in
which Rb is measured using the partial LHC Run 2 dataset collected by the ATLAS
detector.

2.2.1 The methodology

In order to perform the measurement of Rb with ATLAS data, addressing the main
issues presented thus far, the following strategy has been developed for this work.
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The dilepton final state with one electron, one muon and exactly two jets is chosen.
Requiring two leptons of different flavour ensures an high discrimination power
against the SM background processes, mostly related to the single top and di-boson
production. As in this way the contribution from the backgrounds is minimised,
also the uncertainty associated to their determination will have a smaller impact in
the final result.
In a so-selected sample of tt̄ events Rb can be measured counting how many times
the top quark decayed into a bottom quark.
When a b-quark is generated at the LHC, it is reconstructed inside the ATLAS de-
tector as an hadronic jet having peculiar properties given mainly by the b-hadrons
lifetime and mass. Thanks to these properties a jet containing a b-hadron, hereafter
referred to as b-jet, can be identified by dedicated algorithms that will be described
in Section 4. The performance of the identification of b-jets (b-tagging) is quantified
by the b-tagging efficiency εb which is defined as the fraction of b-jets identified by
the algorithm, b-tagged jets, over all the b-jets.
The b-tagging algorithms can also mis-identify charm and light jet as b-jet: the mis-
tag rate, ηq, is the fraction of the charm/light jets wrongly b-tagged among all the
charm/light jets.
The presence of exactly two jets in the final state implies two tt̄ topologies:

• the case of the LO diagram, in which both the jets are coming from the top
quark decay;

• the case in which one or both the jets are not produced in the top quark decay
(NLO and higher orders).

Stemming from this it is possible to define the jet-to-top assignment fractions αi(i =
0, 1, 2) as the fractions of events in which 0, 1 or 2 jets coming from the top decay
are selected, where Σ2

i=0αi = 1. It follows that a crucial part of the measurement
consists in the precise determination of the αi fractions as the Rb has to be extracted
only from the jets coming from the top decay.

The strategy presented in the following is similar to the one presented in Ref. [39]
and makes use of all the ingredients described thus far.
The number of events having a k-number of b-tagged jets in two jets events Nttbar

events(k b−
tags) can be parametrised as function of Rb , the b-jets identification efficiency, the
charm and light mis-identification rates and the jet-to-top assignment fractions.

Nttbar
events(k b− tags) = Nttbar

events(2jets)× Pk(Rb, εb, ηq, αi), (2.7)

where the k-index runs from 0 to 2, the maximum number of jets.
The equation encodes the reasoning articulated in the following: the Nttbar

events(k b −
tags) expression is proportional to the number of events having two jets selected and
to the Pk probability, which contains the dependency from the listed parameters.
Following such considerations, one can devise the set of equations for events with 0,
1 and 2 b-tagged jets. For the sake of simplicity, only the Nttbar

events(2 b− tags) is shown,



24 Chapter 2. Probing the top quark decay: state of the art and strategy

the 0 and 1 b-tags case are reported in the Appendix A

Nevents(2 b− tags)
= Nevents(2jets)× P2(Rb, εb, ηq, αi) (2.8)
= Nevents(2jets)× { (2.9)

α2 · [R2
bε2

b + 2Rb(1− Rb)εbηq + (1− Rb)
2η2

q ]+ (2.10)

α1 · [Rbεbηq + (1− Rb)η
2
q ]+ (2.11)

α0 · η2
q (2.12)

} (2.13)

The parameter Rb is extracted by comparing the observed number of b-tagged jets
N̂ev(k b− tags) to the prediction model presented thus far. These equations are valid
assuming that the amount of b-jets generated by other sources than the top quark
decays is negligible: this assumption is further investigated in Section 5.4, where a
detailed description of the fit is given.
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2.2.2 The main challenges

The two main challenges in this method arise from the b-tagging efficiency calibra-
tion and the estimation of the jet-to-top assignment fractions.

Calibration of b-tagging efficiency

The uncertainty on the calibration of the b-tagging efficiency is the leading contribu-
tion from the documented Tevatron and LHC measurements and it is expected to be
the same for the estimation presented in this work.
A calibration of the b-tagging efficiency using data events is necessary to correct the
performance of the b-tagging algorithms, as their development is based on simulated
informations: the aim of the calibration is to take into account any mis-modeling of
the Monte Carlo (MC) simulation.
In the assumption that top quarks decay only into bottom quarks (|Vtb| =1), tt̄ events
provide a sample of well determined b-flavour. Nowadays they constitute the stan-
dard candle used to calibrate the b-tagging efficiency. However, because of the un-
derlying assumption that Rb =1, the results of a tt̄ - based b-tagging calibration [40]
cannot be used in this analysis.
To avoid this problem two alternatives are considered:

• Simultaneously extract Rb and εb

• Calibrate εb with an alternative method

The first option is not suitable: a counting analysis like the present is not able to
disentangle the effect of a decreased Rb from that of a smaller εb. The two are fully
correlated in the b-tagging multiplicities that are fitted, making it impossible to iso-
late Rb. This is mathematically demonstrated in Equation 2.8, where the terms sig-
nificantly different from zero have Rb and εb appearing in a product. Under the
assumption of Rb close to one, as measured by previous experiments, all 1-Rb terms
are then close to zero. Moreover, the value of the mis-tage rate ηq is expected to be
of the order of 10−2−3.
To illustrate this point, 10k toy experiments are generated. Assuming the model in
Eq. 2.7, a χ2 function is built and minimised

χ2 =
10k

∑
i=0

(N̂ev,i(k b− tags)(Rb = 1, εb = 0.77)− N̂ev(k b− tags)(Rb, εb))
2

N̂ev(k b− tags)(Rb, εb)
, (2.14)

where (N̂ev,i(k b− tags)(Rb = 1, εb = 0.77) is extracted from a Poisson distribution
centered on the number of events observed in the simulation. The value of εb = 0.77
is chosen because it is the nominal value of the b-tagging efficiency used in the tt̄
simulation. It is found that if the Rb and εb are let to float the minimum of χ2/NDF
in the interval of 1σ are distributed in a band of possible solutions, showed in Fig-
ure 2.2a. The 1σ band is defined by half of the minimum of χ2/NDF.
The same exercise is repeated but fixing the b-tagging efficiency to its nominal value

εb = 0.77. Figure 2.2b shows the χ2/NDF as function of Rb . The minimum found is
a unique value Rb = 0.999 which agrees with what has been set in the simulation, in
which Rb = 1. This latter result further illustrates that the fit needs an external input
for the b-tagging efficiency, which must be estimated from an independent sample
of events.
Stemming from the above situation, for the Rb measurement it is necessary to per-
form an external calibration of the b-tagging efficiency. The uncertainty associated to



26 Chapter 2. Probing the top quark decay: state of the art and strategy

Rb
0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15

b-
ta

g 
ef

fie
nc

y

0.7

0.75

0.8

0.85

0.9

0.95

1 s1

h1
En

tri
es

 
 0

M
ea

n 
 

   
   

0
St

d 
D

ev
   

   
   

0

0
0.

1
0.

2
0.

3
0.

4
0.

5
0.

6
0.

7
0.

8
0.

9
1

b-
ta

g 
ef

fic
ie

nc
y

0

0.
2

0.
4

0.
6

0.
81

h1
En

tri
es

 
 0

M
ea

n 
 

   
   

0
St

d 
D

ev
   

   
   

0

(A)

Rb
0.6 0.7 0.8 0.9 1 1.1 1.2

/N
D

F
2 χ

0

1000

2000

3000

4000

5000

6000

7000

8000

=0.77b∈
 = 0.999min

b
/ndf = 1.015, R

min 
2χ

(B)

FIGURE 2.2: Figure (A) shows the b-tagging efficiency as function of
Rb found by the minimum of χ2/NDF by the 10k toy experiments.
Here both εb and Rbare free parameters in the interval 0.7-1.2. The
green band delimits the 1σ interval. Figure (B) shows χ2/NDF as

function of Rb when εb is fixed to 0.77

this calibration needs to be as small as possible: the uncertainty on Rb as a function
of the uncertainty on εb is reported in Figure 2.3. This curve is derived generating

FIGURE 2.3: Percentage uncertainty on Rb as function of the percent-
age uncertainty on εb derived using toy experiments.

toy experiments with an up and down variation of the εb of 3%, 9%, 14% and 20%
respectively. It shows how the uncertainty on εb directly translates to an uncertainty
on Rb of the same size.

An alternative calibration method is identified, which was developed in the past and
relies on multi-jets events. In this method, events in which hadrons decay semilep-
tonically into muons are used. Exploiting the kinematical correlation between the
muon momentum and the mass of its hadron parent, a variable discriminating in
the hadron flavour is built. This variable is called prel

T and it is defined as the muon



2.2. Strategy for a model independent determination of Rb : past lessons learned
and new challenges

27

transverse momentum in the jet-plus-muon system axis. The fraction of b-jets iden-
tified by ATLAS b-tagging algorithms is extracted fitting on prel

T , giving an estimate
on data of the b-tagging efficiency. As reported in the Ref. [41], where the method is
described, the uncertainty achieved by the prel

T calibration during Run 1 was around
5% of which the 4% coming from the extrapolation of the correction factors from the
semileptonic to the inclusive sample of b-hadrons decay.
Section 4.2.5 shows the results of the calibration using prel

T on the Run 2 dataset.

Estimation of the jet-to-top assignment fractions

The second main challenge of this work is finding a way to estimate the fraction of
tt̄ events in which a jet can be assigned to a top decay: the jet-to-top assignment
fractions αi.
The first solution probed makes use of the truth record of the simulation in which
b-quarks associated to the top quark decay at the parton level are stored. Here, a
spatial matching between these b-quarks and the jets is performed: the final goal is
to find the jet initiated by the top quark decay products and thus classify jets into
those coming from top-quark and those coming from other sources, such as ISR and
FSR activity. In principle, this method should provide the extact origin of the jets.
However, the jet matching turnes out to be strongly dependent from the value of the
∆R(jet, bottom quark) 1 cone used.
Table 2.1 reports the fractions of jets from top as function of the matching cone value:
the fractions range from 69% of the ∆R < 0.1 case to the 82% of the ∆R < 0.6 case.
The reason for the trend observed in the fraction of jets associated to the top decay is

∆R Jets from top Jets not from top
0.1 69% 31%
0.2 77% 23%
0.4 81% 19%
0.6 82% 18%

TABLE 2.1: Fraction of jet associated or not to the bottom quark from
the top decay in the tt̄ simulation for different values of the matching

come going from 0.1 to 0.6.

believed to be the analysis acceptance: jets created in a top quark decay could fail the
reconstruction requirements or the selection criteria of this analysis. As a result, the
fractions of jets from top increases with the value of the matching cone, without ever
reaching 100%, which is the expected value for a simulation having Rb = 1. From
this result one can conclude that the spatial matching between the truth information
of the top quark decay and the reconstructed jet is not well defined in the ATLAS
simulation. Therefore, none of the matching cone values can be used to estimate the
jets from top fractions as there is no way to determine which of them is giving the
right estimate.

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP)
in the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to
the centre of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in
the transverse plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined
in terms of the polar angle θ as η = − ln tan(θ/2). Angular distance is measured in units of ∆R ≡√
(∆η)2 + (∆φ)2.
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To overcome this issue an estimation of the jet-to-top assignment fractions is per-
formed using the tt̄ simulation exploiting the fact that none of the simulated light jets
are coming from the top decay. This method implies the definition of control regions
enhanced in tt̄ events having at least one jet not from the top decay, which are used
to correct the simulated fractions using data events. The procedure is extensively
explained in Chapter 5, where the possible biases introduced by the assumptions of
this method are investigated (see Section 5.3).
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Chapter 3

The Large Hadron Collider and the
ATLAS Detector

The data analysed in this thesis have been collected in the 2016 and 2017 by the
A Toroidal LHC ApparatuS (ATLAS) experiment [5] . The ATLAS detector is placed
at one of the interaction points of the proton beam lines of the Large Hadron Col-
lider [3], located in Geneva at European Organisation for Nuclear Research (CERN).
In this chapter a description of the collider and the ATLAS experiment are reported.

3.1 The Large Hadron Collider

The LHC is a proton-proton (or Pb-Pb) collider designed for several purposes, mainly
to test the validity of the SM and to look for its possible extension.
The LHC is a circular accelerator built in the same tunnel which hosted the LEP, it
has a 27 kilometers circumference at about 100 meters beneath the ground.
The Large Hadron Collider is designed to work at the center of mass energy of

√
s

= 14 TeV, 7 TeV for each of the two beams. The accelerator ran at
√

s = 7 TeV in the
2010 and 2011 and reached

√
s = 8 TeV in 2012. After a two years stop, in which the

machine has been upgraded, it restarted in 2015 delivering to the experiment pro-
tons collision at

√
s = 13 TeV.

The LHC is composed by of a chain of accelerators of which the 27 Km ring is the
last step. Figure 3.1 shows the whole accelerator system connected to the LHC.
The protons from hydrogen atoms, stripped of their electrons, are accelerated in a
linear accelerator (Linac2) up to 50 MeV. They are then injected in a circular accel-
erator, the Proton Synchrotron Booster (PSB). Here the beam reaches an energy of
about 1.4 GeV and it is injected in a larger accelerator, the Proton Synchrotron (PS),
where the beam energy rises to 26 GeV. The protons before being injected in the main
ring are accelerated in another synchrotron, the Super Proton Synchrotron (SPS) . In
the SPS each beam reaches an energy of 450 GeV. The protons in the SPS are also
accumulated in bunches to have an higher interaction probability during the colli-
sions. By project the maximum number of protons for each bunch and the number
of bunches for each beam are 115 billion and 2808 respectively. At full operation
the interactions between the two beams take place at discrete intervals never shorter
than 25 ns, with a maximum collision rate of 40 MHz.
The whole LHC accelerator is composed of several superconducting magnets: 1232
dipoles and 392 quadrupoles. The first ones are part of the system that bends the
charged particles path during the not linear parts of the collider, while the quadrupoles
are mainly used to focus the beams around the collision areas. The nominal field
strength is of 8.33 T and it is generated by an electric current 11.700 A for each dipole.
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FIGURE 3.1: The LHC accelerator complex shown in a cartoon con-
taining the chain of the smaller machines together with the LHC

ring. [42]

3.1.1 Luminosity and Pileup

The concept of luminosity is used to quantify the performance of a particle collider
and the amount of proton-proton collisions.
The instantaneous luminosity can be expressed as a function of the rate of pp inter-
actions and in terms of the beam parameters as follows:

L =
N2

b nbν

4πσxσy
F, (3.1)

where:

• Nb is the number of protons per bunch

• nb is the number of bunch per beam

• ν is the revolution frequency

• σx and σy stand for the horizontal and vertical Gaussian widths of the colliding
beams

• F is the geometric luminosity reduction factor, a correction factor accounting
for the crossing angle between beams

The different beam parameters of the LHC for the 2016 and 2017 data taking periods
are presented in Table 3.1.
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Parameter 2016 2017
Beam Energy [TeV] 6.5 6.5
Bunch spacing [ns] 25 25
Max number of bunches (nb) 2220 2556
Protons per bunch (Nb) [1011] 1.15 1.15
Peak luminosity [1033cm−2s−1] 13.8 20.9
Integrated luminosity [ f b−1] 38.5 50.2

TABLE 3.1: Values of the beam parameters during Run 2 in 2016 and
2017 [43, 44].

The integrated luminosity is obtained by integrating the instantaneous luminosity on
the live time of the experiment L =

∫
L dt.

Figures 3.2a and 3.2b show the integrated luminosity delivered by LHC and recorded
by the ATLAS experiment for 2016 and 2017, respectively.

(A) (B)

FIGURE 3.2: Cumulative luminosity as function of time delivered to
(green) and recorded by ATLAS (yellow) during stable beams for pp

collisions at 13 TeV in 2016 (A) and 2017 (B) [45]

The luminosity recorded by ATLAS is smaller than the delivered as effect of the de-
tector inefficiencies.

The expected number of events Nexp for a process having a production cross-section
σ is given in terms of the integrated luminosity as

Nexp = σ
∫

L dt. (3.2)

Given the high density of the beam bunches and the high frequency of collisions,
many hadronic interactions may occur simultaneously to the the hard scatter pro-
cess. This phenomena is called pileup: it consists of an higher number of energy
deposits in the detector that can be due to:

• additional proton-proton interactions in the same bunch crossing, the so-called
in-time pileup. In this case several interaction points are produced, resulting in
an higher number of particles emerging from the collision.

• detector signals reconstructed in an event as an effect of interactions occurred
in the previous bunch crossing. This pileup effect is related to the integration



32 Chapter 3. The Large Hadron Collider and the ATLAS Detector

time of some detectors and it is called out-of-time pileup. The out-of-time pileup
usually affects the signal in the calorimeters.

Increasing the number of protons per bunch crossing or the number of bunches re-
sults in higher luminosity but also raises the level of pileup. At higher number of
protons corresponds an higher number of interactions in each bunch crossing, result-
ing in an higher in-time pileup activity. Increasing the number of bunches reduces
their spacing, causing an overlap between the different bunch crossings and thus an
higher out-of-time pileup activity.
The distribution of the mean number of interactions per crossing is sensitive to all
these effects. It corresponds to the mean of a Poisson distribution of the number of
interactions per crossing calculated for each bunch. It is calculated as

< µ >:=
Lbunch × σinel

ν
, (3.3)

where Lbunch is the measured instantaneous luminosity per number of colliding bunch
pairs, σinel is the inelastic cross section for pp interactions which is 80 mb for at 13 TeV
and ν is the LHC revolution frequency. In 2016, the average number of interactions
per bunch is measured to be < µ >= 24.9 which increased to < µ >= 37.8 in the
2017 data taking period. Figures 3.3a and 3.3b show the distribution of < µ > for the
2016 and 2017 data respectively. The increase of < µ > is consequence of the increase

(A) (B)

FIGURE 3.3: Mean number of interaction per bunch crossing for 2016
(A) and 2017 (B) collision data. The integrated luminosity reported is

relative to all data recorded by ATLAS [45].

in the instantaneous luminosity which reached the peak of L = 13.8× 1033cm−2s−1

in 2016 and L = 20.9× 1033cm−2s−1 in 2017.

3.2 The ATLAS Detector

The ATLAS detector, shown in Figure 3.4, is a general purpose detector located at
Interaction Point 1 on the LHC ring. It is 25 meters high, its length is 44 meters and
its weight is 7000 tons.
The ATLAS detector consists of a series of concentric cylindric sub-detectors, placed
around the interaction point where the proton beams of the LHC collide. Starting
from the beam line going outwards there are three major components: the Inner De-
tector (ID), the Calorimeters and the Muon spectrometer (MS).
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FIGURE 3.4: A computer generate image of the ATLAS detector from
the longitudinal view. It shows the ID, the Calorimeters, the MS and

the magnetic system [5].

The ID consists of a system of tracking detectors enclosed by a thin solenoid mag-
net, providing an axial magnetic field of 2T. As a result, inside the ID the trajectory
of all the charged particles is bent, allowing the measurement of their momenta. The
Calorimetric system measures the energy of the neutral and charged particles escap-
ing the ID. It is divided into an electromagnetic and hadronic calorimeter, measuring
the energy of electrons and photons, and hadronic particles, respectively. The MS is
implied for the identification of muons and the measurement of their momentum. It
operates in presence of a magnetic field generated by air-core toroids magnets.

A two-level trigger system is used to select events. The first-level trigger is imple-
mented in hardware and uses a subset of the detector information to reduce the
accepted rate to at most 100kHz. This is followed by a software-based trigger that
reduces the accepted event rate to 1kHz on average depending on the data-taking
conditions.

ATLAS uses a right-handed coordinate system with its origin at the nominal IP in
the centre of the detector and the z-axis along the beam pipe. The x-axis points
from the IP to the centre of the LHC ring, and the y-axis points upwards. Cylindri-
cal coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle
around the z-axis. The pseudorapidity is defined in terms of the polar angle θ as η =
− ln tan(θ/2). The angular distance is measured in units of ∆R ≡

√
(∆η)2 + (∆φ)2.

3.2.1 The Inner Detector

The ID [46], shown in Figure 3.5, is the nearest detector to the collision point. It pro-
vides precise tracking of charged particles having pT > 0.1GeV and |η| < 2.5. The
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FIGURE 3.5: Inner Detector longitudinal view showing the barrel
modules and the forward disks for the Pixel detectors, the SCT and

the TRT [46].

ID is immersed in a uniform 2T axial magnetic field generated by the central super-
conducting solenoid held at 4.5 K by liquid helium in the region of |η| < 1.6. The
magnetic field bends the charged particles, allowing their momenta to be accurately
measured using the curvature of their tracks. Each sub-detector is split into cylindri-
cal concentric barrel modules covering the central region and disk-shaped end-cap
modules covering the forward regions.
The ID comprises three complementary sub-detectors: the Pixel Detector, the Semi-
conductor Tracker (SCT) and the Transition Radiation Tracker (TRT).

The Pixel Detector and the Insertable B-Layer

The Pixel Detectors [47] consists of 1744 silicon pixel modules arranged in three con-
centric barrel layers and two endcaps of three disks each. The size of each pixel is
50×400 µm2, allowing to achieve a spatial resolutions of 10 µm in the R × φ plane
and 115 µm in z for the barrel and 10 µm in the R× φ plane and 115 µm in R for the
endcap.
A new component has been added to this configuration during the shutdown be-
tween Run 1 and Run 2, the Insertable B-Layer (IBL) [48]. The IBL is currently the
innermost layer whose aim is to increase the performances of the tracking at the
new highest instantaneous luminosity. Moreover, the additional informations pro-
vided by the IBL allow to improve the identification of jets initiated by b-quarks,
giving more informations for the reconstruction of the secondary vertex of decay of
b-hadrons. Its R− φ resolution is < 10µm.

The Semiconductor Tracker

The barrel SCT [49] consists of 4088 modules of silicon-strip detectors arranged in
four concentric barrels and two endcaps of nine disks each. Each silicon detector is
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6.36 × 6.40 cm2 with 768 readout strips each with 80 µm pitch. Each module con-
sists of four detectors. On each side of the module, two detectors are wire-bonded
together to form 12.8 cm long strips.
The forward modules are very similar in construction but use tapered strips, with
one set aligned radially.
The detector contains 61 m2 of silicon detectors, with 6.2 million readout channels.
The spatial resolution is 16 µm in R− φ and 580 µm in z. Tracks can be distinguished
if separated by more than 200 µm.

The Transition Radiation Tracker

The TRT [50] consists of proportional drift tubes (straws). These straw detectors can
operate at very high rates, needed by virtue of their small diameter and the isolation
of the sense wires within individual gas envelopes. Each straw is 4 mm in diameter,
giving a fast response and good mechanical properties for a maximum straw length
of 150 cm.
The barrel contains about 50000 straws, each divided in two at the centre in order to
reduce the occupancy and read out at each end. The end-caps contain 320000 radial
straws, with the readout at the outer radius. The total number of electronic channels
is 420000. Each channel provides a drift-time measurement, giving a spatial reso-
lution of 170 µm per straw, and two independent thresholds. The two independent
thresholds allow the detector to discriminate between tracking hits, which pass the
lower threshold, and transition-radiation hits, which pass the higher.

3.2.2 The Calorimetric system

All the particles exiting the ID, except muons and neutrinos, are stopped in the AT-
LAS calorimeters which thus measure their energy. The calorimeters implied by
ATLAS are sampling calorimeters, detectors in which particles cross alternatively
active and inert materials.

The active material can be a plastic scintillator or liquid argon: particles interact
with the active part of calorimeters through various mechanisms. In the case of a
plastic scintillator, particles interacting electromagnetically can excite valence elec-
trons, whose de-excitation produces photons: the number of photons produced is
proportional to the deposited energy by the initial particle. When passing through
the liquid argon, charged particles can ionize the material: the electrons and posi-
tive ions drift towards the electrodes that measure the deposited charge. The inert
material is usually composed of heavy absorber material that interact with charged
and neutral particles but does not measure the energy deposits.

Electrons and photons lose their energy via bremsstrahlung and e+e− pair produc-
tion, respectively. Their radiation length X0 is equivalent to 7/9 of the mean free
path of a photon or the mean distance over which the electron loses all but 1/e of its
energy.
Hadrons lose their energy through inelastic hadronic collisions in matter, causing
showering of particles. The mean free path of a hadron and the characteristic length
of the hadronic showers is given by the nuclear interaction length λ. As a result,
the calorimeters must be adequately large in order to fully capture interactions, to
precisely measure energies, and to avoid losing energy into the muon spectrometer.
Muons deposit a small amount of energy in the calorimeters while neutrinos do not
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interact, escaping the detection.

The calorimeter resolution is expressed as follows

σE

E
=

N
E
⊕ S√

E
⊕ C, (3.4)

where N stands for the measurement of the noise due to background and electron-
ics which is dominant at low energies, S parameterizes the stochastic uncertainty
caused by the random sampling nature, and C is a constant term that reflects the
non-uniformities in the detector and is dominant at higher energies. These terms are
added in quadrature to obtain the fractional resolution.

The ATLAS calorimeter system, shown in Figure 3.6, covers the pseudorapidity
range up to |η| < 4.9. The calorimeters are segmented into towers in both η and
φ, pointing towards the center of the detector. The active material used is liquid ar-

FIGURE 3.6: ATLAS calorimeter system: the electromagnetic
calorimeter is shown in yellow while the hadronic calorimeter is
shown in grey. Both the barrel and forward modules are visible [5].

gon (LAr) for most of the calorimeters while the absorber material depends on the
region in which the detector is located. The choice of LAr is connected to its per-
formance and in particular to the linearity of the signal, the fast response and the
radiation hardness.
The calorimeter system is divide into an electromagnetic part, which measures the
energy of electrons and photons, and the hadronic part, which measures the energy
of strongly interacting particle.

The EM calorimeters [51, 52] are divided in barrel (EMB) and endcap (EMEC). The
EM calorimeter is segmented into cells of ∆η× ∆φ = 0.003× 0.025 with three layers
in depth. The first layer has the best granularity in η while the second provides the
best position in φ. This fine segmentation is important to distinguish single photons
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from π0 → γγ decays. The EMB uses LAr as active material and lead as absorber
and all the system covers a pseudorapidity of |η| < 1.475. The number of radiation
lengths in the EMB is 24 X0. The EMEC calorimeters are made with the same mate-
rial of the EMB but the number of radiation lengths in the endcap is larger, 26 X0. In
the endcaps the EM is composed of two concentric wheels covering the range 1.375
< |η| < 3.2.
The response resolution of the stochastic and constant terms were measured to be

σE

E
=

10%√
E[GeV]

⊕ 1%. (3.5)

The hadronic calorimeter system [53] is located after the EM calorimeters. As the
EM it is divided in a barrel (TileCal) and two endcaps (HEC). TileCal is composed
by steel, as absorber, and plastic scintillators as sampling material. The number of
interaction lengths in the TileCal is 8. The HEC is composed of LAr and copper and
it covers up to |η| < 3.2. It is divided in two wheels for each endcap. In the endcap
regions the total number of interactions lengths (including the EMEC) is 12 λ. To
cover pseudorapidity larger than |η| > 3.2 another calorimetric is used, the forward
calorimeter (FCAL). FCAL is composed by one EM and two hadronic calorimeters
and covers between 3.1 < |η| < 4.9. The number of interaction lengths is about 10 λ.
In test beams [54] the response resolution to isolated charged pions of the combined
HEC and TileCal of the stochastic and constant terms is

σE

E
=

53%√
E[GeV]

⊕ 3%. (3.6)

3.2.3 The Muon spectrometer

The MS [55, 56], shown in Figure 3.7, is the outermost detector of the ATLAS appa-
ratus.

FIGURE 3.7: ATLAS Muon Spectrometer longitudinal view showing
the MDTs, CSCs, RPCs and TGCs detectors in light blue and grey. The

yellow parts are the toroidal magnets [55].
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It is composed of four different technologies, two connected to the trigger and two
connected to the precise tracking. The MS is built to reconstruct the muon trajecto-
ries and measure the muon momentum independently from the ID and to provide
muon trigger signals. The spectrometer operates under a magnetic field orthogonal
to the muon trajectory. The four sub-detector technologies composing the MS are
described below.

Muon Drift Chamber

The Muon Drift Chamber (MDT) system is composed by 1088 chambers: each cham-
ber is made by two multi-layers of three or four (only in the innermost chambers)
layers of tubes with 3 cm diameter and 400 µm thick aluminum walls. The gas mix-
ture is Ar+CO2+H2O operating at 3 bar pressure and at 3040 V. The MDT are located
in both the barrel and endcap regions. In the barrel, |η| < 1.3 the chamber are di-
vided in 16 sectors along φ. In each sector there are large and small chambers. This
allows a full coverage and an overlap between chambers that ensure a robust muon
momentum measurement. In the endcap the MDTs cover the region 1.3 < |η| < 2.4.
The average single tube resolution is around 100µm, corresponding to a spatial res-
olution of the chambers of ≈ 40 µm as required for 10% momentum resolution of 1
TeV muons [57].

Resistive Plate Chamber

The Resistive Plate Chambers (RPC) [58] are used in the barrel for |η| < 1.05. 544
chambers are located in three concentric layers connected to the MDT. Every cham-
ber has 2-layers of gas gap filled with a gas mixture of C2H2F4 + isoC4H10 + SF6,
where the last one is added to limit the charge avalanches in the chamber. The cham-
bers are made with bakelite plates of 2 mm and readout strip with pitches of about
3 cm. The RPCs work at 9.8 kV and have a time resolution of 1.5 ns.

Cathode Strip Chamber

The Cathode Strip Chambers (CSC) [59] are multiwire proportional chambers lo-
cated between 2.0 < |η| < 2.7. They are designed to provide high granularity in an
apparatus region near to the beam pipe. The CSCs are divided in 16 sectors for each
of the two wheels, 8 small and 8 large. The chambers, composed by four layers, are
in overlap to ensure no loss of information. The chatode strips are mounted in the
η− φ plane such that the muon track position will be measured by the interpolation
of the induced charges in different strips of the layers. The gas mixture is Ar + CO2
and the typical spatial resolution is 40 µm in the magnet field direction and 5 mm in
the azimuthal direction while the time resolution is about 7 ns.

Thin Gap Chamber

The Thin Gap Chambers (TGC) [60] are multiwire proportional chambers dedicated
to the trigger system on the endcap part of the ATLAS detector. They cover the
forward region in the pseudorapidity range 1.05 < |η| < 2.7. The TGCs, like the
RPCs, provide also a measurement of the muon track coordinate orthogonal to the
one provided by the precision tracking chambers. The nominal spatial resolution for
the TGC it is 3.7 mm in the R− φ plane. The TGC system is divided in 4 layers, one
innermost (TGI) and three in the endcap (TGC1, TGC2 and TGC3). The TGCI covers
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1.05 < |η| < 1.92 while the others TGC layers cover up to |η| = 2.7. TGC1 is com-
posed by three chambers while TGC2 and TGC3 are composed by two chambers.
The gas mixture used for these chambers is CO2 + nC5H12 and they work at 2.9 kV.
The time resolution is about 4 ns.

3.2.4 The Trigger system

In ATLAS each event digitised needs a storage size of about 1.7 MB, this translates
into an enormous amount of information to be recorded during the collision period.
Only a fraction of these informations can be recorded, due to the limited data stor-
age capacity and rates. The ATLAS trigger system [61] performs a run-time event
selection, resulting in a reduction of the amount of recorded informations.
The trigger system consists of a hardware Level-1 (L1) and a single software-based
high-level trigger (HLT). This new two-stage system will reduce the event rate from
the bunch-crossing rate of 40 MHz to 100 kHz at L1 and to an average recording rate
of 1 kHz at the HLT (Figure 3.8).

FIGURE 3.8: Scheme showing the ATLAS Trigger system together
with the operating rate of each stage [61].

The L1 trigger system performs the initial event selection and accepts events at a 100
kHz rate. It is optimised to provide a fast decision. It searches for high energy lep-
tons, photons, and jets using a combination of information from the calorimeter and
MS. Electrons and photons are triggered on energy deposits in the EM calorime-
ter. In the hadronic calorimeter, jet candidates are constructed at L1 from coarse
calorimeter towers made of trigger-elements using a sliding window algorithm. A
trigger-element is determined by the sum of cells in a 0.2× 0.2(η − φ) region, and
the sliding window examines the total ET against a trigger threshold value in a 4× 4
region of trigger-elements. Muon triggers are based on a coincidence of hits among
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several layers of the trigger chambers.
During Run-1, this was a three-stage system with two stages in the HLT. At L1,
fast custom-made electronics find regions of interest (RoI) using the calorimeter and
muon data with coarse information within a latency of 2.5 µs. The L1 system in Run-
2 consists of the L1 calorimeter trigger system (L1Calo), the L1 muon trigger system
(L1Muon), new L1 topological trigger modules (L1Topo) and the Central Trigger
Processors (CTP). At the HLT, fast algorithms accessing data from an RoI, or offline-
like algorithms using the full-event information run on a unique PC farm within a
processing time of 0.2 s on average.

3.3 Physics objects: reconstruction and calibration

The measurement of Rb makes use of events containing electrons, muons and jets.
The reconstruction and identification of these objects is discussed in this section.
Using the signals in the detectors described before, tracks emerging from the col-
lisions are reconstructed together with the vertices of interaction, as described in
Section 3.3.1. The reconstruction and identification of electrons and muons is given
in Section 3.3.2 and 3.3.3, respectively. The algorithm used to build hadronic jets
is discussed in Section 3.3.4 together with the identification performance. Given its
crucial role in the Rb measurement, a detailed description of the of the algorithm
and performance for the identification of b-jets is reported in Chapter 4.

3.3.1 Tracks and vertices

Charged particles traveling in the ATLAS detector leave several hits in the different
sub-detectors of the ID. The hits of IBL, Pixel, SCT and TRT are reconstructed into
tracks. Tracks satisfying particular characteristics identify vertices: the Primary Ver-
tex (PV) is the one that more likely can be associated to the hard scatter interaction.
The PV is used for calculation of the main physics objects in this analysis.

Hits recorded in the individual ID layers are used to reconstruct the trajectories of
charged particles inside the tracker and to estimate their kinematic parameters. Par-
ticles trajectories are parametrised with a five parameter vector

τ = τ(d0, z0, φ0, θ, q/p), (3.7)

where d0 is the transverse impact parameter defined as the distance of closest ap-
proach in the transverse plane of the track to the primary vertex; z0 is the longitudi-
nal impact parameter, φ0 is the azimuthal angle of the track and θ is its polar angle.
q/p is the inverse of the particle momentum multiplied by its electric charge.
Track reconstruction in ATLAS [62] is developed in two-stages procedure:

• Track finder: Hits left in the detector by charged particles traversing active
detector elements are grouped together to form a track candidate.

• Track fitter: The hits are used to reconstruct the trajectories by performing a fit
to the track kinematic parameters. The track fitting is based on the minimisa-
tion of the track-hit residuals.

The accuracy of the particle kinematics estimation is limited by a combination of: the
resolution of the detector elements, the not detailed map of the magnetic field, the
misalignment of the detector elements and the multiple scattering and energy losses
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due to the material in the detector. A deterioration of reconstruction performance
can also come from the increasing detector occupancy with pileup, which results in
nearby hits from other particles confusing the pattern recognition algorithm.
Track reconstruction performance have been evaluated using data from pp colli-
sions [63]. Figure 3.9a shows the comparison between simulation and data of the
transverse impact parameter distribution of tracks calculated with respect to the av-
erage beam position dBL

0 . In Figure 3.9b the data and simulated distributions of the
difference between the longitudinal position of the track along the beam line, at the
point where dBL

0 is measured, and the longitudinal position of the primary vertex
projected to the plane transverse to the track direction, zBL

0 sinθ, are compared. A
small discrepancy between data and simulated events is found for tracks in the range
of |dBL

0 | < 4 mm and zBL
0 sinθ < 3mm. The track reconstruction efficiency is measured
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FIGURE 3.9: Distribution of the transverse impact parameter dBL
0 (A).

Distribution of zBL
0 sinθ (B). Simulated PYTHIA 8 A2 (yellow) events

are compared to data (black dots) [62] .

as function of the track |η| and pT and shown in Figure 3.10a and 3.10b, respectively.
Here the simulated efficiency is shown after the application of a correction factor
derived in data. The efficiency shows a dependency on both the pseudorapidity and
the transverse momentum.

A vertex requires at least two tracks passing selection criteria to be formed as a can-
didate vertex [64]. Between all these candidates the vertex with the higher Σp2

T is
choose to be the PV.
The vertex reconstruction efficiency is determinate from data by taking the ratio be-
tween events with a reconstructed vertex and events with at least two reconstructed
tracks [65]. The measured vertex efficiency is shown in Figure 3.11a as function of
the number of tracks in low-µ. The plot suggests that the vertex reconstruction effi-
ciency reaches the 100% if the number of tracks is larger than 5. Scale factors for the
reconstructed vertex resolution in the x-axis σx, are shown in Figure 3.11b.
The resolution is around 1.1mm in data and decreases with the number of tracks.
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FIGURE 3.10: Track reconstruction efficiency after the data driven cor-
rection as function of the track pseudorapidity (A) and pT (B). The

simulation is PYTHIA 8 A2 [62].
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3.3.2 Electrons

The characteristic signature of electrons consists in a track in the ID together with a
narrow shower in the EM calorimeter. Electrons are identified within the region |η|<
2.47, where the ID coverage ends. The region 1.37 <|η|< 1.52 corresponds to the crack
region, situated between barrel and end-cap calorimeters. Here, a precise simulation
of the material is difficult, due to the presence of infrastructures for cooling, support
and services. Electrons in this region are therefore excluded from the analyses. The
ID provides not only tracking capabilities but also discriminates between electrons
and charged hadrons via the detection of X-rays produced by transition radiation.

Reconstruction

Electron reconstruction in the central region of the ATLAS detector (|η|< 2.47) pro-
ceeds in several steps [66]:

• Seed-cluster reconstruction: A sliding window with a size of 3 × 5 in units of
0.025 × 0.025, corresponding to the granularity of the EM calorimeter middle
layer, in η × φ space is used to search for electron cluster "seeds" as longitu-
dinal towers 1 with total cluster transverse energy above 2.5 GeV. The clusters
are then formed around the seeds using a clustering algorithm that allows for
duplicates to be removed.

• Track reconstruction: Track reconstruction proceeds in two steps: pattern recog-
nition and track fit. If a track seed (consisting of three hits in different layers
of the silicon detectors) with a transverse momentum larger than 1 GeV can
not be successfully extended to a full track a second attempt is performed with
the new pattern recognition using an electron hypothesis that allows for larger
energy loss. Track candidates are then fit either with the pion hypothesis or the
electron hypothesis (according to the hypothesis used in the pattern recogni-
tion). If a track candidate fails the pion hypothesis track fit (for example, due to
large energy losses), it is refit with the electron hypothesis. In this way, a spe-
cific electron-oriented algorithm has been integrated into the standard track
reconstruction. It improves the performance for electrons and has minimal
interference with the main track reconstruction.

• Electron specific track fit: The tracks thus obtained are loosely matched to EM
clusters using the distance in η and φ between the position of the track, after
extrapolation, in the calorimeter middle layer and the cluster ceter of gravity.
The matching conditions account for energy-loss due to bremsstrahlung and
the number of precision hits in the silicon detector.

• Electron candidate reconstruction: The matching of the track candidate to the
cluster seed completes the electron reconstruction procedure. A similar match-
ing as the one described above is repeated for the refit track with stricter con-
ditions. If several tracks fullfil the matching condition, one track is chosen as
"primary" track.

1The η × φ space of the EM calorimeter is divided into a grid of Nη × Nφ = 200 × 256 elements
of size ∆η tower × ∆φ tower = 0.025 × 0.025, called towers. Inside each of these elements, the energy
of cells in all longitudinal layers is summed into the tower energy, with the energy of cells spanning
several towers distributed uniformly among the participating towers.
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The four-momentum of the electrons is computed using information from both the
final calibrated energy cluster and the best track matched to the original seed cluster.
The energy is given by the final calibrated cluster, while the φ and η directions are
taken from the corresponding track parameters with respect to the beam-line.

Identification

Three levels of identification operating points are typically provided for electron ID.
These are referred to, in order of increasing background rejection, as Loose, Medium,
and Tight. In general, each cut adds to the previous some additional requirements.
Thus, electrons selected by Medium are all selected by Loose, and Tight electrons
are all selected by Medium. Electron efficiencies are measured in pp collision data
taken at a center-of-mass energy of

√
s = 13 TeV in 2015 with spacing of subse-

quent LHC bunches of 50 ns and compared to efficiencies measured in a simulated
Z → ee sample. These efficiencies are derived in data events using the Z tag-and-
probe method and shown as function of the electron ET and η in Figure 3.12a and 3.12b,
respecitvely. The tag-and-probe method consists in reconstructing the Z boson mass
using one tagged electron and one probe of which one wants to estimate the identi-
fication efficiency.
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FIGURE 3.12: Measured electron identification efficiencies in Z → ee
events for the Loose (blue circle), Medium (red square), and Tight
(black triangle) operating points as a function of ET (A) and η (B) [66].

Isolation

The ability to identify electron candidates isolated from any other local activity is
based on two varieties of isolation variables, calorimeter- and tracking-based. Since
the implementation of isolation criteria is specific to the physics analysis needs, sev-
eral operating points are developed; their typical isolation efficiencies are measured
in data and determined from simulation, ranging from approximately 90% for the
tightest operating points to nearly 99% for the loosest, for electrons with ET = 40
GeV. Several components enter into building the isolation variables: identifying the
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candidate object itself, its direction, and its contribution to the activity within the
cone, and summing, in a pileup and underlying- event robust way, the other activity
found within the cone. Table 3.13 summarizes the definition of the electron-isolation
operating points and isolation efficiency ε iso. For the Gradient operating points, the
units of pT are GeV. All operating points use a cone size of ∆R=0.2 for calorimeter
isolation and Rmax=0.2 for track isolation except for the final entry Fix (Track) which
uses Rmax=0.4

Operating point E
isol
T,cone p

isol
T,var Total εiso

(∆R = 0.2) (Rmax = 0.2)

Loose (Track Only) - εiso = 99% 99%
Loose εiso = 99% εiso = 99% 98%

Gradient εiso = 0.1143 × pT + 92.14% εiso = 0.1143 × pT + 92.14% 90(99)% at 25(60) GeV
Gradient (Loose) εiso = 0.057 × pT + 95.57% εiso = 0.057 × pT + 95.57% 95(99)% at 25(60) GeV

Fix (Loose) E
isol
T,cone/pT < 0.20 p

isol
T,var/pT < 0.15 -

Fix (Tight) E
isol
T,cone/pT < 0.06 p

isol
T,var/pT < 0.06 -

Fix (Tight, Track Only) - p
isol
T,var/pT < 0.06 -

Fix (Calo Only) E
isol
T,cone < 3.5 GeV - -

Fix (Track Rmax = 0.4) E
isol
T,cone/pT < 0.11 p

isol
T,var/pT < 0.06 -

FIGURE 3.13: Definition of the electron-isolation operating points and
isolation efficiency for the different working points [66].

The isolation efficiency is measured in data events using electron emerging from a Z
boson decay as function of the ET and η, as shown in Figure 3.14a and 3.14b
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FIGURE 3.14: Isolation efficiencies for data for the different isolation
operating points, as function of electron ET (A) and η (B) [66].

The efficiency shows a marked dependency from the electron transverse energy for
all the operating points, while an overall difference between the efficiency is present
as function of the electron pseudorapidity.

Charge Identification

The electric charge of an electron is determined from the curvature of the associated
track reconstructed in the inner detector. The mis-identification of electron charge
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can result from the matching of an incorrect track to the electron candidate or from
a mis-measurement of the curvature of the primary electron track. Pair production
resulting from bremsstrahlung photon is the main reason why a wrong track can be
matched to the electron candidate; three tracks in close proximity are present, two
of which have the correct charge assignment, causing an ambiguity in the selection
of the primary electron track.
The charge mis-identification rate for reconstructed electron candidates is reduced
with an additional selection criterion based on the output discriminant of a boosted
decision tree (BDT).
The efficiency of applying BDT selection is measured in data using Z → ee events as
function of the ET and η, as shown in Figure 3.15a and 3.15b
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FIGURE 3.15: Efficiency of the BDT selection criterion to choose
Medium-identified electrons reconstructed with the correct charge,

as evaluated in Z → ee events, as function of ET (A) and η (B).

3.3.3 Muons

Muon reconstruction is first performed independently in the ID and MS [67]. Muons
deposit a small amount of energy in the calorimeter system. The information from
individual sub-detectors is then combined to form the muon tracks that are used in
physics analyses.

Reconstruction

In the ID, muons are reconstructed like any other charged particles as previously
described. Muon reconstruction in the MS starts with a search for hit patterns inside
each muon chamber to form segments. In each MDT chamber and nearby trigger
chamber, a Hough transform is used to search for hits aligned on a trajectory in the
bending plane of the detector. The MDT segments are reconstructed by performing
a straight-line fit to the hits found in each layer. The RPC or TGC hits measure the
coordinate orthogonal to the bending plane. Segments in the CSC detectors are built
using a separate combinatorial search in the η and φ detector planes. The search
algorithm includes a loose requirement on the compatibility of the track with the



3.3. Physics objects: reconstruction and calibration 47

luminous region.
Muon track candidates are then built by fitting together hits from segments in differ-
ent layers. The hits associated with each track candidate are fitted using a global χ2

fit. A track candidate is accepted if the χ2 of the fit satisfies the selection criteria. Hits
providing large contributions to the χ2 are removed and the track fit is repeated. A
hit recovery procedure is also performed looking for additional hits consistent with
the candidate trajectory. The track candidate is refit if additional hits are found.

The combined ID-MS muon reconstruction is performed according to various al-
gorithms based on the information provided by the ID, MS and calorimeters. Four
muon types are defined depending on how the information from the various sub-
detectors is combined:

• Combined (CB) muons: track reconstruction is performed independently in
the ID and MS, and a combined track is formed with a global fit that uses
the hits from both the ID and MS sub-detectors. Usually, muons are firstly
reconstructed in the MS, where the track density is much smaller, and then
extrapolated inward and matched to an ID track. They are the most commonly
used muons in physics analysis since they have the highest purity and the best
resolution on the kinematic properties.

• Segment-tagged (ST) muons: a muon is classified like ST muon if a track in
the ID, once extrapolated to the MS, it is associated with at least one local track
segment in the MDT or CSC chambers. ST muons are used when muons cross
only one layer of MS chambers, either because of their low pT or because they
fall in regions with reduced MS acceptance.

• Calorimeter-tagged (CT) muons: a track in the ID is identified as a muon if
it can be matched to an energy deposit in the calorimeter compatible with a
minimum-ionizing particle. This kind of muons have the lowest purity with
respect to all the other muon types but it recovers acceptance in the region
where the ATLAS Muon Spectrometer is partially instrumented (to host ca-
bling and services), close to |η| = 0.

• Extrapolated (ME) muons: the muon trajectory is reconstructed based only
on the MS track and a loose requirement on compatibility with originating
from the IP. ME muons are mainly used to extend the acceptance for muon
reconstruction into the region 2.5 < |η| < 2.7, which is not covered by the ID.

Identification

Four muon identification selections (Medium, Loose, Tight, and High-pT) are provided
to address the specific needs of different physics analyses. Loose, Medium, and Tight
are inclusive categories in that muons identified with tighter requirements are also
included in the looser categories. These categories are listed here:

• Tight muons: Tight muons are selected to maximise the purity of muons at
the expenses of the efficiency for real muons. Only CB muons with hits in at
least two stations of the MS and satisfying the Medium selection criteria are
considered.

• Medium muons: The Medium identification criteria provide the default selec-
tion for muons in ATLAS. Only CB and ME tracks are used. The former are
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required to have ≥ 3 hits in at least two MDT layers, except for tracks in the
|η| < 0.1 region, where tracks with at least one MDT layer but no more than
one MDT hole layer are allowed. The latter are required to have at least three
MDT/CSC layers, and are employed only in the 2.5 < |η| < 2.7 region to ex-
tend the acceptance outside the ID geometrical coverage. A loose selection on
the compatibility between ID and MS momentum measurements is applied to
suppress the contamination due to hadrons misidentified as muons.

• Loose muons The Loose identification criteria are designed to maximise the
reconstruction efficiency, providing, however, good-quality muon tracks. All
muon types are used in the loose definition. All CB and ME muons satisfy-
ing the Medium requirements are included in the Loose selection. CT and ST
muons are restricted to the |η| < 0.1 region.

• High-pT muons: The High-pT selection aims to maximise the momentum res-
olution for tracks with transverse momentum above 100 GeV. The selection is
optimised for searches for high-mass Z’ and W’resonances.

As described for electrons, muon efficiency is evaluated using a tag-and-probe method
on J/Ψ→ µµ and Z → µµ samples. In Figure 3.16a and 3.16b the Medium and Tight
working points efficiencies are shown as function of the muon η.
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FIGURE 3.16: Muon reconstruction efficiency as a function of η mea-
sured in Z → µµ events for muons with pT > 10 GeV. The Medium

(A) and Tight (B) working points are shown [67].

Isolation

Muons originating from the decay of heavy particles, such as W, Z, or Higgs bosons,
are often produced isolated from other particles. Unlike muons from semileptonic
decays, which are embedded in jets, these muons are well separated from other par-
ticles in the event. The measurement of the detector activity around a muon can-
didate, referred to as muon isolation, is therefore a powerful tool for background
rejection in many physics analyses.
Two variables are defined to assess muon isolation: a track-based isolation variable
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and a calorimeter- based isolation variable. Seven isolation selection criteria (isola-
tion working points) are defined, each optimised for different physics analyses and
calibrated implying Z → µµ events. For the sake of simplicity, only the results from
the calibration of the so-called Gradient working point is shown in Figure 3.17 as it
is the one used in the Rb measurement. This working point is defined cutting on the
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isolation variables pvarcone30
T /pµ

T and Etopocone20
T /pµ

T ensuring an isolation efficiency of
95% for muons of at least 25 GeV, and 99% for muons of at least 60 GeV.

The track-based isolation variable, pvarcone30
T , is defined as the scalar sum of the trans-

verse momenta of the tracks with pT >1 GeV in a cone of size ∆R = min(10 GeV/
pµ

T,0.3) around the muon of transverse momentum pT, excluding the muon track
itself. The cone size is chosen to be pT-dependent to improve the performance for
muons produced in the decay of particles with a large transverse momentum.

The calorimeter-based isolation variable, Etopocone20
T , is defined as the sum of the

transverse energy of topological clusters in a cone of size ∆R = 0.2 around the muon,
after subtracting the contribution from the energy deposit of the muon itself and
correcting for pileup effects.

3.3.4 Hadronic Jets

A jet is a collimated set of hadrons and other particles produced by the hadronisation
of a quark or gluon. At hadron colliders, jets are produced as result of the elastic
scattering or the annihilation of partons. Quarks and gluons carry color charge, but
they cannot exist in colored state because of the QCD confinement. Therefore, when
they fragment, each fragmentation product carries away some of the color charge
in order to obey confinement. The ensemble of these objects is what it is usually
referred to as hadronic jet.
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Reconstruction

Hadronic jets are reconstructed from the ATLAS detectors signals using the tracks
reconstructed in the ID or the energy clusters in the calorimeter. Three different
algorithms are currently supported by the ATLAS collaboration: a track-based al-
gorithm, a cluster-based algorithm [68, 69] and the particle flow algorithm [70], in
which the informations from clusters and tracks are combined.
In this work, jets reconstructed using the calorimeter energy deposit clusters, here-
after called EMTopo jets, are used and described in following.
EMTopo jets are reconstructed using the anti-kt algorithm [71] with radius param-
eter R = 0.4 or R = 0.6, using as input positive-energy topological clusters (topo-
clusters) [69]. The topo-clusters are built from topologically connected calorimeter
cells that contain a significant signal above noise. The topo-clusters are reconstructed
at the EM scale, which correctly measures the energy deposited by particles pro-
duced in electromagnetic showers in the calorimeter.

The anti-kt jet clustering algorithm is collinear and infrared safe:

• The collinear safety is connected to how the transverse momentum is dis-
tributed among the collinear decay products. For example a reconstructed jet
should not depend on the decay of a particle into two collinear particles.

• The infrared safety is connected to the sensitivity of the algorithm to the pres-
ence of an additional soft particle not related to the fragmentation of the hadro-
nised particles. For example, if there is a low energy cluster between two high
energy clusters separated, the algorithm should have the possibility to dis-
criminate between the two high energy clusters and define it as two separated
objects.

As first step the two distances are introduced:

• dij between entities (particles, pseudojets) i and j

• di between entity i and the beam

The clustering proceeds by identifying the smallest of the distances: if it is a dij
recombining entities i and j, while if it is di calling i a jet and removing it from the
list of entities. The distances are recalculated and the procedure repeated until no
entities are left. These distances are defined as follows:

dij = min(k2p
ti , k2p

tj )
∆2

ij

R2 , (3.8)

di = k−2
ti , (3.9)

where ∆2
ij = (yi − yj)

2 + (φi − φj)
2 and kti, yi and φi are respectively the transverse

momentum, rapidity and azimuth angle of particle i.

Calibration

The sample of jets obtained from the clustering procedure are then calibrated with a
procedure described in the following. Jets are calibrated to the energy scale of truth
jets created using the same clustering algorithm from stable interacting particles in
Monte Carlo [72]. The calibration has to account for several different effects:
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• Calorimeter non-compensation: correction for the different scales of the energy
measured from hadronic and electromagnetic showers.

• Dead material: energy lost in inactive areas of the detector.

• Leakage: showers reaching the outer edge of the calorimeters.

• Out of calorimeter jet: energy of particles which are included in the truth jet
but which are not included in the reconstructed jet.

• Energy deposits below noise thresholds: clusters are only formed by energy
deposits which are well above the background noise. Therefore the correction
is required to correct for particles that do not form clusters. Additionally some
part of a shower may fall outside of the topological clusters such that this also
needs to be corrected for.

• Pileup: energy deposition in jets is affected by the presence of multiple pp
collisions in the same bunch crossing as well as residual signals from other
bunch crossings.

The calibration is derived using a combination of methods based on Monte Carlo
simulation and data-driven techniques. The data are used through data-driven meth-
ods to derive a small residual calibration correction and constrain the uncertainty in
the calibration. As a first step of the calibration procedure, a jet is corrected to point
back to the identified hard-scatter vertex. Next, the effect of pileup is removed us-
ing an area-based subtraction procedure and residual corrections. The jet energy is
then calibrated by applying a pT and η-dependent correction derived from the nom-
inal simulation. In addition to these steps, further corrections are applied to the jets
that reduce the dependence of the jet energy measurement on the longitudinal and
transverse structure of the jets and also correct for jets that are not fully contained in
the calorimeter. Finally, for jets in the data, an additional correction is applied that
changes their calibration to its correct value based on in situ studies [73].

The calibration provides a jet energy scale (JES) and resolution (JER). The relative
uncertainties for these two quantities are shown in Figure 3.18 and 3.19 for central
jets, as function of their pT.

Pileup suppression techniques

As shown in the uncertainty associated to the JES, pileup contributes to the total un-
certainty with a leading contribution. Therefore, a pileup suppression technique is
developed and presented here.
The performance of the jet reconstruction are affected by pileup in two ways: hard
QCD jets originating from a pileup vertex and detector signals which occurred a
bunch crossing before the event of interest. The pileup QCD jets are genuine jets and
are tagged and rejected using the vertex-pointing information of charged-particle
tracks. Since tracks can be precisely associated with specific vertices, track-based
observables can provide information about the pileup structure and vertex compo-
sition of jets within the tracking detector acceptance (|η| < 2.5). This information is
therefore used to build a discriminating quantity for hard scatter jets. The composi-
tion of pileup jets depends on both < µ > and pT.
The Jet Vertex Tagger algorithm [74] matches jet tracks to the primary reconstructed
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vertex. A selection on the output distribution, the JVT discriminant, define the work-
ing point selecting more than 90% of hard scatter jets. The efficiency distribution in
data and simulated events is shown in Figure 3.20.
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3.3.5 Missing Transverse Energy

In collider experiments, the conservation of momentum in the plane transverse to
the beam axis implies that the transverse momentum of the collision products should
sum to zero. Any imbalance is known as Missing Transverse Momentum, or Emiss

T , and
may be indicative of weakly-interacting, stable particles in the final state. Within the
Standard Model, this arises from neutrinos. Fake Emiss

T can also result from interact-
ing Standard Model particles which escape the acceptance of the detector, are badly
reconstructed, or fail to be reconstructed altogether. Thus Emiss

T can also serve as an
important measure of the overall event reconstruction performance.
The Emiss

T reconstruction uses selected calibrated hard objects to measure the missing
transverse momentum in an event [75]:

− Emiss
T = Σpe

T + Σpγ
T + Σpτ

T + Σpµ
T + Σpjet

T + Σpso f t
T . (3.10)

The hard objects used in the Emiss
T computation are electrons, photons, hadronically

decaying tau-leptons, muons and jets. The soft term is reconstructed from detector
signal objects not associated with any hard object passing selection cuts. These can
be ID tracks (track-based soft term TST) or calorimeter signals (calorimeter-based
soft term CST)

• Calorimeter-based soft term (CST) is constructed from the energy deposits in
the calorimeter not associated with hard objects: selected and reconstructed
electrons, photons, hadronically decaying tau-leptons, muons or jets. Contri-
butions to the soft term arise from underlying event activity and soft radiation
from the hard event. The calorimeter-based approach is intrinsically vulnera-
ble to additional proton-proton interactions overlapping the hard-scatter pro-
cess (pileup interactions).

• Track-based methods offers greater resilience under the conditions of increased
pileup expected during Run 2. Tracks, differently from calorimetric clusters,
can be associated to vertices. Thus this soft term (TST) definition based on
the momenta of ID tracks gives a measure which is largely independent of
the pileup. A purely track-based quantity is, however, insensitive to neutral
particles (which do not leave tracks in the ID) and has an acceptance limited
by the tracking volume of the ATLAS tracker. So this soft term is combined this
with calorimeter-based measurements for the hard objects in order to reduce
the bias on the overall missing momentum from the lost low-energy neutral
component. The primary vertex associated tracks from jets which fail these
quality requirements are included in the TST soft term.

The track based soft term is employed in the Emiss
T calculation used in this work.

Performance

The performance of Emiss
T are evaluated in Z → µµ samples. These events provide

an ideal final state for the evaluation of Emiss
T performance, due to the limited back-

grounds and precise measurement of the kinematics of the Z boson. Neutrinos are
produced only through heavy-flavour meson decays, so this channel has very little
genuine Emiss

T , making the resolution measured by the width of the Emiss
T distribution

indicative of the Emiss
T reconstruction quality. The distribution of Emiss

x is shown in
Figure 3.21 while its resolution in Figure 3.22.
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FIGURE 3.21: Distributions of the Emiss
x,y in Z → µµ events. The ex-

pectation from MC simulation is superimposed and normalised to
data, after each MC sample is weighted with its corresponding cross-

section [75].
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FIGURE 3.22: The RMS width of the Ex(y)miss distributions in bins
of ΣET in an inclusive sample of Z → µµ events. Predictions from
MC simulations are overlaid on the data points, and the ratios are
shown below the respective plot. The shaded bands indicate the com-
bined statistical and systematic uncertainties of the resolution mea-

surements [75].
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Chapter 4

Identification of b-jets

The identification of jets containing b-hadrons, known as b-tagging, aims to discrim-
inate these particular jets from the larger background of jets containing other quark
flavours.
The interest of identifying b-jets arises from several physics signatures among which:
the Higgs boson decay into a bottom quarks pair, its associated production to top
quarks, precision measurements of the SM such as the differential cross sections
of the top quarks pairs, the determination of the top quark mass and width, and
searches for new phenomena.
The ATLAS Collaboration developed various b-tagging algorithms [40] that exploit
the properties of b-hadrons and b-quark fragmentation.
Given the long lifetime of the order of 1.5 ps, b-hadrons have a significant mean flight
length in the detector before the decay. In principle, this allows to resolve the decay
vertices from the hard-scatter point and reconstruct the full path of production and
decay of the b-hadrons. A schematic view of the b-hadron production and decay is
shown in Figure 4.1.

FIGURE 4.1: Schematic view of a b-hadron decay inside a jet resulting
in a secondary vertex with three charged particle tracks. The track
impact parameter, which is the distance of closest approach between
the extrapolation of the track and the primary vertex, is shown in

addition for one of the secondary tracks.
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Moreover, displaced charged-particle tracks originating from b-hadron decays usu-
ally have large transverse d0 (Figure 4.2a) and longitudinal z0 impact parameters.
In addition to topological information, kinematics is also implied. For example, on
account of the high b-quark mass mb = 4.18+0.04

−0.03 GeV [7], the decay products of b-
hadrons are on average more energetic than other hadrons: as a result kinematical
variables, such as the secondary vertex mass (Figure 4.2b), are used to b-tag jets.

Finally, b-hadrons have an higher decay tracks multiplicity which is also used by
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the algorithms to discriminate against charm and light-flavour jets.
The algorithms, described in Section 4.1, are developed using Monte Carlo simula-
tions: any imperfection in the description of the detector response or physics model-
ing needs to be corrected trough a measurement of the algorithm performance using
data, the so-called calibration.
The calibration procedure is performed separately for each jet flavour (bottom, charm
and light) where the b-tagging efficiency is derived as function of the jet kinematics.
The calibration of the b-tagging efficiency for b-jets using the prel

T method is reported
in Section 4.2: as motivated in Section 2.2, a model independent calibration, not
based on top events, is one of the needed ingredients for the Rb measurement.

4.1 Algorithms for the identification of b-jets

The development of the b-tagging algorithms is based on a two-stage approach that
makes use of tracks, vertices and hadronic jets as they have been described in Sec-
tion 3.3.
The jet flavour label classifies the jets as bottom, charm or light using the truth MC
simulation information and a spatial match between hadrons and jets. As the algo-
rithms make use of tracks, also these objects are associated to jets through a spatial
match.
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Once all the needed ingredients are in place, basic algorithms (Section 4.1.1) recon-
struct the characteristic features of the b-jets via two complementary approaches, one
that uses the individual properties of charged-particle tracks and a second which
combines the tracks to explicitly reconstruct displaced vertices.
In order to maximise the b-tagging performance, the results of the basic b-tagging
algorithms are combined in algorithms consisting of multivariate classifiers. The fi-
nal algorithms are two: MV2 [77], a tagger based on a boosted decision tree (BDT)
discriminant, and DL1 [77], which is based on a deep feed-forward neural network.
These two final taggers show similar performance in the region of interest of the Rb
measurement: for the sake of simplicity only MV2 is described in Section 4.1.2 as it
is the one used in this work.

4.1.1 Basic Taggers

There are several basic taggers which fall into two classes: the ones exploiting the
large impact parameters of the tracks originating from the b-hadron decay (IP2D and
IP3D) and the ones aimed to explicitly reconstruct the displaced vertices (SV1 and
JetFitter).

The IP2D and IP3D algorithms

Two complementary impact parameter based algorithms are developed: IP2D and
IP3D [78]. The IP2D tagger makes use of the signed transverse impact parame-
ter significance d0/σd0 as discriminant variable whereas IP3D uses both the signed
transverse and the longitudinal impact parameter significance z0sinθ/σz0sinθ in a
two-dimensional template to account for their correlation.
Probability density functions (PDF) obtained from the reference histograms of the
signed transverse and longitudinal impact parameter significances of tracks associ-
ated with b-jets, c-jets and light-jets are derived from the MC simulation. The PDFs
are used to calculate ratios of the b-jets, c-jets and light jets probabilities on a per-
track basis. Log-likelihood ratio (LLR) discriminants are then defined and used as
inputs to the final taggers.

Secondary Vertex Finder algorithm

The Secondary Vertex Finder algorithm SV1 [76] reconstructs a single displaced sec-
ondary vertex (SV) in a jet. Firstly, the algorithm finds all two-track vertices then it
identifies and reject as many two-track vertices as possible that are unrelated to the
vertices of interested and finally then merges them into a multi-track vertex. The
rejected tracks are compatible with the decay of long-lived particles, photon conver-
sions and hadronic interactions with the detector material.
The SV1 algorithm uses a likelihood ratio test to discriminate between b-, c- and
light-jets. The corresponding PDFs are constructed using the vertex mass, the en-
ergy fraction and the number of two-track vertices distributions. The SV1 output
obtained is given as input to the final taggers.

Topological Multi-Vertex Algorithm (JetFitter)

The topological multi-vertex algorithm, JETFITTER [79], reconstructs the full b-hadron
decay chain. This is possible thanks to the topological structure of the weak decays
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of b- and c-hadrons inside the jet. The algorithm makes use of a modified Kalman
filter [80] to find a common line on which the primary, bottom and charm vertices
lie under the approximation that the vertices positions are placed along the b-hadron
flight path. Eight discriminating variables, including the track multiplicity at the Jet-
Fitter displaced vertices, the invariant mass of tracks associated with these vertices,
their energy fraction and their average three-dimensional decay length significance,
are used as inputs to the final taggers.

4.1.2 The MV2 Tagger

The MV2 algorithm consists of a boosted decision tree (BDT) algorithm that com-
bines the outputs of the basic taggers together with the kinematic properties of the
jets, namely pT and η. The kinematic properties are added in the training in order
to take advantage of the correlations with the other input variables. The output
discriminant of the MV2 algorithm for b-jets, c-jets and light-jets evaluated using tt̄
simulated events is shown in Figure 4.3.
The distribution of the MV2 output discriminant is dominated by b-jets for values
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FIGURE 4.3: Distribution of the output discriminant of the MV2 b-
tagging algorithm for b-jets (blue), c-jets (green) and light-flavour

(red) jets in the baseline tt̄ simulated events. [40]

around 1 while charm and light-flavour jets are more concentrated around -1. The
light-jet 4.4a and c-jets 4.4b rejections are shown as function of the b-tagging effi-
ciency for the various taggers: from the distribution of the output discriminant the
rejection of charm and light jets is bigger for lower values of the b-jets tagging effi-
ciency.

The performance of the b-tagging algorithms is based on a fixed selection on the
b-tagging algorithm discriminant distribution. This ensures a specific b-jets tagging
efficiency εb for b-jets in tt̄ simulated events. Four working points (WP) are defined
at 85%, 77%, 70% and 60% for the MV2 tagger.
The calibration of the b-tagging efficiency at the 77% WP for b-jets is shown in the
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b-tagging algorithms evaluated on the baseline tt̄ events [40].

next section as it is the WP used in Rb measurement. This WP is chosen as it repre-
sents a good compromise between the number of b-jets selected and the uncertainty
associated to their b-tagging efficiency.

4.2 Calibration of b-tagging efficiency

In order to have a thorough understanding of the b-tagging performance, the b-
tagging efficiency of the MV2 tagger is measured in collision data. The calibration
is performed in a sample of events characterised by a strong predominance of b-
jets, whose fractional abundance can be measured from data before and after the
b-tagging has been applied.
A sample enriched in b-jets can be obtained by selecting jets containing a muon in-
side, from which the b-tagging efficiency can be measured taking advantage of the
kinematical properties of the semileptonic decay of b-hadrons. The prel

T method [41]
uses templates of the muon momentum transverse with respect to the axis defined
by the muon-plus-jet system. The fraction of b-jets before and after the b-tagging is
estimated from the prel

T distribution and used to extract the b-tagging efficiency.
An introduction to the method is given in Section 4.2.1, followed by a description of
the samples used given in Sections 4.2.2 and the events and objects selection of Sec-
tion 4.2.3. Section 4.2.4 describes the derivation of the templates used in the fit. The
description and impact of the systematic effects on the final uncertainty is exposed
in Section 4.2.5. Section 4.2.6 contains the results of the calibration.
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4.2.1 Introduction to the prel
T method

The number of b-jets before and after tagging can be obtained for a subset of all b-jets,
namely those containing a reconstructed muon, using the variable prel

T (Figure 4.5).
This method relies on the muon channel as it ensures better experimental conditions
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FIGURE 4.5: Schematic drawing showing a jet cone in black with a
b-hadron in the jet, decaying semileptonically at a secondary vertex
shown in green. The final state muon is shown in green as well as the
projection of its momentum transverse to the jet+muon axis, the prel

T .

than the other charged leptons generated in b-hadrons semileptonic decays: elec-
trons and τ leptons are reconstructed relying on the information from the calorime-
ters, while muons are reconstructed as tracks in the Inner Detector and in the Muon
Spectrometer resulting in an higher isolation, better momentum resolution and re-
construction efficiency.
Given the larger mass of b-hadrons, relative to hadrons containing only charm and
light quarks, their decay products are more energetic. Therefore, the final state parti-
cles have larger momenta in the rest frame of the decaying hadron, hereafter referred
to as p∗, compared to the decays of less massive hadrons. As it has been defined, prel

T
can be used to measure the p∗ in the laboratory frame: it follows that its range and
peak is also determined by the mass of the parent quark. However, the discrimi-
nation power of the muon prel

T decreases with the jet pT as muons emerging from
the decay of energetic charm and light hadrons can more frequently reach high prel

T
values.
In the prel

T calibration templates for bottom, charm and light jets are derived and the
normalisation of these templates is then fitted to data. The fit determines the fraction
of b-jets passing, tagged, and failing, untagged, the b-tagging criterion and hence the
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b-tagging efficiency εb as follows:

εdata
b =

Ntagged
b

Ntagged
b + Nuntagged

b

. (4.1)

Here Ntagged
b = f tagged

b · Ntagged
jets where f tagged

b is the fraction of tagged b-jets fitted in
the selected sample of tagged jets. The same holds for untagged jets, that is for jets
which explicitly do not pass the b-tagging requirement
The b-tagging efficiency in data is then compared to the efficiency predicted by
the simulation, defined by counting directly the number of tagged matched to a
b-hadron (usually referred to as truth-level information)

εMC
b =

Ntagged
truth−b

Ntruth−b
. (4.2)

It is customary to define a scale factor kb as:

kb =
εdata

b

εMC
b

. (4.3)

In this way the MC simulation, used to extract the physics result of interest, is re-
scaled by the efficiency extracted from data.
Because in general one can expect a dependency of the efficiency on the kinematics
of the b-jets, such scale factors are derived in bins of jet pT. The bins used in this
calibration are 20-30 GeV, 30-40 GeV, 40-50 GeV, 50-70 GeV, 70-90 GeV, 90-110 GeV,
110-140 GeV, 140-170 GeV and 170-200 GeV.

4.2.2 Data and simulated samples

The calibration here presented is performed in a sample of multi-jets events enriched
in g→ bb̄. The dataset and simulated samples used are described in the following.

Data events selection

This calibration uses a set of data collected in 2016 and 2017, corresponding to the ac-
celerator conditions described in Section 3.1.1. Only a fraction of these data is used
for the physics analysis, consistent to periods in which all the sub-detectors were
fully functional. These events are included in a Good Run List (GRL): about the 10%
of the events in 2016 and 2017 do not satisfy the GRL.
Data events are selected requiring that the event satisfy a muon-in-jet triggers and
then applying kinematic cuts on jets and muons. Muon-in-jet triggers require a
muon spatially matched to a jet, with a varying pT threshold. The spatial match-
ing is made within a cone of ∆R < 0.5 around the jet axis. A |∆z| < 2mm is also
required, where |∆z| is the distance of the closest approach along the beam axis of
the muon track to the primary vertex. These muon-in-jet triggers are part of the
second-level software trigger system and they are supported by first-level hardware
muon and jet triggers.

Due to the steeply falling jet pT spectrum and the large cross-section of multi-jet
events these triggers are pre-scaled: the pre-scale factors used depends on the jet
and muon pT and decreases as the jet pT threshold gets higher. This means that only
a fraction of the events fulfilling the muon-in-jet trigger requirement is recorded.
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Jet pT Bin [GeV]
Jet pT

Threshold [GeV]
Muon pT

Threshold [GeV]
Effective Luminosity [pb−1]

2016 2017
[20 , 30 ], [30 , 40 ] 15 4 4.66 3.61

[40 , 50 ] 25 4 5.35 4.32
[50 , 70 ] 35 4 6.83 6.64

[70 , 90 ], [90 , 110 ] 55 4 40.18 16.60
[110 , 140 ] 85 6 272.97 173.92
[140 , 170 ] 110 6 500.27 382.62
[170 , 200 ] 150 6 1492.73 1249.31

TABLE 4.1: Muon-in-jet triggers used in the different jet pT bins of the
calibration. The effective luminosity collected in 2016 and 2017 data

has been calculated taking into account the pre-scale factors.

To maximize the event yield, multiple muon-in-jet triggers are used with each one
defining an exclusive jet pT bin. The choice of the jet pT binning in this work is thus
motived by the available triggers. Table 4.1 illustrates which triggers are used in the
different bins together with the effective luminosity collected for 2016 and 2017 data.

Simulated samples

This calibration makes use of simulated samples to derive prel
T template of bottom

and charm jets together with the prediction of the jet flavours and b-tagging effi-
ciency. To reproduce the pileup conditions of the real data taking, two simulations
are produced for 2016 and 2017 where the distribution of < µ > is re-weighted to
match the data distributions, presented in Figure 3.3a and 3.3b of Section 3.1.1 for
the two years respectively.
Two multi-jets simulations are used, both generated by PYTHIA8 [81, 82] using the
A14 tune with the NNPDF23LO set of PDFs [83]. The EVTGEN simulation pack-
age [84] is used to simulate the b-hadron production fractions and decay. The simu-
lation of the detector response is handled by the GEANT4 toolkit [85].
Different samples are generated depending on the jet pT range: this provides suffi-
cient statistic across the entire pT spectrum.
The so-called muon filtered simulation requires the presence of a muon having pT >
4 GeV at the generator level. The muon filtering requirement changes the relative
amount of bottom, charm and light jets in the simulation. In particular, this simula-
tion is enriched in bottom and charm jets as muons inside a light jet are generated at
a later stage in the simulation chain and do not pass the generator level filter. Given
the predominance of bottom and charm jets, this simulation is used to the derive
prel

T templates for these flavour. The range in pT of each muon filtered sample is
reported in Table 4.2 together with the available number of events in the two simu-
lations, which are referred to the 2016 and 2017 data taking years.

No muon-filter is applied in the so-called unfiltered simulation, which is thus used
to determine the relative fraction of jet flavours. Table 4.3 summarises the avail-
able samples, their range in jet pT and the number of generated events in the two
simulation referred to 2016 and 2017, respectively.
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Sample name Jet pT range [GeV] Events (2016) Events (2017)
JZ1WA [20− 40] 3577323 4041700
JZRW1B [40− 60] 4272861 4489927
JZRW2 [60− 160] 1830464 1881318
JZRW3 [160− 400] 1907006 1929887

TABLE 4.2: Muon filtered samples divided by the range in pT of the
simulated jets. The number of events is reported for the two simula-

tions, divided by the 2016 and 2017 data taking years.

Sample name Jet pT Range [GeV] Events (2016) Events (2017)
JZ1W [20− 60] 5339106 8802080
JZ2W [60− 160] 8350535 10645935
JZ3W [160− 400] 10757379 12273564

TABLE 4.3: Muon unfiltered samples divided by the range in pT of
the simulated jets. The number of events is reported for the two sim-

ulations, divided by the 2016 and 2017 data taking years.

4.2.3 Objects selection and events categorisation

Objects selection

The jets used in this calibration are reconstructed as has been described in Sec-
tion 3.3.2 using the anti-kt algorithm with R = 0.4. The jets must pass the pT cut
of pT > 20 GeV and the |η| < 2.5 cut.
Muons have to satisfy the |η| < 2.5 and pT > 5 GeV cuts and the Tight quality work-
ing point (defined in Section 3.3.3). A cut on the transverse impact parameter is
applied |d0| < 2 mm together with a requirement on the longitudinal impact param-
eter cut of |z0sinθ| < 4 mm. These cuts ensure that the muon is consistent with the
production at the primary vertex and the posterior displaced decay of a b-hadron.
The association of muons to jets is based on a ∆R(muon, jet) < 0.4 requirement and
on the transverse momentum of the two objects. All the selections applied to jets
and muons are listed in Table 4.4.

Jet Selections
pT> 20 GeV
|η| ≤ 2.5
JVT < 0.4 (if pJet

T < 60 GeV)

Muon Selections
|η| ≤ 2.5
|d0| < 2 mm
|z0 · sin θ| < 4 mm
Tight Quality

Muon to jet matching
∆ R(muon, jet) < 0.4
pMuon

T > 5 GeV (if pJet
T < 40 GeV)

pMuon
T > 6 GeV (if 40 < pJet

T < 90 GeV)
pMuon

T > 8 GeV (if pJet
T > 90 GeV)

TABLE 4.4: Kinematic and quality selections applied to jets and muon
together with the matching requirements between the two.
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The muon pT threshold is varied from 5 to 8 GeV as the jet pT increases; this re-
quirement has been optimised to suppress the contribution of muons produced by
light hadrons decay. Muons generated by the decay of pions and kaons contained
in a light-jet can fly inside the detector, mimicking the behaviour of a muon merging
from the semileptonic decay of a b-hadrons: the two cases become more and more
similar as the jet pT increases. However, the pT spectrum of muons produced in the
decay of a b-hadron is harder in the entire jet pT spectrum: tightening the muon pT
threshold keeps the bottom fraction around the same value in the different jet pT
bins.

Regions definition

Two event regions are used in this calibration:

• the bottom-enhanced region: enriched in bottom jets, this sample of events is the
one used to extract εb ;

• the light-enhanced region: given the big portion of light-jets this region is used
to derive the light-jets template from data.

In pp collisions b-quarks are mostly produced in pairs from a gluon splitting, with
a cross section of ≈ 0.5 mb. It follows that, if one jet in the event is identified as a
b-jets, this enhances the probability that there is another b-jets in the event. For this
reason, the b-enhanced region is defined requiring at least one jet tagged by MV2 at
the 85% working point, hereafter called tag jet. At this point:

• if multiple candidate b-jets are identified, the tag jet is the one without a matched
muon;

• if multiple jets without a matched muon are tagged, or if all tagged jets contain
muons, the tag jet is randomly chosen;

• the tag jet is then removed from the sample of jets used to extract the εb, as it
would contribute only in the tagged jets sample distorting the εb computation.

The light-enhanced region is defined requiring that all jets in the event fail the MV2
85% working point cut. The resulting set of events is thus enriched in light-jets and
statistically independent of the events used to measure the b-tagging efficiency. This
region has a low contamination of bottom and charm jets that needs to be taken into
account during the fitting procedure (more details in Section 4.2.4).

4.2.4 The prel
T fitting method

The extraction of the b-tagging efficiency in data events is performed in the bottom-
enhanced region: following the Equation 4.1 two quantities need to be determined:
Ntagged

b and Nuntagged
b .

A template fit method is applied to the prel
T data distribution to extract the fraction

of bottom jets respectively in the sample of jets passing and failing the MV2 77%
working point cut.
As the calibration is performed in bins of jet pT, different templates are derived in-
dependently for the various bins.
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Construction of templates

Templates for the prel
T spectrum of heavy flavour (bottom and charm jets) are gen-

erated from the muon-filtered simulation, while a template for light jets is derived
using data events.

Bottom template: The b-jets template is derived from jets truth-labeled as bottom
and illustrated in Figure 4.6 for some intervals of low, medium and high pT respec-
tively. Given the different shapes in the various jet pT bins, templates for b-jets are
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FIGURE 4.6: Templates of b-jets derived in the muon-filtered simula-
tion for jet having pT = [30-40] GeV (green), pT = [70-90] GeV (red)

and pT = [110-140] GeV (blue).

derived for each jet pT bin exclusively. The cause for the different shapes seen here is
the amount of cascade and direct decays. Bottom hadrons can produce muons from
a semileptonic decay in two ways:

• from a direct decay, in which the muon is directly produced from the semilep-
tonic decay of the b-hadron, implying b → µν + X. In this case the muon prel

T
reaches its maximum discriminating power as it is proportional to the bottom
quark mass;

• from a sequential or cascade decay, where the muon is produced from the semilep-
tonic decay of a charm-hadron generated by the b-hadron decay, implying
b → c → µν + X. Here the muon has been produced by the decay of a charm
hadron, thus the muon prel

T discriminating power is diluted.

The fraction of cascade decays in Figure 4.7a shows an increasing trend as function
of the jet pT. The distribution of the muon prel

T for the cascade and direct decay (Fig-
ure 4.7b) reflects the different decay properties explained above: the prel

T spectrum
in the direct decay case is harder than the cascade case. It follows that the increase
of cascade muons in the high jet pT range causes the bottom template to shrink to
lower values.
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FIGURE 4.7: Templates of b-jets derived in the muon-filtered simu-
lation for muons produced in a direct decay (violet) and muons pro-
duced in a cascade decay (green). The jet pT considered is pT = [30-40]
GeV (A). Fraction of muons from a cascade bottom decay matched to

a tagged b-jets as function of its pT (B).

There are two factors affecting the amount of direct and cascade decays in the dif-
ferent jet pT slices: both of them are related to the energy carried away by muons
in the decay. On average, the transverse momentum of muon generated in a direct
bottom decay is bigger than in the cascade case, as shown in Figure 4.8. It follows
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(blue) and cascade (red) decays of b-hadrons. The distributions are

produced from events of the filtered MC samples.

that muons from a direct decay are more likely to pass the pT requirement, while
muons from a cascade decay are more suppressed in the low jet pT region. With
the increase of the b-hadron momentum, the muons emerging from a cascade decay
will more easily pass the pT requirement. This explains the predominance of muons
from cascade in the low-jet pT range.
In addition to this effect, it has to be considered that jets containing a b-hadron de-
caying directly will appear with a smaller pT than jets containing a b-hadron of the
same energy but decaying through a cascade. This is due to the fact that the muon
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momentum is not summed to the jet. Therefore, for a b-hadron of the same energy,
the jet initiated by a directly decaying b-hadron can fall in lower jet pT than a jet from
a sequential decay, resulting in a bigger contribution of the direct decays in the first
jet pT slices.
Given the impact of the direct and cascade decay fraction in the b-jets template, a
systematic uncertainty is evaluated in order to account for any mis-modeling in the
simulation.

Charm template: The charm-jet template is derived using jet truth matched to a
charm hadron in the muon-filtered simulation. The c-jets template is illustrated for
a low, medium and high jet pT category in Figure 4.9.
The differences in the three templates can be ascribed to statistical fluctuations in
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the muon prel
T bins. Given the negligible dependency on the jet pT, the c-jets template

is derived inclusively in jet pT. A template derived using all the c-jets passing the
b-tagging requirement is used to fit on the sample of b-tagged jets in the different pT
slices. The same thing is done for jets failing the b-tagging requirement.

Light template: The light-jet template is derived using data. The unfiltered simula-
tion contains too few light jets spatially matched muons while, in the muon-filtered
simulation, muons from light-hadrons decay are filtered out.
The light-jet template is thus derived from data events in the light-enhanced region,
where a remaining contamination of bottom and charm jet exists. The fraction of
bottom and charm jets are calculated in the unfiltered simulation and shown in Ta-
ble 4.5. The subtraction of the heavy flavour prel

T templates from data in the light-
enhanced region results in the light-jet template. This correction is performed by the
fit and described in the following section.
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Jet pT bin [GeV] b-jets % c-jets %
[20 , 30 ] 10.79 ± 0.15 39.05 ± 0.24
[30 , 40 ] 8.33 ± 0.14 37.77 ± 0.24
[40 , 50 ] 8.31 ± 0.17 37.55 ± 0.29
[50 , 70 ] 5.02 ± 0.10 33.38 ± 0.21
[70 , 90 ] 4.21 ± 0.13 33.23 ± 0.31
[90 , 110 ] 5.54 ± 0.30 38.65 ± 0.65
[110 , 140 ] 4.62 ± 0.36 37.26 ± 0.82
[140 , 170 ] 4.53 ± 0.57 35.33 ± 1.31
[170 , 200 ] 4.64 ± 0.87 34.02 ± 1.95

TABLE 4.5: Bottom and charm-jets fractions in the jet pT bins calcu-
lated in the light-enhanced region using the unfiltered simulation.

The fitting strategy

The case of jets having pT = [30-40] GeV is taken as reference to illustrate the fit-
ting strategy of the prel

T method. The normalised muon prel
T distributions of bottom
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FIGURE 4.10: Muon prel
T spectra for bottom, charm and data in the

light-enhanced region jets in yellow, blue and red respectively having
pT = [30-40] GeV. The heavy flavour templates are generated from the
simulation using jets passing (A) or failing (B) the b-tag requirement.

and charm jets, together with the data distribution in the light enhanced region, are
shown in Figure 4.10a and 4.10b for jets passing and failing the MV2 77% working
point respectively. The b-template shows an harder spectrum compared to the charm
and light-jet templates, while the charm and light jets templates have a similar shape
in the prel

T =[1.5-2.5] GeV range.
Using these prel

T distributions as prediction, a binned-template likelihood fit [86] is
performed to the b-tagged and untagged data distributions in the b-enhanced re-
gion. In each prel

T bin i, the likelihood Li for the expectation value λi given ki ob-
served events follows a Poissonian distribution:

Li(λi|ki) =
λki

i
ki!

e−λi . (4.4)
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Using the natural logarithm the likelihood of multiple Poisson observations becomes
a sum over prel

T bins i with the log-likelihood

logLi(λi(SFb, SFc)|Ndata
i ) = Ndata

i log λi(SFb, SFc)− λi(SFb, SFc),

with λi(SFb, SFc) = fb · SFb · Nb
i + fc · SFc · Nc

i + fl · N
light
i ,

where Nlight
i = Ndata-l-enhanced

i − f̂b · SFb · Nb
i − f̂c · SFc · Nc

i ,
fl = 1− fb · SFb − fc · SFc,

where Ndata
i is the number of observed events, Nb

i is the number of events in the b
template, Nc

i is the number of events in the c-template and Ndata-l-enhanced
i is the num-

ber of data events in the light-enhanced region. The fractions fb and fc represent the
bottom and charm jets fractions in the b-enhanced region, while f̂b and f̂c are the
fractions in the light-enhanced region. The free parameters of the fit are SFb and
SFc, which are correction factors of the flavour fractions estimated by the unfiltered
simulation. The fit assumes that the correction of the heavy flavour fractions is the
same in the light- and bottom-enhanced region. The overflow bin is not considered
during fitting. The long tails in the prel

T distribution in data cause the overflow bin to
become the most statistically significant bin. This tail, however, is a reconstruction
and detector effect; prel

T values larger than half of the b-hadron mass are nonphysical,
and these effects are not reproduced accurately in MC. Because of this, the prel

T range
of the templates is confined to 0-2.5 GeV.

Pre-fit plots for tagged (Figure 4.11a) and untagged (Figure 4.11b) jets are shown
where the fractions of the different jet flavours are fixed to the predictions given
by the unfiltered simulation and reported in Table 4.6. The fit to the b-tagged prel
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FIGURE 4.11: Pre-fit distribution of b-tagged (A) and untagged (B)
jets. The data is shown in black while the templates are shown as a

stack. The uncertainty is statistical only.

distribution is shown in Figure 4.12a while the untagged fit result is shown in Fig-
ure 4.12b. Here the predicted jet flavour fractions are corrected for the correction
factors derived by the fit: the resulting values are reported in Table 4.6.
The fit on the sample of tagged jets gives a bigger fb than the expected value, while
the amount of b-jets failing the b-tagging requirement is found to be smaller if com-
pared to the prediction.
The two fits also estimate the heavy flavour contamination in the light-enhanced re-
gion: they give two different values of f̂b and f̂c that are reported in Table 4.7.
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FIGURE 4.12: Post-fit distribution of b-tagged (A) and untagged (B)
jets. The data is shown in black while the templates are shown as
a stack. The uncertainty is the sum of the statistical and systematic

contributions.

Tagged fb fc fl

Pre-Fit 84.0±0.4% 13.0±0.3% 3.0±0.5%
Post-Fit 86.9±0.6% 12.0±1.3% 0.97±1.4%
UnTagged fb fc fl

Pre-Fit 26.0±0.5% 42.0±0.6% 32.0±0.8%
Post-Fit 23.5±0.6% 39.7± 3.4% 36.6±3.5%

TABLE 4.6: Pre-Fit and Post-Fit fractions of bottom, charm and light
jets are shown together with the uncertainty evaluated by the fit.
The flavour fractions are calculated for jets in the b-enhanced regions

passing and failing the b-tagging requirement.

The fractions of charm jets in the light-enhanced region estimated by the two fits are

fb fc

Pre-Fit 8.3±0.2% 37.8±0.3%
Post-Fit (Tagged) 8.7±0.1% 34.3±3.7%
Post-Fit (UnTagged) 7.6±0.2% 35.4±3.0%

TABLE 4.7: Fraction of b-jets and charm jets in the light-enhanced
region estimate by the fit on tagged jets (left) and untagged jets (right).

in agreement within the uncertainty, while a small difference in the bottom fraction
is found for the two fits. However, this difference can be assigned to the lowest sen-
sitivity of the fit on the tagged sample, in which the fraction of light is estimated to
be ≈ 1%.
The post-fit plots shown also contain the uncertainty band in all the prel

T distribution
bins evaluated summing up all the contributions: a description of all the sources of
uncertainties is given in Section 4.2.5.
The same procedure is repeated in all the jet pT bins considered in this work, the
pre-fit and post-fit plots are reported in Appendix B and C, respectively. The fitted
values of b-jets are then used to derive the b-tagging efficiency in data and thus the
scale factor curves.
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4.2.5 Uncertainties

Uncertainties affecting the b-tagging efficiency determination, and thus the scale fac-
tors, originate from statistical and systematic sources. Multiple sources of systematic
uncertainties affect the shape of the templates: they are related to the detector cali-
bration and physics modeling.
In general, two kinds of systematics are used. Two-sided systematics are evaluated
by considering the up- and down- variations of the parameter under study by its
uncertainty. The effect is then propagated to the scale factors. The systematic is then
assumed to be symmetric and half the difference between the two variations is taken
as a systematic. Single-sided systematics are evaluated by doing a variation and us-
ing the full difference to the nominal value as the uncertainty. The total uncertainty
is calculated from the sum in quadrature of all uncertainties.
Table 4.8 shows the percentage uncertainty on the scale factor of the MV2 77% work-
ing point in the different jet pT slices. The total uncertainty on the scale factors in-

Uncertainty Source
Uncertainty in pjet

T [ GeV] Bins
[20, 30] [30, 40] [40, 50] [50, 70] [70, 90] [90, 110] [110, 140] [140, 170] [170, 200]

MC Stat. 0.8 1.1 1.0 0.9 1.5 1.8 2.0 2.9 2.5
Data Stat. 1.0 0.7 0.7 0.8 0.5 1.0 0.6 0.7 0.3
Detector 0.4 0.4 1.0 0.5 0.8 2.3 3.0 0.6 1.4
Modeling 0.9 1.0 1.0 1.3 2.1 2.3 2.7 3.9 4.2
Total Systematic 1.0 1.1 1.4 1.4 2.2 3.2 4.0 4.0 4.4
Total Uncertainty 1.3 1.5 1.7 1.6 2.7 3.7 4.5 5.0 5.1

TABLE 4.8: Percentage uncertainty on the scale factor in the differ-
ent jet pT slices. The uncertainties are grouped in those pertaining to
the statistical fluctuations, the detector performance and the physics

modeling. The total uncertainty is also reported.

creases with the jet pT from the 1.3% of the first bin to the 5.1% of the last bin. In
the range of jet pT = [20-70] GeV the uncertainty is dominated by the contribution
coming from the systematics while in the pT = [70-200] GeV range the statistical and
systematic uncertainties have similar impact. The statistical uncertainty on the data
sample has never dominant contribution.

Statistical uncertainties

The three sources of statistical uncertainties are shown in Table 4.9.
The statistical uncertainty takes into account the statistical fluctuation of the sample
of simulated events used to calculate εMC

b . This quantity is the denominator of the
scale factor, thus its uncertainty is propagated to the scale factor curve.

Stat. Uncert.
Uncertainty in pjet

T [ GeV] Bins
[20, 30] [30, 40] [40, 50] [50, 70] [70, 90] [90, 110] [110, 140] [140, 170] [170, 200]

Simulation Stat. 0.2 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.2
Template Stat. 0.8 1.1 1.0 0.9 1.5 1.8 2.0 2.9 2.5
Data Stat. 1.0 0.7 0.7 0.8 0.5 1.0 0.6 0.7 0.3

TABLE 4.9: Percentage statistical uncertainty on the scale factor in the
different jet pT slices

The template statistical uncertainty takes into account any change in the prel
T templates

shape due to the statistical fluctuations. To evaluate this uncertainty, ten thousand
pseudo-experiments are performed. In each pseudo-experiment a new template is
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generated by extracting the value of the each prel
T bin from a Gaussian distribution,

whose mean value is the nominal bin content and whose width is the statistical un-
certainty of the bin. For each iteration the template fit is repeated, building a dis-
tribution of fb filled ten thousand times: its mean value is used to compute the
b-tagging efficiency in data and compared to the nominal value. The difference
between these two values is assigned as the template statistical uncertainty. The
template statistical uncertainty represents the main contribution to the scale factor
uncertainty of the jets having a pT greater than 70 GeV. This is due to the limited
statistics available in the JZRW2 simulation: the events generated in this filtered
sample are half the events generated in the lower jet pT slices, as reported in Ta-
ble 4.2. This set of events is implied in the four bins in the jet pT range [70-170] GeV
that are thus more affected by the template uncertainty.

The data statistical uncertainty is the uncertainty associated to the fraction of b-jets
estimated by the fit due to the statistical fluctuations of the data sample.

Detector uncertainties

This calibration takes into account several uncertainties related to the detector re-
sponse, listed in details in Table 4.10.

Detector Uncert.
Uncertainty in pjet

T [ GeV] Bins
[20, 30] [30, 40] [40, 50] [50, 70] [70, 90] [90, 110] [110, 140] [140, 170] [170, 200]

Muon Sagitta RES <0.1 <0.1 <0.1 <0.1 0.3 0.5 1.4 <0.1 0.1
Muon Sagitta Bias <0.1 0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.2
Muon ID <0.1 <0.1 <0.1 <0.1 0.1 <0.1 0.2 <0.1 <0.1
Muon MS <0.1 0.1 0.1 <0.1 0.6 0.2 <0.1 <0.1 0.4
Muon Scale <0.1 <0.1 <0.1 <0.1 <0.1 0.1 0.1 <0.1 0.9
Jet pileup 0.2 0.2 0.7 0.1 0.3 1.4 1.5 0.4 0.6
Jet JES 0.2 0.2 0.5 0.1 0.2 0.9 1.5 <0.1 0.2
Jet JER <0.1 0.1 <0.1 <0.1 0.1 1.2 0.8 0.2 0.2
BJES Response 0.2 0.1 0.3 0.1 0.1 0.7 0.3 <0.1 0.1
Flavour Composition 0.2 <0.1 0.3 0.3 0.2 0.3 0.4 0.4 0.1
Flavour Response <0.1 <0.1 0.2 0.2 <0.1 0.4 1.1 0.3 0.1
JVT Calib <0.1 <0.1 <0.1 <0.1 <0.1 0.1 <0.1 <0.1 0.6
Total Muon 0.1 0.2 0.2 0.1 0.7 0.5 1.4 0.1 1.0
Total Jet 0.4 0.3 0.9 0.5 0.4 2.2 2.6 0.6 0.8

TABLE 4.10: Percentage detector uncertainty on the scale factor in the
different jet pT slices. The different components to the muon and jet

uncertainty are shown together with their total contribution.

Uncertainties associated to muons arise from the reconstruction in the Inner Detec-
tor and Muon Spectrometer, the identification as well as the momentum scale and
resolution of the sagitta. The uncertainties related to jets arise from the estimation
of their energy (JES, JER) which depends also on the jet flavour (BJES, Flavour Re-
sponse and Composition). Also the uncertainty on the JVT cut has been evaluated
taking the up and down variation provided by the dedicated calibration of the tag-
ger efficiency.
The detector uncertainty is dominated by the contribution of the calibration of the
jet energy scale, resolution and pileup correction.
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Modeling uncertainties

The physics modeling uncertainties accounted for in this analysis have been grouped
into those pertaining to muons and those to jets. The details of the different compo-
nents are reported in Table 4.11.

Modeling Uncert.
Uncertainty in pjet

T [ GeV] Bins
[20, 30] [30, 40] [40, 50] [50, 70] [70, 90] [90, 110] [110, 140] [140, 170] [170, 200]

B-Decay Fractions <0.1 <0.1 <0.1 <0.1 <0.1 <0.1 0.1 0.1 0.1
Fake Muons 0.1 0.1 0.1 0.2 0.1 0.4 0.7 <0.1 0.3
Muon p∗ 0.1 0.3 0.3 0.8 1.2 0.8 0.9 0.7 0.6
Jet Axis Deter. 0.1 0.1 0.2 0.1 1.3 1.7 0.3 3.7 3.6
Gluon SplitB <0.1 0.1 <0.1 <0.1 0.3 0.5 1.3 0.4 1.5
Gluon SplitC 0.1 <0.1 0.2 0.2 0.3 0.2 1.7 <0.1 0.2
B-Frag. Fractions <0.1 <0.1 <0.1 <0.1 0.1 <0.1 0.1 <0.1 <0.1
B-Frag. Function 0.1 0.1 0.1 0.1 0.2 0.3 0.5 0.7 1.0
Extrapolation 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9 0.9

TABLE 4.11: Percentage modeling uncertainties on the scale factor in
the different jet pT slices. The different contributions to the modeling

of muons and jets are reported separately.

b-hadrons decay fractions: The muons studied in this calibration originate from
direct and cascade decays of b-hadrons. The branching fraction of b-hadrons de-
caying directly is measured to be B(b → µ + X) = 10.86± 0.16% [7]: the relative
uncertainty associated to the latter measurement is used to perform an up and down
variation of the direct decay fraction of jets entering the bottom template.

"Fake" muons: In order to reduce contributions from muons not produced in the
decay of a b-hadron the tight muon reconstruction quality criteria are required. De-
spite this, misidentified particles or decay-in-flight muons, so-called "fake" muons,
can pass the selections affecting the templates. The muon-filtered simulation under-
estimates the amount of these "fake" muons due to the action of the muon-filter. To
estimate their impact heavy flavour templates have been generated using a conser-
vative approach: the fraction of "fake" muons is increased by a factor two and the
fit is repeated using the resulting templates. The result is compared to the nominal
case and the difference assigned as systematic uncertainty.

Muon p∗: The momentum of the lepton in the b-hadron rest-frame p∗ has been
measured by the BABAR and DELPHI collaborations [87, 88]. The agreement of the
MC simulation with current measurements has been tested as shown in Figure 4.13.
B-mesons are the most commonly produced b-hadrons for the considered selection.

A set of B-mesons has been simulated and the p∗ spectrum for the final state muons
is shown in Figure 4.13 in comparison with the available measurements. It can be
observed that the simulation matches the DELPHI result better. However, in order
to account for the limited knowledge of the p∗ spectrum, a systematic uncertainty is
assigned re-weighting the simulation to the BABAR results. In the low p∗ region no
values are available for the BABAR measurement. Therefore, the weight is calculated
for the lowest p∗ value available and used for all lower p∗ values.

Jet axis determination: The muon prel
T depends on the knowledge of the relative

directions of the muon and the b-hadron. While the muon direction is measured
with high precision, two aspects influence the knowledge of the b-hadron direction.
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parison measurements from BABAR and DELPHI are shown in green

and red, respectively [87, 88].

First, the difference between the b-hadron flight direction and the reconstructed jet
direction is studied using the simulation. Second, the precision of the jet direction
reconstruction is estimated by comparing calorimeter and track jets. These system-
atic effect have been found to be 0.004 and 0.008 in φ and η, respectively. In order to
estimate a jet angular resolution uncertainty, the jet direction has been varied within
a Gaussian distribution with the width set to the respective values. These jets are
then used to redo the calibration and the difference with the nominal case is taken
as systematic uncertainty.

Gluon splitting to bb̄ and cc̄: Energetic gluon splitting events may result in jets
with two or more heavy flavour hadrons inside the jet cone. These jets have a differ-
ent tagging efficiency, different probability to contain a muon inside and a different
muon prel

T distribution.
In the unfiltered simulation, the fraction of b-jets containing two b-hadrons inside a
∆R = 0.4 cone increases with the jet pT and goes from 2% of the [20-30] GeV bin to
the 20% of the [170-200] GeV bin. The same trend is observed in the charm-jets case,
where the fraction of jets containing two c-hadrons goes from 5 to 40 % in the first
and last bins respectively.
A dependency of the gluon splitting fraction from the jet momentum is expected:
high energy gluons recoiling against other partons produce two hadrons that will be
spatially closer, and thus they will be more easily reconstructed as a single jet. On
the other hand, two hadrons produced from a low energy gluon splitting event will
tend to have opposite directions: as a result they are more easily resolved as two
separate jets.
Figures 4.14a and 4.14b show the comparison between the bottom template com-
puted using all the b-jets and the bottom template of b-jets matched to two b-hadrons
for the [30-40] GeV and [170-200] GeV jet pT bins respectively. The muon prel

T dis-
tribution is different in the case of b-jets containing two b-hadrons if compared to
the inclusive case: this effect is bigger for high pT jets. It follows that a larger or
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T distribution of b-jets (yellow) and b-jets

matched to two b-hadrons (blue) having pT = [30-40] GeV (A) and
[170-200] GeV (B) and tagged at the 85% working point of MV2.

smaller fraction of gluon splitting into two bottom quarks modifies the shape of
the overall bottom template: the effect on the fit results is expected to be bigger
in the tagged sample which is dominated by b-jets. It has been found that increas-
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FIGURE 4.15: Stacked post-fit plots using the nominal b-jets template
(A) and the one with an increased g → bb̄ fraction (B). The jets are
b-tagged and have a pT = [110-140] GeV. The ratio between data and
prediction is shown in the bottom part, which includes the contribu-

tion of the systematic uncertainty.

ing the gluon splitting fraction in the bottom template has a negligible effect in the
pJet

T = [20− 70]GeV region, while it provides a better agreement of the prediction
to data in the region of pJet

T = [70− 200]GeV. The post-fit plot for tagged jets in the
[110-140] GeV pT range in the nominal case (Figure 4.15a) and in the case of a gluon
splitting fraction increased by a factor two (Figure 4.15b) are compared. When the
fraction of gluon splitting into bb̄ is increased, the agreement between data and pre-
diction improves, particularly for high prel

T values. This can be interpreted as an
indication that the predicted fractions of gluon splitting is underestimated by the
simulation.
An uncertainty taking into account for this effect is evaluated by with a two-sided
variation where the gluon splitting fraction for bottom and charm jets is increased
and lowered by a factor of two.
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b-quark fragmentation function: During the fragmentation process the energy of
the initial b-quarks is transferred to the generated b-hadron. The energy fraction Xb
that is transferred to the b-hadron is altered by 5% in an up-down variation to esti-
mate the systematic uncertainty due to the limited knowledge of the hadronisation
process.

b-quark fragmentation fraction: The results of the prel
T calibration also depends on

the modeling of the b-quark fragmentation as it modifies the energy of the final state
particles. Therefore, any mis-modeling in the fractions of hadrons (B0, B±, B0

S, b −
baryons) produced during the fragmentation as well as their functions needs to be
quantified. To evaluate a systematic uncertainty on the b-fragmentation fractions

Hadron Fraction Z0-decays (MC) Tevatron HFLAV-combination
B+ fraction 0.407± 0.007 0.344± 0.021 0.405± 0.006
B0 fraction 0.407± 0.007 0.344± 0.021 0.405± 0.006
B+

s fraction 0.101± 0.008 0.115± 0.013 0.103± 0.005
b-baryon fraction 0.085± 0.011 0.198± 0.046 0.088± 0.012

TABLE 4.12: Fractions of b-hadrons as produced in simulated Z boson
decays, inclusive measurement performed at CDF and compared to

the average provided by HFLAV group [89].

the events have been re-weighted to match the flavour fractions obtained combining
Tevatron and LEP measurements [89] reported in Table 4.12. The fractions of b-
hadrons calculated using the unfiltered simulation are reported in Table 4.13 show
a smaller amount of b-baryons in favor of b-mesons which are more abundant if
compared to the measured value previously reported.

b-hadron Fraction
B+ fraction 0.423± 0.001
B0 fraction 0.432± 0.001
B+

s fraction 0.116± 0.001
b-baryon fraction 0.028± 0.001

TABLE 4.13: Fractions of b-hadrons calculated using the unfiltered
simulation. The uncertainty is statistical coming from the available

simulated sample.

Semileptonic to inclusive extrapolation: The prel
T method provides the b-tagging

efficiency calibration for jets initiated by semileptonic decays of b-hadrons. It is not
immediate that the scale factor derived with the prel

T method can be applied to an in-
clusive sample. The differences between the semileptonic and hadronic cases stand
in the intrinsic properties of the decay and in the way jets are experimentally se-
lected. Concerning the intrinsic properties, jet initiated by semileptonically decaying
b-hadrons differ from the inclusive b-jets in the number of charged particles gener-
ated in the secondary vertex. Then semileptonic jets have to satisfy the request of
containing a high momentum and well-reconstructed muon.
The extrapolation to inclusive b-jets has been studied in order to test the compati-
bility and assign a systematic uncertainty to account for any discrepancy observed.
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This study has been performed also in the Run I analysis, resulting in a flat 4% value
for this systematic uncertainty [41]. This was the leading source of uncertainty of the
Run I result.
It is observed (Figure 4.16a) that low momentum hadronic b-jets have a 15% loss of b-
tagging efficiency if compared to the semileptonic case; the two efficiencies smoothly
become the same after jet pT > 60 GeV. The reason lies in the mis-reconstruction of
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FIGURE 4.16: Simulated b-tagging efficiency as function of the jet
transverse momentum of jets containing muons (red curve), jet not
containing muons (green curve) and their ratio (black curve). The

semileptonic correction to the jet momentum is applied in (B).

low momentum particles from the secondary vertex that causes the b-tagging algo-
rithm to fail the identification. It is shown in Figure 4.16b how the ratio between
the two efficiencies becomes closer to unity when a correction on the momentum of
semileptonic jets is applied. The correction consists in adding the muon momentum
to the jet momentum while, at the same time, removing the muon calorimeter en-
ergy deposits. The corrected jet represents a better proxy for the b-hadron. However,
a residual mismatch is present because of the momentum carried away by the neu-
trinos.
Despite these considerations, the scale factor can still be employed also in the inclu-
sive case, if the simulation reproduces the efficiency adequately for the two cases.
In order to check this and estimate the semileptonic-to-inclusive extrapolation un-
certainty, b-tagging efficiency scale factors have been evaluated separately for jets
containing a muon in a ∆R < 0.4 and for jets failing this requirement. The estima-
tion of these scale factors has been performed using the tag-and-probe technique in
a high purity sample of b-jets of dileptonic tt̄ events. A total integrated luminosity
of 36.1 f b−1 of data collected during 2015 and 2016 has been used for this purpose.
The following selections are applied to define sample for the study of the extrapola-
tion:

• one prompt electron of pT > 25 GeV and |η| < 2.47, excluding the 1.37 < |η| <
1.57 region;

• one prompt muon of pT > 25 GeV and |η| < 2.4;

• opposite electric charge between the prompt electron and the prompt muon;

• two jets of pT > 20 GeV and |η| < 2.5;

• at least one b-tagged jet at the 85% working point of the MV2c10 tagger.
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It is estimated from the Monte Carlo simulation that these selections retain a 91% of
tt̄→ eµ + 2j in the signal region. The main background processes are the single-top
and diboson productions, contributing in the signal region with the 8% of events.
The production of W and Z bosons in association to jets and to top-quark pairs rep-
resent a 1% contribution. A good agreement between data and simulation is found
in all the kinematical distributions.
In the tag-and-probe method the 85% b-tagged jet is fixed as tag while the other jet
is used as probe to measure the b-tagging efficiency. In the case in which the two jets
in the event are b-tagged at the 85%, then both of them are used as probe.
The b-tagging efficiency is calculated in data events using Equation (4.6). As a first
step subtracting the contribution of the background Equation (4.5) and then correct-
ing by the number of probe jets coming from b-quarks and the mis-tag rate estimated
in the tt̄ simulation.

εuncorr
b =

Npass
data − Npass

bkg

Ndata − Nbkg
, (4.5)

εdata
b =

εuncorr
b − (1− fb) · εq

fb
. (4.6)

The resulting scale factors in both the semileptonic and hadronic case are found to
be consistent with unity in all the jet pT bins and so is their ratio. Figure 4.17a shows
the comparison of b-tagging efficiency for data and simulated events.
Figure 4.18 shows the ratio between the scale factors for jets with or without muons
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FIGURE 4.17: b-tagging efficiency in data and simulation as function
of the jet transverse momentum, for jet containing muons (A) and jet

without muons (B)

for the 77% working point: its flatness can ben interpreted as the goodness of the
simulation to reproduce the different topologies of semileptonic and hadron decays
of all b-hadrons. The distribution of the scale factors ratio as function of the jet pT
has been fitted using a constant function. The result of the fit is compatible with
unity: the uncertainty on the constant value from the fit is 0.94% and it is taken as
the semileptonic-to-inclusive extrapolation uncertainty.
The extrapolation uncertainty is the leading modeling uncertainty in the [20-70] GeV
jet pT range: the reduction from the 4% to the 1% of this uncertainty provides a corre-
spondingly linear gain for the Rb measurement. About the 93% of the jets produced
in tt̄ events have a pT = [20-140] GeV.
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FIGURE 4.18: Ratio between the b-tagging efficiency scale factor of jet
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pT bins. The uncertainty is statistical only.

As the extrapolation uncertainty is derived using events in which b-jets are obtained
from the decay of top quarks, one could wonder whether a recursive dependence of
the measured Rb value is introduced. The ratio between inclusive and semi-muonic
scale factors depends on the fraction of b-jets, as per Equation 4.7. This, in turn, de-
pends on Rb. This is set to 1 in the MC simulation used, while it will be whatever
nature decides in data. That notwithstanding, the entity of the parameters in Equa-
tion 4.7 is such that the dependence on r from Rb is very small.

r =
kµ

k�µ
=

(
ε

uncorr−µ
b − (1− f µ

b ) · ε
µ
q

ε
uncorr−�µ
b − (1− f�µb ) · ε�

µ
q

f�µb
f µ

b

)
×

ε
MC−�µ
b

ε
MC−µ
b

. (4.7)

Here the expression of the scale factors kµ for jets matched to muons and k
�µ

for jets
no associated to muons are written explicitly. As a result, two terms are found to be
dependent from fb:

• the one having the structure (1− fb)× εq;

• the ratio f �µb / f µ
b .

The first term contributes to the correction with a factor smaller than 1% in both the
case of jets matched or not to muons as shown in Figure 4.19. This is due to the
multiplication by the mis-tag rate, which is of the order of 0.001. Concerning the
second term, the fraction of b-jets generated in the a top quark decay is calculated
and shown in Figure 4.20 for jets matched or not a muon. The biggest difference
between the two curve appears in the first bin, in which the ratio of the two fractions
is different from one. For jets having a pT greater than 30 GeV the two curves get
closer, thus the ratio of two fractions cancel out.
For this reason, in the Rb measurement only jet satisfying pT > 30 GeV are used.
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FIGURE 4.19: Value of (1− fb) × εq in the case of jets associated to
muons (red) and jets not associated to muons (blue) as function of the

jet pT as calculated form the tt̄ simulation.

 [GeV/c]
T

Jet p
20 40 60 80 100 120 140 160 180 200

C
on

tr
ib

ut
io

n 
of

 b
-q

ua
rk

s 
fr

om
 to

p

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Jet-Muon

Jet-NoMuon

ATLAS work in progress

FIGURE 4.20: Fraction of b-jets coming from a top quark decay as
function of jet pT. Blue curve is relate to jets matched to muons while

the magenta curve is



4.2. Calibration of b-tagging efficiency 83

4.2.6 Results

Figure 4.21 and 4.22 show respectively the b-tagging efficiency in data and simulated
events and the resulting scale factor as function of the jet transverse momentum.
Both statistical and systematic uncertainties are shown.
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FIGURE 4.21: Efficiency of b-tagging in data (black dots) and simu-
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The b-tagging efficiency in data and simulation are in agreement within the uncer-
tainty band: as a result the scale factor is compatible with one in all the jet pT spec-
trum. A change in the trend of the scale factor for jets having pT > 70 GeV appears:
this is the result of the poor modeling of the heavy flavour templates due to a limited
simulated statistics. In this region also the uncertainty is bigger, if compared to the
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lower jet pT slices, as an effect of the statistical fluctuations of templates derived us-
ing the MC, which affects also the detector systematic uncertainty which are derived
using the same samples.

4.2.7 Application of scale factors to Rb analysis

The scale factor of the b-tagging efficiency derived in this calibration are used to cor-
rect the simulated sample implied in the Rb measurement. In particular, for each
b-tagged jet in the simulation a weight is applied to match the tagging rate as mea-
sured in data. The weight is jet-flavour dependent, it means a different weight is
applied to bottom, charm and light-flavour jets using the same procedure.
The calibration described in this work is applied to b-jets. If the jet is tagged at 77%
of MV2c10 the weight wjet is simply the scale factor itself:

wjet = kb(pT), (4.8)

where SF(pT) is the b-tagging efficiency scale factor evaluated at a give pT. If the jet
is not tagged the weight becomes:

wjet =
1− εdata

b (pT)

1− εMC
b (pT)

=
1− εMC

b (pT) · kb(pT)

1− εMC
b (pT)

. (4.9)

Every simulated event used in the Rb measurement is weighted by an event weight
computed as the product of all jet weights.
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Chapter 5

Measurement of top quark Rb

The top quark branching fractions ratio, Rb, is defined as

Rb :=
B(t→Wb)
B(t→Wq)

=
|Vtb|2

|Vtd|2 + |Vts|2 + |Vtb|2
. (5.1)

This chapter describes the measurement of Rb using proton-proton collisions data
delivered by the LHC at a center of mass energy of 13 TeV and collected by the AT-
LAS detector during 2016 and 2017.
Details about the data and simulated samples are given in Section 5.1.
The analysis makes use of the b-tagging efficiency scale factors derived using the prel

T
calibration method and reported in Section 4.2.6. Rb is extracted performing a likeli-
hood fit on the distribution of b-tagged jets multiplicity in a sample of tt̄ dileptonic
events. The selection of the objects and events is explained in Section 5.2, followed
by the description of the event categorization. The latter is performed by a kine-
matically reconstruction of the top quark pairs, as reported in Section 5.3. The event
categorization allows to extract the information on the association of the jet to the top
quark decay: this is one of the ingredients needed in the Rb extraction (Section 5.4).
A description of the uncertainties is given in Section 5.5 while the final results is
shown in Section 5.8.

5.1 Data and simulated samples

5.1.1 Data sample

This analysis uses a set of data collected in 2016 and 2017, corresponding to the
accelerator conditions described in Section 3.1.1. Only a fraction of these data is
used for the physics analysis, corresponding to periods in which all the sub-detectors
were fully functional. These events are included in a Good Run List (GRL): about
10% of the events in 2016 and 2017 do not satisfy the GRL.
The dataset corresponds to an integrated luminosity of 32.9± 0.7 f b−1 recorded in
2016 and 44.3 ± 1.1 f b−1 recorded in 2017. The uncertainty in the 2016 and 2017
integrated luminosity is 2.2% and 2.4% respectively [90], obtained using the LUCID-
2 detector [91] for the primary luminosity measurements.
The Rb measurement makes use of events in the GRL where the detector read-out is
triggered by the presence of one electron or one muon, referred to as single-lepton
triggers. In these analysis the tt̄ dilepton final state is probed, therefore the aim of
the triggers is to select events in which at least one lepton produced in a W boson
decay is present, namely prompt leptons. Different settings of the triggers are used to
rejects events having fake and non-prompt leptons. A "fake" lepton is a signal, particle
or a jet mis-identified as a lepton. A "non-prompt" lepton is a real lepton generated



86 Chapter 5. Measurement of top quark Rb

by the decay of heavy hadrons, a photon conversion or the decay in flight of kaons
and pions.
The lepton pT threshold required by the triggers is 26 GeV. Leptons triggers with

Trigger pT [GeV] Isolation Efficiency 2016 [%] Efficiency 2017 [%]
Electron 26 Loose 91 93
Electron 60 No 43 44
Electron 140 No 4 4
Muon 26 Medium 81 81
Muon 50 No 51 52

TABLE 5.1: Single lepton triggers used in the analysis for the 2016 and
2017: the lepton flavour together with the pT threshold, the isolation
requirement and the percentage efficiency for tt̄ di-leptonic eµ + 2jets

events are reported in the different columns.

a low-pT threshold of 26 GeV also include a requirement on the lepton isolation in
order to reject the contribution of fake and non-prompt leptons. For the high-pT
thresholds this background is less significant, therefore the isolation requirement is
dropped to increase the trigger efficiency. A summary of the triggers used is given
in Table 5.1: the events used in the measurement are required to pass the logical
OR of these triggers. The table contains the efficiency of the trigger, calculated as
the fraction of simulated tt̄ events in the eµ + 2jets final state passing the trigger
requirement.

5.1.2 Simulation

Events simulated with MC event generators are used in this measurement. To re-
produce the pileup conditions of the real data taking, two simulations are produced
for 2016 and 2017 where the distribution of < µ > is re-weighted to match the data
distributions, presented in Figure 3.3a and 3.3b of Section 3.1.1 for the two years re-
spectively. Thanks to this re-weighting, variables sensitive to the pileup conditions,
particularly the calorimeter based ones, like the jet-related variables, are better mod-
eled in the simulation.
A sample of signal events is used to predict the fraction of events with jets emerg-
ing from a top quark decay, to estimate the b-tagging efficiency of b-jets and the
b-tagging mis-tag rates of charm and light jets. The simulations of background pro-
cesses are used to estimate their contributions in the different event regions of this
analysis.

Signal samples

Nominal sample: The nominal tt̄ MC simulations is generated using POWHEG-
BOX V2 [92–94] a parton-level event generator based on NLO QCD calculations.
The matrix-element calculation uses the NNPDF3.0NLO PDF set with a top-quark
mass of 172.5 GeV. For the simulation of the parton shower, fragmentation and the
underlying event, the matrix-element generatos is interfaced to PYTHIA 8 [81]. The
A14 [82] tune together with the NNPDF2.3LO PDF set [83] is applied for the PYTHIA

8 showering. The hdamp parameter is set to 1.5mtop. The events are normalised to the
NNLO cross-section including the resummation of soft-gluon emissions at the next-
to-next-to-leading-logarithmic (NNLL) accuracy using the TOP++2.0 program [95].
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In this sample |Vtb| is fixed to one, it means the simulation only allows the decay of
the top quark to a bottom quark in association to a W boson. However, the kinemat-
ics of the top quark decay is not dependent on the flavour of the quark produced.
It follows that this simulation can be used to derive the prediction for the b-tagging
efficiency of b-jets produced a top quark decays and for the mis-tag rates of charm
and light jets: these values already encode the corrections derived by the b-tagging
algorithm calibrations and they are used in the likelihood fit.

Parton and hadronisation varied sample: In order to derive the uncertainty on
the parton shower and hadronisation model, an alternative tt̄ sample is used in this
analysis. It is generated with POWHEG-BOX, having the same hdamp setting as the
nominal sample, and it is interfaced with HERWIG 7 [96, 97] using the H7UE set of
tuned parameters, and the MMHT2014LO PDF set [98].

Background samples

Single top samples: Three different simulations are produced for the s-channel,
t-channel and tW-channel single-top quark processes. All of them are generated us-
ing POWHEG-BOX-V2 generator interfaced to PYTHIA 8 using the A14 tune. The
PDF set used in the parton shower NNPDF2.3LO. Due to the overlap with the tt̄
process (see Section 1.5.1), two tW-channel samples are produced: one using the
diagram-removal technique, which is choose to be the nominal sample, the other
one using the diagram subtraction technique [28]. All single-top quark samples are
normalised to the cross-section predicted by the calculation at NLO in QCD with
NNLL soft gluon correction [99, 100].

Diboson samples: The production of two vector bosons (WW, ZZ, WZ), diboson,
is generated using SHERPA 2.2.2 with the PDF set NNPDF3.0NNLO. The samples
are normalised to the NLO in QCD theoretical cross-sections [101].

V+jets samples: Events with a vector boson produced with additional jets (W +
jets, Z + jets) are simulated with SHERPA 2.2.1 generator. The matrix element gen-
erates up to two jets at NLO [102] while higher jet multiplicities are included at LO.
The NNPDF3.0NLO PDF set is used. The samples are normalized to the NNLO
cross-section [103].

tt̄+X samples: The associated production of tt̄ with a vector boson (tt̄V) or Higgs
boson (tt̄H) is simulated using the MADGRAPH5_aMC@NLO generator at NLO [104]
interfaced to PYTHIA 8 with the A14 tune. The PDF set is NNPDF3.0NLO for the
ME. The tt̄V and tt̄H samples are normalised to the NLO in QCD+EW cross-section
calculation [105, 106].

5.2 Object and event selection

The object and event selection described in this section is applied to both the data
events and the simulated samples.
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5.2.1 Object selection

Electrons: Electrons are identified with a likelihood method (see Section 3.3.2) and
are required to pass the TIGHT working point selection. Only electrons with a calorime-
ter cluster having |η| < 2.47 are considered and the transition region between barrel
and end-cap 1.37 < |η| < 1.52 is vetoed. In addition, impact parameter criteria
|d0/σ(d0)| < 5 and |z0sinθ| < 0.5 mm are applied. Isolation requirements with 90%
efficiency on additional energy in the surrounding calorimeter cells within ∆R < 0.2
are applied to the electron candidate. The sum of the transverse momenta of addi-
tional tracks within a cone of ∆R < 0.3 is required.

Muons: Muons used in this analysis are Combined Muons, which are reconstructed
combining the information from the Inner Detector and the Muon Spectrometer (See
Section 3.3.3). Muons are required to have |η| < 2.5 and to pass track-quality re-
quirements. The impact parameters must satisfy |d0/σ(d0)| < 3 and |z0sinθ| <
0.5 mm. A tighter requirement on the transverse impact parameter significance is
needed to reject muons from the semileptonic decays of b-hadrons. Only isolated
muons having calorimeter cluster energy in ∆R < 0.2, E0.2

cluster divided by the muon
pT, E0.2

cluster/pµ
T < 0.15 are used. An additional isolation cut is applied on the ratio be-

tween the summed transverse momenta of addition tracks within a cone of ∆R < 0.3
over the muon pT which has to be smaller than 0.04.

Hadronic jets: Hadronic jets are reconstructed from calorimetric clusters using the
topological anti-kT algorithm (see Section 3.3.4) with a radius of R = 0.4. Jets can-
didates are required to have pT greater than 30 GeV and |η| < 2.5. To suppress jets
originating from pile-up collisions, cuts on the Jet Vertex Tagger discriminant are
applied.

Overlap Removal: In order to avoid double counting of the same energy clusters
or tracks as different objects types, an overlap removal procedure is applied. First
electron candidates sharing a track with any muon candidate are removed. Secondly,
if the distance between a jet and an electron candidate is ∆R < 0.2, the jet is removed.
If multiple jets are found with this requirement, only the closest jet is removed. If
the distance between a jet and an electron candidate is 0.2 < ∆R < 0.4, the electron
candidate is removed. If the distance between a jet and any muon candidates is
∆R < 0.4, the muon candidate is removed if the jet has more than two associated
tracks, otherwise the jet is removed.

5.2.2 Event selection

Events in the dilepton tt̄ channel are required to have exactly two reconstructed lep-
tons of opposite electric charge. In this work only events having one electron and
one muon are selected. A single lepton trigger is required in both data and sim-
ulation, as described in Section 5.1.1. For each applicable trigger, scale factors are
applied to the simulation in order to correct for known differences in trigger effi-
ciencies between the simulation and collision data [107–109]. Events with exactly
two jets are selected. The variable HT is defined as the scalar sum of the objects pT.
A cut on this variable is used, requiring HT > 120 GeV to reject Z → ττ events.
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Moreover, a cut on the invariant mass of the two leptons is applied M`` < 15 GeV:
this allows to remove events with two leptons originated by a low mass hadronic
resonance, are found to be inaccurately modeled in the simulation. Expected and
observed event yields obtained after applying the above selections are shown in Ta-
ble 5.2. Here the contribution of tt̄ events is expected to be the 88.7%, the leading

Sample Yield ± Stat. Uncert. % Contribution
Top pairs 175293 ± 90 88.7
Single-top 11318 ± 42 5.7
Diboson 5744 ± 13 2.9
V + jets 2533 ± 105 1.3
tt̄X 2151 ± 31 1.1
Fakes leptons 545 ±6 0.28
Total Prediction 197583 ±148
Data 199130

TABLE 5.2: Events yields obtained after the event selection with their
statistical uncertainties. The production of vector boson in associa-
tion to jets is combined in the single V+jets category. tt̄V and tt̄H are
combined into tt̄X. In the last column the percentage contribution of

the different processes is shown.

background processes is the single-top production in the tW-channel with the 5.7%.
The total yield of the diboson production represents the 2.9%, while the production
of a single vector boson in association to jets is the 1.3%. The 97% of the latter contri-
bution is composed of Z → ττ + jets→ eµ + jets events. The associated production
of the Z boson to a top quark pairs is the bigger part of the tt̄ + X category, which is
1.1%. The smallest background process is the fake leptons background.
The ratio between the data and the total prediction is 1.00783± 0.00076, where the
uncertainty is coming from simulation statistics. Considering also systematic uncer-
tainties coming from the signal modeling and detector calibration, which typically
are around few percents, the predicted yields are in good agreement with data.

5.3 Top pairs kinematical reconstruction

In the sample of dileptonic tt̄ events selected in this analysis, there is a non-negligible
probability that at least one of the two jets produced in the top decays is either
missed because it was not reconstructed or it did not pass the selection criteria. The
probability to have at least one jet not from top in the event is 37%, as estimated
from the tt̄ simulation. In this scenario, a jet could be selected which comes from the
emission of gluons from initial or final state particles (ISR or FSR).
In order to measure Rb from the jets generated in top quarks decay we proceed in
two steps:

• define a region enriched in events having both the selected jets coming from a
top quark decay;

• estimate on data the remaining fraction of events in which the jets have been
generated from other sources.

Both these points are possible by performing a categorisation of the events based on
a kinematical reconstruction of the top quark pairs.
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In dileptonic tt̄ events two jets, two leptons and two neutrinos are produced in the
top quarks decay. As neutrinos are not detected, it is not possible to fully recon-
struct the top quark decay imposing the conservation of the momentum. However,
the kinematic of the lepton and the jet produced in a top decay is bound to the finite
mass of the top quark and the W boson. In particular, when the lepton and the jet
are generated in the decay of the same top quark, the distribution of their invariant

mass shows an endpoint at
√

m2
top −m2

W ≈ 153 GeV. If such kinematical constraint
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FIGURE 5.1: Invariant mass of the lepton having positive electric
charge and one of the two jets in the tt̄ simulation when: both are
coming from the same top quark decay (blue), the lepton and the jet

are not coming from the decay of the same top quark (red).

is not applicable, i.e. if the lepton and the jet are not emerging from the same top
quark decay, their invariant mass can reach higher values, instead.
Figure 5.1 shows the invariant mass of the lepton having positive electric charge and
one of the two jets in the event: the blue curve is filled if the lepton and the jet are
coming from the same top quark decay, while the red curve is filled pairing the lep-
ton with the jet not generated by the same top quark. The jet is associated to the
top quark decay by spatially matching it to the bottom quark emerging from the top
quark decay vertex stored in the truth record of the tt̄ simulation within a ∆R < 0.4
cone.
In the blue curve the invariant mass distribution reaches higher values up to 170
GeV due to resolution effects on the jet momentum estimation.
It follows that the region M(`, jet) > 175 GeV is mainly dominated by events in
which the lepton and the jet are not correctly paired.

Stemming from such considerations, an event categorisation is used to characterise
and estimate the various contributions in the top decay sample considered exploit-
ing the behaviour of the M(`, j) distribution:

• events having both jets coming from a top quark decay are labeled top-top;

• events with one selected jet from the top quark decay are labeled top-notop if
the jet is also the leading one in pT, and notop-top if the jet is the sub-leading
one in pT ;
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• If both jets are not coming from top quarks, the event is labeled notop-notop.

The ratio between these tt̄ categories and the totality of tt̄ events is defined jet-to-top
assignment fraction, αi, where the index-i indicates the number of jets from the top
quark decay. These fractions are calculate in tt̄ simulated events as follows:

α2 =
Ntt̄(top-top)

Ntt̄
,

α1(leading) =
Ntt̄(notop-top)

Ntt̄
,

α1(subleading) =
Ntt̄(top-notop)

Ntt̄
,

α0 =
Ntt̄(notop-notop)

Ntt̄
,

(5.2)

where by construction ∑2
i=0 αi = 1. Here the α1 category is split in two: the case in

which the jet not coming from the top decay is the leading in jet pT and the case in
which it is the sub-leading.
The different tt̄ categories in the simulation are defined exploiting the fact that no
light or charm jet is produced in the top quark decay (Rb = 1 in the MC). It follows
that if a jet is not a bottom at truth level, then it has been generated by ISR or FSR
activity and classified as notop. This approach implicitly assumes that the amount
of b-jets generate by ISR/FSR gluons can be neglected. This assumption has been
cross-checked looking at the fraction of b-jets in a tt̄ simulation having Rb = 0.5: it
has been found that the fraction of b-jets in this simulation is exactly half the amount
of b-jets generated in the nominal simulation.
This allows to conclude that, in the tt̄ enriched events region defined by this analy-
sis, the fraction of b-jets from ISR/FSR can be neglected.

A criticism has been raised that, being this cross-check based on the MC simulation,
its validity is limited to the correct modelling of the additional heavy flavour pro-
duction rate in the simulations. The assumption is as good as the agreement between
the observed and the predicted amount of b-jets produced in association with tt̄ ex-
ists. A dedicated measurement of the inclusive and differential tt̄ +bb cross-section
is available, that has been performed by ATLAS using the partial Run 2 dataset [110].
Here two final states are probed: the dileptonic and semileptonic tt̄. The measure-
ment is performed in different bins of the number of b-jets in the event, comparing
data with different tt̄ +bb simulations. As shown in Figure 8 of this article, where
the distribution of number of b-jets is presented for the dileptonic channel, a good
agreement between the data and the prediction is found for the 2 b-jets bin. This is
an indication that the simulation is well modeling the events in the phase space of
this work, allowing us to conclude that the bias introduced by assuming a neglicible
amount of ISR/FSR b-jets is small.

In order to classify the sample in top-top, top-notop, notop-top and notop-notop enriched
regions, each of the two leptons is paired with a jet in an exclusive way to determine
whether they come from the same top quark decay.
The pairing is performed minimising the following quantity:

M2(`1, j1) + M2(`2, j2), (5.3)
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where j1 and j2 are the leading and sub-leading jet respectively, ordered by their pT,
while `1 and `2 are the two leptons. The M(`1, j1) is the invariant mass of the system
including the leading jet and its associated leptons. In the same way one can define
M(`2, j2).
Choosing the pair that minimises this quantity relies on the fact that, if pairs of ob-
jects from the same original particles are correctly applied, then they should have
similar masses. Using the minimum of the squared masses penalises asymmetric
pairings with one high mass lepton-jet pair, which should be forbidden for those
arising from top decay.

5.3.1 Event classification

The data distributions of M(`1, j1) and M(`2, j2) are shown in Figure 5.2a and 5.2b
where the background events are displayed together with the tt̄ events. The latter
events are split in the four different categories top-top, top-notop, notop-top and notop-
notop.

(A) (B)

FIGURE 5.2: Distribution of M(`1, j1) (A) and M(`2, j2) (B). In dif-
ferent shades of orange are reported the tt̄ categories while back-
ground events are respectively the V+jets (violet), tt+X (dark blue),
VV (azure) and single top (cyan). The prediction histograms are
stacked and compared to the data distribution. The ratio plot shows
the fraction of the data over the total prediction with the uncertainty

band containing statistical and systematic uncertainties.

In the case of tt̄ events with two jets from the top quark, both M(`1, j1) and M(`2, j2)
have an upper limit at ≈ 170 GeV. This is not the case for top-notop, notop-top and
notop-notop tt̄ categories which result also in high M(`1, j1) and M(`2, j2) values. The
leading tt̄ contribution in the M(`1, j1) > 175 GeV is the notop-top category, while
the majority of tt̄ events in the M(`2, j2) > 175 GeV region fall in the top-notop class.
It can be concluded that the two invariant masses discriminate between the different
tt̄ categories.
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Thanks to the discrimination power of the M(`1, j1) and M(`2, j2) distributions, the
selected events are classified into four different regions by cutting on these two vari-
able. One Signal Region (SR) and three Control Regions (CR) are defined as follows:

• SR(top,top): this region is defined cutting on M(`1, j1) < 175 GeV and M(`2, j2) <
175 GeV and it is enhanced in the tt̄ top-top events;

• CR(top,notop): this region is defined cutting on M(`1, j1) < 175 GeV and
M(`2, j2) > 175 GeV and it is enhanced in the tt̄ top-notop events;

• CR(notop,top): this region is defined cutting on M(`1, j1) > 175 GeV and
M(`2, j2) < 175 GeV and it is enhanced in the tt̄ notop-top events;

• CR(notop,notop): this region is defined cutting on M(`1, j1) > 175 GeV and
M(`2, j2) > 175 GeV and it has a mixed contribution of top-notop, notop-top and
notop-notop.

The definition of the regions is summarised in Table 5.3 together with the relevant
dominant tt̄ category and the percentage contribution of tt̄ events.

Region M(`1, j1) cut M(`2, j2) cut Dominant Category N(tt̄)/N(all)
SR(top,top) <175 GeV <175 GeV top-top 92%
CR(top,notop) <175 GeV >175 GeV top-notop 73%
CR(notop,top) >175 GeV <175 GeV notop-top 71%

notop-top
CR(notop,notop) >175 GeV >175 GeV top-notop 54%

notop-notop

TABLE 5.3: Definition of the analysis regions based on the cut on
M(`1, j1) and M(`2, j2) together with the contribution of the domi-

nant tt̄ categories.

Given the large contribution of events having both the jets associated to the top
quark decay, the events in the SR(top,top) are used to extract Rb. The fraction of
tt̄ events pertaining to the other categories, approximately the 29%, are corrected
using the information extracted from the CRs. The remaining 8% of events in the
SR(top,top) is due to the backgrounds processes: their contributions are extracted
from the simulation.
Among the three CRs, the CR(top,notop) has the biggest contribution of its relevant
tt̄ category: this suggests that between the two jets in the event the leading one is
more likely to come from the top decay. Moreover, none of the tt̄ categories shows a
percentage larger than 23% in the CR(notop,notop). However, thanks to an iterative
approach in which the correction factors are derived and applied to the different
CRs, it is still possible to derive a correction of the different tt̄ categories.

5.4 Statistical model for Rb extraction

Following the model presented in Section 2.2, Rb is extracted from the distribution of
the b-tagged jets multiplicity: this model provides a description of each b-jet multi-
plicity bin as function of Rb, encoding also a dependence on the b-tagging efficiency
of b-jets εb, the b-tagging mis-tag rate of charm and light jets ηq and the jet-to-top
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assignment fractions αi.

The statistical analysis developed for this measurement implies the usage of two
profile likelihood fits [86] run simultaneously. From the first correction factors to the
αi fractions are derived in the three CRs: the procedure is shown in Section 5.4.1. The
second, using the input correction factors from the CR fit, returns the parameter of
interest Rb from the b-tagged jets multiplicity distribution in the SR(top,top) region,
as reported in Section 5.4.2.
The results presented in this work are obtained using a minimisation procedure as
implemented in the MINUIT2 package of the ROOFIT framework [111].

The uncertainty associated to the αi correction factors is propagated to the uncer-
tainty on Rb in the context of the profiling procedure. The effect of the systematic
uncertainties on Rb is included in the statistical model as Gaussian-constrained nui-
sance parameters (NP), as described in Section 5.4.3. In the following, θ is used for the
set of nuisance parameters (θi, ..., θn).
Due to the strong correlation between the b-tagging efficiency and Rb it was not pos-
sible to introduce the systematic variations of εb as nuisance parameters of the fit.
The introduction of the εb related NPs prevents the fit from converging. Therefore,
in order to evaluate the impact of the knowledge of εb on Rb, the fitting procedure
has been repeated varying the value of εb within its uncertainty. The same stands
for the mis-tag rate ηq.

5.4.1 Correction of jet-to-top assignment fractions

The jet-to-top assignment fractions αi are input parameters of the model providing
the expectation value of the b-tagged jets multiplicity bins: they are therefore used
in the likelihood fit extracting Rb as shown in Section 5.4.2. The prediction for the
αi fractions is derived using the tt̄ simulation, following Equation 5.2. The starting
values of the assignment probabilities in the most relevant region (SR) are reported
in Table 5.4.

Events Region α2 α1(leading) α1(subleading) α0

SR(top,top) 68.6±0.1 9.8±0.1 19.4±0.2 2.2±0.1

TABLE 5.4: Predicted values of the αi jet-to-top assignment fractions
using the tt̄ simulation in the SR(top,top) regions. Uncertainty is MC

statistical only.

In order to obtain the αi actually present in collision data, correction factors to such
MC values are derived from the fit. Each CR provides a value of the correction fac-
tor relative to the dominant tt̄ category, coherent to what is reported in Table 5.3. To
this end, a binned-template profile likelihood fit is perfomed on the M(`1, j1) and
M(`2, j2) distributions. The fits happen simultaneously in the three control regions,
allowing to constrain the tt̄ categories, even for the cases when their contribution is
the CR does not exceed the 50%.
Correction factors µαi for the tt̄ categories are defined as the ratio between data
events and the predicted yields. The likelihood in the different CR dedicated to
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the αi is the following:

Lαi(µ, θ) =
nbins

∏
j=1

P [Nexp
j (µαi , θ), Ndata

j ] ·
n

∏
t=1

1√
2π

e−θ2
t /2, (5.4)

where the index j goes from the first to the last bin of the M(`1, j1) and M(`2, j2) dis-
tributions. The bin content in data Ndata

j is compared to the expected value Nexp
j (µαi , θ)

following a Poissonian distribution P . The contribution of the nuisance parameters
θ is expressed using a gaussian distribution. The expected number of events in each
bin j is defined as:

Nexp
j (µ, θ) = µαi · N

exp
j,αi

(θ) + ∑
g

Nexp
j,g (θ),

where the expected number of events of the tt̄ category under exam Nexp
j,αi

(θ) is multi-
plied by the correction factor µαi while the other processes contributing are summed
and indicated with the g-index.

The contribution of the "mixed" cases (notop-top and top-notop) is big even in the
fourth region, CR(notop-notop). Therefore, these two contributions are scaled before
considering them in the fit of the CR(notop-notop) to extract µα0 .

5.4.2 Extraction of Rb

The distribution of b-tagged jets multiplicity in SR(top,top) is employed in a pro-
file likelihood fit to estimate Rb. For each bin k of the number of b-tagged jets dis-
tribution the number of data events Ndata

k are compared to the expected number
Nexp

k (Rb, εb, ηq, αi, θ). In the following β is used to indicated the parameters of the fit
(εb, ηq, αi) .

Nexp
k (Rb, β, θ) = Nexp

k,sig(Rb, β, θ) + ∑
g∈bkg

Nexp
k,g (θ).

The total number of expected events is expressed as the sum of the signal events
(tt̄), depending on Rb and the contribution of the different background processes,
indicated with the index g. The extended expression of Nexp

2 b−tags,sig(Rb, β, θ) is:

Nexp
2 b−tags,sig(Rb, β, θ) = Ndata

2 jets,sig(θ)× P2(Rb, β)

= (Ndata
2 jets − ∑

g∈bkg
Nexp

2 jets,g(θ))×

{ α2 · [R2
bε2

b + 2Rb(1− Rb)εbηq + (1− Rb)
2η2

q ]

+ α1 · [Rbεbηq + (1− Rb)η
2
q ]

+ α0 · η2
q},

where the number of signal events having two b-tagged jets is proportional to the
number of signal events with two jets, obtained subtracting the background to the
observed data events, and the probability of b-tagging both of them. Using the same
logic, the expressions of the 0 and 1 b-tagged jet bins are derived and documented
in Appendix A.
These equations are used in a profile likelihood fit in which εb, ηq are fixed, the
αi fractions have been corrected using dedicated control regions and Rb is a free
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floating parameter. The resulting likelihood expression is:

L (Rb, β, θ) =
2 b−tags

∏
k=0

P [Nexp
k (Rb, β, θ), Ndata

k ] ·
n

∏
t=1

1√
2π

e−θ2
t /2, (5.5)

which is the product of the Poisson distribution P having as expected number of
events Nexp

k b−tags and the Gaussian distribution of each systematic effect. The best
estimate for Rb is obtained by minimising the negative log-likelihood -logL .

5.4.3 Nuisance parameters in profile likelihood fit

Each systematic variation is associated to a NP θi that modifies the shape and/or the
normalisation of the M(`, j) template, in the CRs, and the b-jets multiplicity template
of the backgrounds in the SR(top,top).
The value θ = 0, by construction, corresponds to the best knowledge of a specific
parameter (nominal value). Uncertainty variations up to ±1σ correspond to the 1σ
uncertainty. The nuisance parameters are defined by the extrapolation (|θ| > 1)
and interpolation (|θ| < 1) functions with constrains that θ = 0 corresponds to no
corrections and θ = ±1 shifts the distribution by ±1σ systematic uncertainty. The
best fit value of the NP is θ̂. Nuisance parameters are implemented using Gaussian
constrains reflecting the prior knowledge of the systematic uncertainty.

5.5 Systematic uncertainties

The measurement presented in this work relies on simulated samples in three ways:

• the signal simulation is used to derive the predicted values of the parameters
εb, ηq and αi in the SR;

• the signal and background simulations are used to predict the M(`, j) distri-
butions in the CRs;

• the background simulation provides the prediction of the b-tagged jets multi-
plicity in the SR.

Therefore, several sources of systematic uncertainties may affect the distributions in
the SR and CRs together with the estimation of εb, ηq, αi. They are classified into
those pertaining to experimental effects and those related to the physics modeling
of the signal and background processes. The experimental uncertainties include the
contributions from the measurement of the luminosity, the pileup correction, and the
identification and reconstruction of the physics objects. The signal and background
modeling uncertainties are related to the theoretical framework used to produce the
MC simulations.
In the following, a brief description of the sources of systematic uncertainty is pro-
vided. Some of the systematic uncertainties are evaluate by varying the originating
effect within 1σ. The difference with respect to the nominal result is taken as system-
atic uncertainty. For some sources, only one variation is available and the difference
is symmetrised.

The effect of the systematic variations on εb and ηq is evaluated by varying the sig-
nal MC: the impact on Rb is then estimated by repeating the fit and comparing the
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resulting value with the nominal value.

The impact of the systematic variations on the αi is obtained varying the signal and
background simulations in the control regions, in the context of the profile likelihood
fit.

The final uncertainty on Rb is evaluated combining the uncertainty coming from αi,
εb, ηq and the uncertainty on the background distribution of b-tagged jets in the SR.

5.5.1 Experimental Uncertainties

Luminosity and Pileup

The uncertainty on the integrated luminosity for the combined 2016 and 2017 data
set is 2.0% [90]. This uncertainty is applied on the normalisation of all the processes
determined by the MC simulation.
An uncertainty due to the pile-up is evaluated by varying the average number of
interactions by a 9% in the simulation, common practice in ATLAS.

Objects uncertainties

The final state selected in this measurement contains muons, electrons and jets. The
identification efficiencies of these objects are derived in simulation and then cor-
rected with scale factors extracted from data. Therefore, the uncertainties on these
corrections have to be considered. The corrections related to the scale factors of the
trigger efficiency, the reconstruction and identification are applied. The corrections
related to the energy scales and resolutions are applied by smearing or re-scaling the
energies of the objects.

This measurement accounts for the systematic effect of the electron and muon re-
construction, identification, trigger, isolation efficiencies, and the resolution of the
determination of the energy and momentum.

Uncertainties on the jets are related to the smearing of the jet energy resolution, jet
energy scale, and jet vertex tagger.

The uncertainty on the jets identified by the MV2 b-tagging algorithm as b-jets is
evaluated by varying the scale factors of b-, c- and light-jets within their uncertainty.
The systematic uncertainty on the calibration of the b-jets is the leading source of
uncertainty in the determination of εb and Rb.

5.5.2 Signal Modeling

The uncertainty related the fragmentation and hadronisation model is evaluated us-
ing the alternative tt̄ simulation generated by POWHEG and interfaced to HERWIG 7.
The extraction of Rb is performed using the αi, εb and ηq predicted by this alternative
tt̄ model. The resulting value is compared to the nominal case and their difference is
taken as fragmentation and hadronisation uncertainty. This uncertainty is the third
leading contribution to the final Rb uncertainty.
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Three variations of the tt̄ nominal simulation are performed and explained in the
following. In all these three cases, the impact on the αi is evaluated in the CRs by the
profile fit.

In order to account for the activity of extra jets produced in the event, an uncertainty
on the ISR and FSR is evaluated. The ISR variation is performed by doubling and
dividing by a factor two the renormalisation and factorisation scales and then vary-
ing the showering. The systematic effect due to FSR activity is quoted by varying
the internal parameters of PYTHIA 8.

The uncertainties originating from the parton distribution functions are quantified
following the PDF4LHC recommendations [112].

5.5.3 Background

Single top modeling

The main background process in all the regions defined by this measurement is the
single top production via the tW-channel. An overall uncertainty of 5.3% on the nor-
malisation of the single top is assigned: this uncertainty derives from the theoretical
knowledge of the single top cross-section [113, 114].

The cross-section of the single top production depends on |Vtb| and on the parton
distribution function for the incoming quark. In particular, for the tW-channel pro-
duction cross section, it is:

σ(pp→ tW) ∝ |Vtb|2σtW
b + |Vts|2σtW

s + |Vtd|2σtW
d , (5.6)

where σtW
b/s/d is the tW-channel cross section for an incoming b/s/d-quark.

It follows that under the assumption of |Vtd|2 + |Vts|2 + |Vtb|2 = 1, if Rb < 1, and so
is |Vtb|, the single top cross section increases, modifying its contribution in the var-
ious regions of this analysis correspondingly. More in detail, given the large values
of the down and strange quarks PDFs inside the proton, the smaller the value for
|Vtb| the higher the single top cross-section becomes. To account the impact of this
|Vtb| dependency, a one side uncertainty is evaluated comparing the nominal single
top normalisation with a varied value. The nominal single top normalisation is com-
puted using the standard simulation, in which |Vtb| = 1. The varied value is obtained
by computing the gq → tW cross section in the case of |Vtb| = 0.95. This value has
been chosen as it represents a scenario in which |Vtb| is not compatible with unity
within the uncertainty reported in the literature, which is 2.5% (see Equation 2.2 in
Section 2.1.1). The cross-section for the varied case is obtained as function of |Vtb|
and |Vtd/|Vts| as follows:

σ(gq→ tW) = (|Vtb|2σtW
b +

1− |Vtb|2
1 + |Vtd/Vts|2

σtW
s +

|Vtd/Vts|2(1− |Vtb|2)
1 + |Vtd/Vts|2

σtW
d ), (5.7)

where the theoretical prediction of |Vtd/Vts| [7] is

|Vtd/Vts| = 0.216± 0.001± 0.011, (5.8)
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and the σtW
q are calculated under the assumption Vtq = 1. The resulting cross-

sections calculated using POWHEG-BOX V2 are reported in Table 5.5. The single

Process Cross-Section[pb]
gb→ tW 73±0.03
gs→ tW 175±0.07
gd→ tW 486±0.4

TABLE 5.5: tW-channel cross sections for bottom, strange or down
incoming quarks under the assumption of Vtq = 1. The uncertainty is

statistical only.

top varied cross section in the case of |Vtb| = 0.95 is 1.13 times the nominal value.
The single top contribution is varied by this factor in all the regions of analysis. At
the same time, a migration of single top events in the different b-tagged jets bins is
performed to account for the same |Vtb| variation in the decay vertex.

As in the tt̄ case, uncertainties on the parton and hadronisation model has been eval-
uated comparing the POWHEG+PYHTIA 8 and POWHEG+HERWIG 7 simulations.
The ISR and FSR variations are performed in the same way as for the tt̄ case.

The difference between the diagram subtraction and diagram removal tW-channel
simulations (defined in Section 1.5.1) is also assigned as systematic uncertainty. This
uncertainty represents one of the dominant contributions to the αi uncertainty and
thus on Rb. The reason for this stands in the difference between the DR and DS
simulation in the CRs of the analysis. Figures 5.3a and 5.3a show the distribution

(A) (B)

FIGURE 5.3: Distribution of M(`1, j1) (A) and M(`2, j2) (B) in the
CR(top,notop). The nominal tW-channel (DR in black) is compared to
the alternative simulation (DS), where the one side variation is sym-

metrised with an up (red) and down (blue) variation.

in the CR(top,notop) of the M(`1, j1) and M(`2, j2) variable, respectively. Here the
nominal sample (DR) is compared to the alternative sample (DS): the alternative
sample prediction is 23% larger than the nominal. This is due to the definition of
the CRs: the cut on M(`1, j1) and M(`2, j2) defining the regions ensure that one or
both of the top in event is not resonant. As a result the CRs are more sensitive to the
interference term with respect to the SR, where the contribution of double resonant
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top quarks is dominant. The measurement of the interference term is reported in
this paper [115], where the minimum mass between of the lepton and b-jets is used
as discriminant variable for various interference models.

Other backgrounds

Uncertainties due to the theoretical cross-sections of the remaining backgrounds are
evaluated by varying them by ±6% for the diboson production [116], by a ±5% for
the W+jets and Z+jets production [117], and by a ±13% for the associate production
of tt̄ to a boson [118].

5.6 Closure test on the fitting procedure

In order to validate the robustness of the statistical model, the fitting procedure is
applied to the nominal tt̄ simulation, in which Rb is fixed to one. The results are
summarised in Table 5.6 and show that the fitted values of Rb and µαi agree with
the prediction within their uncertainty. The uncertainty reported on Rb is the out-

Parameter Fitted Value
Rb 1.00± 0.01
µα1(leading) 1.00± 0.08
µα1(subleading) 1.00± 0.06
µα0 1.00± 0.17

TABLE 5.6: Resulting Rb and µαi from the closure test: here the pa-
rameters are extracted from a fit performed on the simulation. The
uncertainty is obtained summing the systematic and statistical con-

tributions from the profile fit.

come of the profiled fit on the four regions and it does not include the effect on the
uncertainty on the variation of εb.

5.7 Expected performance

The expected performance of this analysis are discussed in this section. Thanks to
these studies it has been possible to fine tune the analysis strategy, understand the
constrains on the NP and their impact on the Rb sensitivity and define the final
binning of the distributions in the CRs.
The expected uncertainty on Rb is 3.0% and it is evaluated as the sum in quadrature
of the uncertainty coming from the profile fit, the variation of εb and ηq, and the
variation of the tt̄ model.

5.7.1 Statistical Model

The expected performances of the statistical model are estimated performing the
profile likelihood fit on the Asimov data-set [119]. The Asimov data-set is built from
the predicted distribution, assuming a Poisson statistical error in each bin. The Asi-
mov fit is constructed in such a way that the nuisance parameters corresponding to
the systematic uncertainties are all centered at zero and the normalization factor is
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centered at 1. The Asimov fit gives

Rb = 1.00± 0.003 (stat)± 0.013 (syst), (5.9)

where the uncertainty is the sum of the statistical fluctuations of both data and simu-
lation, and the systematic uncertainty is the result of the variations of the simulations
in the CRs and SR.
Figure 5.4 shows the ten most important systematic uncertainties, ranked by their
impact on Rb. The impact of each nuisance parameter, ∆Rb, is computed by compar-

FIGURE 5.4: Ranking plot of the ten most important nuisance param-
eters included in the Asimov fit, ordered by their impact on Rb. The
empty blue rectangles correspond to the pre-fit impact and the filled
blue ones to the post-fit impact. The black points show the pull of the

NP with respect to the nominal value θ0.

ing the nominal best-fit with the result of the fit when fixing the considered nuisance
parameter to its best fit value θ̂ shifted by its pre-fit and post-fit uncertainties.
The leading contribution to the Rb uncertainty is the comparison between the DR
and DS models of the tW-channel single top simulation. The reason of this large un-
certainty stands in the differences in the modeling of the M(`, j) distributions in the
CRs, as already discussed in Section 5.5. The second leading contribution is the vari-
ation of the FSR activity in the tt̄ simulation in the CRs: the presence of jets coming
from FSR, and thus not produced in the top quark decay, affects the correction of the
jet-to-top assignment fractions. The other following uncertainties are: the compari-
son between the parton shower models in the single top simulation, the knowledge
of the integrated luminosity, the variation of the single top ISR activity, the variation
of the single top cross-section according to its dependence from |Vtb|, the variation
of the jet quantities due to pileup effects, the calibration of the b-tagging efficiency
of b-jets, the JES response for b-jets and one the variations of the jet calibration.
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5.7.2 Variation of εb and ηq

The systematic variations of the tt̄ simulation also affect the determination of εb and
ηq. However, it is not possible to perform these variations making use of the NPs
in the profile fit: the strong correlation with the parameter of interest causes the fit
not to converge. Therefore, these two parameters have been fixed to their nominal
values in the profile fit. Their uncertainty has been evaluated varying the tt̄ simu-
lation and summing in quadrature all the contributions, reported in Table 5.7. Here

Uncertainty Source σ(εb)/εb[%] σ(ηq)/ηq[%]
Calibration of b-tagging 2.4 17.8
Top Pair FSR 0.7 8.8
Top Pair ISR 0.1 0.3
Top Pair PDF 0.1 0.1
Jet Reco. and Calib. 0.1 0.6
Leptons Reco. and Calib. <0.1 <0.1
Pileup <0.1 0.2
Total Uncertainty 2.5 20.1

TABLE 5.7: Breakdown of the relative percentage systematic uncer-
tainties on εb and ηq.

the systematic variation have been grouped: the calibration of the b-tagging contains
the variations of the b-jets, c-jet and light-jets b-tagging efficiencies, the tt̄ nominal
simulation contributions from the FSR, ISR and PDF are reported separately, the
variation of the reconstruction and calibration of jets and leptons are also grouped
and the pileup variation is reported as a single term. The uncertainty on εb is dom-
inated by the calibration of the b-tagging efficiency provided by the prel

T method,
while the uncertainty on ηq is dominated by the calibration of the mis-tag rate of
light jets.
The fit model is applied to the tt̄ simulation for the up and down variation of εb and
ηq. The resulting uncertainty on Rb is 2.5% and 0.07% for the εb and ηq variations,
respectively.

5.7.3 Variation of the tt̄ model

The Rb measurement relies on the tt̄ simulation generated using POWHEG and in-
terfaced to PYTHIA 8. The variation of the parton shower model and hadronisation
effects the εb, ηq and the αi fractions. This variation is studied comparing the nomi-
nal tt̄ simulation with the one interfaced to HERWIG 7.
The comparison of the parameters values provided by the two models are reported
in Table 5.8. The difference in the predicted values of the b-tagging efficiency and
mis-tag rate can be assigned to the different fragmentation models implemented in
the two parton showers. The differences in the αi fractions can be explained by
the different kinematics of the top quark decays products provided by the two sim-
ulations: this can modify the fraction of jets reconstructed and selected and then
assigned to the top quark decay.
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Parameter PYTHIA 8 HERWIG 7
εb 0.79 0.77
ηq 0.019 0.017
α2 0.69 0.67
α1(leading) 0.10 0.10
α1(subleading) 0.19 0.20
α0 0.02 0.02

TABLE 5.8: Predicted values of the fit parameters in the SR(top,top)
by the POWHEG+PYTHIA8 and POWHEG+HERWIG7 simulations.

To quantify the uncertainty on the choice of the tt̄ POWHEG+PYTHIA8 simulation as
the nominal, the profile fit is performed on the nominal simulation using the values
predicted by POWHEG+HERWIG7. The result gives an uncertainty of 1.0% on Rb.
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5.8 Results

The value of Rb measured from this analysis is

Rb = 1.022± 0.031, (5.10)

where the uncertainty is the sum in quadrature of the uncertainty coming from the
profile fit, the variation of εb and ηq and the variation of the tt̄ model. This value is
compatible with unity and represents the most precise single measurement of Rb.

The post fit distribution of the b-tagged jets multiplicity is reported in Figure 5.5,
where the prediction is in agreement with data. The distribution of the prediction is
shown in a stacked plot, where the b-tagged jets multiplicity template for the back-
ground processes is derived from the simulation while the template for tt̄ events is
derived following the model exposed in Section 5.4, making use of the distribution
of the number of jets observed in data, the fitted values of Rb and αi and the central
values of εb and ηq.

FIGURE 5.5: Distribution of the b-tagged jets multiplicity comparing
the data with the prediction. The distribution for the single top is
shown in cyan, for the diboson in azure, for the tt+X in blue and for
the Z+jets in violet. The white distribution is built from the data dis-
tribution of number of jets, subtracting the background contribution
and multiplying the probabilities to have 0, 1 or 2 b-tagged jets for the

fitted value of Rb = 1.022.

A summary of the different contributions to the final uncertainty is reported in Ta-
ble 5.13. The result is coherent with the expected performances, with a leading con-
tribution contribution coming from the variation of the b-tagging efficiency. This
variation is performed comparing the nominal value with the value obtained from a
fit on data with a varied εb value. The uncertainty coming from the profile likelihood
fit is 0.012. The uncertainty related to the tt̄ model is evaluated fitting the data using
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Uncertainty Source σ(Rb) σ(Rb)/Rb[%]

εb 0.026 2.5
Profile fit 0.012 1.2
tt̄ model 0.011 1.0
ηq <0.001 0.01
Statistical 0.003 0.3
Total Uncertainty 0.031 3.0

TABLE 5.9: Breakdown of the absolute and relative uncertainties on
the Rb value fitted in data events, together with the total value.

the parameters and the M(`, j) distributions predicted by the POWHEG+HERWIG7
simulation. The values of the αi fractions obtained are reported in Table 5.10, where
they are compared to the values extracted from the fit using the nominal tt̄ simula-
tion. The values obtained are in agreement within their uncertainties.

Post-Fit α2 α1(leading) α1(subleading) α0

POWHEG+PYTHIA8 66.6±6.9 11.1±0.8 19.4±0.5 2.8±0.2
POWHEG+HERWIG7 69.1±7.1 9.8±0.8 18.8±0.5 2.3±0.2

TABLE 5.10: Values of the αi jet-to-top assignment fractions obtained
from the fit on data using as a tt̄ model the POWHEG+PYTHIA 8 simu-
lation and the POWHEG+HERWIG 7 simulation. The uncertainty con-

tains both the systematic and statistical effects.

The ranking plot for the fit on data has been derived in the same way as in the
Asimov fit. The ten most important contribution to the Rb uncertainty from the
likelihood fit are reported in Figure 5.6, where the pull of the NPs is now different
from zero as it corresponds to the observed value on data.
The leading contributions are again the modeling of the single top process and the
additional jet activity in tt̄ events due to ISR and FSR. It is interesting to notice that
the variation of the single-top cross-section, as effect of the |Vtb| dependency, shows a
big pre-fit value which is strongly reduced after the constrain on data. An important
contribution to the final uncertainty is also the calibration of jets and the luminosity.

The results of the fits in the CRs are summarised in Table 5.11. The uncertainty on

Correction Factor Fit Result
µα1(leading) 1.13± 0.07
µα1(subleading) 1.01± 0.05
µα0 1.26± 0.17

TABLE 5.11: Resulting correction factors derived from the fit in the
CRs. Uncertainty is statistical and systematic.

the µα0 is bigger than the other due to the limited statistics in the CR(notop,notop).
These values have been used to correct in αi fractions in the SR(top,top): pre-fit and
post-fit values are shown in Table 5.11. As no correction factors is derived for α2,
this quantity is calculated imposing ∑2

i=0 αi = 1. The pre-fit and post-fit values are
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FIGURE 5.6: Ranking plot of the ten most important nuisance param-
eters included in the fit on data, ordered by their impact on Rb. The
empty blue rectangles correspond to the pre-fit impact and the filled
blue ones to the post-fit impact. The black points show the pull of the

NP with respect to the nominal value θ0.

shown in Table 5.12. From the result of the fit in the CRs it can be concluded that a

Events Region α2 α1(leading) α1(subleading) α0

Pre-Fit 68.6±0.1 9.8±0.1 19.4±0.2 2.2±0.1
Post-Fit 66.6±6.9 11.1±0.8 19.4±0.5 2.8±0.2

TABLE 5.12: Values of the αi jet-to-top assignment fractions using the
tt̄ simulation in the SR(top,top) region before and after the fit on the

CRs. The Post-Fit fractions include the systematic uncertainty.

bigger fraction of events having at least one jet not from the top decay is observed in
data. As a result, the fraction of events having both jets from the top decay, α2, in the
SR(top,top) has a post-fit value of 66.6± 6.9, with the uncertainty including both the
statistical and systematic effects. The post-fit and pre-fit values agree within their
uncertainty.

The effect on the M(`1, j1) distribution in the CRs before performing the fit, "pre-fit",
and after the effect of the fit, "post-fit", is discussed in the following. Figure 5.7a
and 5.7b show the comparison between data and prediction in the CR(top,notop).
The effect of the fit is in the change of the tt̄ normalisation and the reduction of the
systematic uncertainty, due to the pull of the NPs in data. The pre-fit and post-fit
plots of the M(`1, j1) distribution in the CR(notop,top) region for data compared to
the simulation is presented in Figure 5.8a and 5.8b, respectively. The pre-fit and
post-fit plots of the M(`1, j1) distribution in the CR(notop,notop) region for data
compared to the simulation is presented in Figure 5.9a and 5.9b, respectively. The



5.8. Results 107

(A) (B)

FIGURE 5.7: Pref-Fit (A) and Post-Fit (B) distribution of the M(`1, j1)
variable in the CR(top,notop). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.

(A) (B)

FIGURE 5.8: Pref-Fit (A) and Post-Fit (B) distribution of the M(`1, j1)
variable in the CR(notop,top). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.
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(A) (B)

FIGURE 5.9: Pref-Fit (A) and Post-Fit (B) distribution of the M(`1, j1)
variable in the CR(notop,notop). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.

M(`1, j1) distribution is well modeled in all the CRs. The same conclusion can be
drawn for the M(`2, j2), of which plots are reported in Appendix D.

5.9 Discussion on the result and its limitations

The measurement of the ratio of the top quark branching fractions presented in this
work is limited by the systematic uncertainty. The main source of uncertainty is the
calibration of the b-tagging efficiency of b-jets. From the results of the prel

T calibration
shown in Section 4.2.6, it appears that the uncertainty on the calibration in the jet pT
range [70-200] GeV is limited by the available MC statistics. Generating more simu-
lated events could result in smaller fluctuations of the templates and would reduce
the template statistical fluctuations. This would translates into gain on the sensitiv-
ity on Rb.
For illustrative purpose, the different components of the profile fit uncertainty are
evaluated and reported in Table 5.13. For each group of systematic uncertainties, the
effect on the parameter of interest is evaluated performing a Asimov fit that includes
only the NPs under study. The total uncertainty is the one coming from the Asimov
fit that includes all the NPs: this fit exploits the correlations between them and gives
a final value different from the sum in quadrature of the different components.
From this useful study one can have an idea of the impact of the different compo-
nents. It is possible to conclude that a gain in sensitivity can be obtained if with a
better modeling of the top processes simulations.
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Uncertainty Source σ(Rb)

Single Top Modeling 0.012
Top Pair PDF 0.007
Luminosity 0.006
Top Pair ISR/FSR 0.005
Jet Reco. and Calib. 0.005
Leptons Reco. and Calib. 0.005
Other Backgrounds 0.004
Pileup 0.003
Statistical 0.003
Total Uncertainty 0.013

TABLE 5.13: Contribution of the systematic and statistical uncertain-
ties from the profile fit grouped in those pertaining to the detector
response on the reconstruction of jet, muons and electron, the de-
termination of the luminosity and the pileup activity correction, the

modeling of the signal and the background events.
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Chapter 6

Conclusions and outlook

A large amount of top quarks is produced in the proton-proton collisions delivered
by the Large Hadron Collider. This has opened the possibility to perform precision
measurements of the properties of this fundamental particle. These measurements
are motivated by a variety of reasons: first of all, given its peculiar properties, this
particle is considered a good candidate to probe for physics BSM; moreover, the top
quark is a background in many searches for physics BSM.
So far, all the results obtained at the Large Hadron Collider are compatible with the
SM predictions.

The Standard Model gives no prediction on the coupling of the top quark to the
bottom quark, Vtb, therefore is necessary to measure it. Under different assump-
tions, the module of Vtb has been extracted in two ways from hadron colliders data:
through the measurement of the single-top cross-section and from the estimation of
the decay rate of tt̄ pairs into b quarks, relative to all down-type quarks: Rb.
The current status of the art shows that both these estimations of |Vtb| are currently
limited by the knowledge of the systematic effects.

This thesis presented the measurement of Rb performed using the data collected by
the ATLAS experiment at the LHC in 2016 and 2017, corresponding to an integrated
luminosity of 78 f b−1 of proton-proton collisions at center-of-mass energy of 13 TeV.
Events with two isolated charged leptons, of which one electron and one muon of
opposite electric charge, and two jets have been considered.
A kinematical reconstruction has been performed, with the purpose of associating
the final state objects to the decay of two top quarks in the event. Based on this,
events have been classified into four statistical independent regions: one enriched in
events having two jets most likely coming from the top decay, three regions enriched
in events having at least one jet coming from ISR and/or FSR activity.
The control regions have been used to correct the predicted jet-to-top assignment
fractions using collision data. The parameter of interest has been extracted perform-
ing a profile likelihood fit on the b-jet multiplicity distribution in the signal region.
The result is:

Rb = 1.022± 0.031, (6.1)

which is compatible with the Rb = 1 hypothesis and represents the most precise sin-
gle measurement of this quantity.
The leading source of uncertainty is the one associated to the b-tagging algorithm
performance, contributing with a 2.5% to the total uncertainty.
A dedicated calibration of the b-tagging efficiency of b-jets has been performed in
this work. This calibration relies on the prel

T method, applied on a sample of multi-
jets events with at least on jet spatially matched to a muon.
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The final uncertainty on the b-tagging efficiency has been strongly reduced by a new
estimation of the semi-leptonic to inclusive extrapolation uncertainty of the scale
factors. This uncertainty was, in the Run 1 calibration, 4% in the whole jet kinemat-
ical range: it has been lowered to the 1% thanks to a new estimation performed in
bins of jet pT, using the larger data set of the Run 2.

The present measurement is systematically limited. The main systematic uncertain-
ties come from the b-tagging calibration and the modeling of tt̄ production and de-
cay. An immediate measure that would mitigate the effect of the first is the produc-
tion of a larger sample of simulated di-jet events. The second requires inputs from
the theory community: most importantly, a more accurate treatment of the overlap
with the tt̄ and single-top simulation would result in a higher sensitivity of the mea-
surement presented in this thesis. Moreover, different methods for the kinematical
reconstruction could be investigated to improve the measurement here presented.
One possibility is the Matrix Element Method [120,121]: this analytical method could
be implied to build a discriminant variable for the different tt̄ categories and thus es-
timate correction factors of the jet-to-top assignment fractions. It is computationally
demanding and needs specific resources and a detailed validation to be brought to
fruition.
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Appendix A

Expression used in Rb likelihood

Expressions of the number of tt̄ events having k b-tagged jets (k = 0,1,2) as function
of the ratio of the top quark branching fractions, the b-taggin efficiency εb, the b-
tagging mis-tag rate and the jet-to-top mis-assignment fractions. This expressions
are used as prediction in the profile likelihood fit on data to extract Rb.
The number of tt̄ events with 2 b-tagged jets is:

Nevents(2 b− tags)
= Nevents(2jets)× P2(Rb, εb, ηq, αi)

= Nevents(2jets)× {
α2 · [R2

bε2
b + 2Rb(1− Rb)εbηq + (1− Rb)

2η2
q ]+

α1 · [Rbεbηq + (1− Rb)η
2
q ]+

α0 · η2
q

}

The number of tt̄ events with 1 b-tagged jet is:

Nevents(1 b− tags)
= Nevents(2jets)× P1(Rb, εb, ηq, αi)

= Nevents(2jets)× {
α2 · [2R2

bεb(1− εb) + 2Rb(1− Rb)[εb(1− ηq)

+ ηq(1− εb)] + 2(1− Rb)
2ηq(1− ηq)]+

α1 · [Rbεb(1− ηq) + Rb(1− εb)ηq + 2(1− Rb)ηq(1− ηq)]+

α0 · [2ηq(1− ηq)]

}

The number of tt̄ events with 0 b-tagged jets is:

Nevents(0 b− tags)
= Nevents(2jets)× P0(Rb, εb, ηq, αi)

= Nevents(2jets)× {
α2 · [R2

b(1− εb)
2 + 2Rb(1− Rb)(1− εb)(1− ηq)

+ (1− Rb)
2(1− ηq)

2]+

α1 · [Rb(1− εb)(1− ηq) + (1− Rb)(1− ηq)
2]+

α0 · (1− ηq)
2

}
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Appendix B

Distributions of prel
T using

predicted fractions
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FIGURE B.1: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the unfiltered simulation.
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FIGURE B.2: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the unfiltered simulation.
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FIGURE B.3: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the unfiltered simulation.
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Distributions of prel
T using fit

results
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FIGURE C.1: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the log-likelihood fit.
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FIGURE C.2: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the log-likelihood fit.
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FIGURE C.3: Tagged (left) and untagged (right) prel
T distributions us-

ing flavour fractions obtained by the log-likelihood fit.
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Appendix D

Jet-to-top assignment pre- and
post-Fit plots

FIGURE D.1: Pref-Fit (A) and Post-Fit (B) distribution of the M(`2, j2)
variable in the CR(top,notop). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.
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FIGURE D.2: Pref-Fit (A) and Post-Fit (B) distribution of the M(`2, j2)
variable in the CR(notop,top). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.

FIGURE D.3: Pref-Fit (A) and Post-Fit (B) distribution of the M(`2, j2)
variable in the CR(notop,notop). The tt̄ categories top-notop, notop-
top, notop-notop and top-top are shown in dark orange, light orange,
dark yellow and light yellow, respectively. The single top contribu-
tion is shown in cyan, the diboson in azure, the tt+X consitribution in

blue and the V+jets in violet.
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