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Introduction

The aim of this PhD thesis is to investigate relations between the CR and the
complex geometry of orbits of real forms and of the complexification of their max-
imal compact subgroups in a complex flag manifold X ' G/Q. The pair of or-
bits M+ and M− which are involved are related by Matsuki duality (see [33]).
Their homotopies and singular homologies and cohomologies are equal because,
by Mostow fibration, their compact intersection M0 is a deformation retract of both.
Here we are interested in their respective CR and Dolbeault cohomologies.

The orbits of real forms, which were first investigated by J.A. Wolf (for a com-
prehensive introduction to this topic see [20,27]), are a large class of homogeneous
CR manifolds. Wolf studied the action of a real form G0 of a complex semisimple
Lie group G on a G-homogeneous flag manifold X. He showed that G0 has only
finitely many orbits in X, that the union of the open orbits is dense in X, and that
there is a unique closed orbit, that is compact (simple proofs of these facts can be
found in [45]). Moreover, in collaboration with W. Schmid, he proved in [42] a van-
ishing theorem for the cohomology with coefficients in any coherent sheaf F for
the open G0-orbits and he investigated arc components of general orbits, outlining a
framework that includes, as special cases, bounded symmetric domains [27]. In [4]
A. Altomani, C. Medori and M. Nacinovich pursued the investigation of these top-
ics, by starting a systematic study of the subject in the framework of CR geometry.
Their first topic was the examination of the properties of the closed orbits, that
they characterized in terms of cross-marked Satake diagrams. Later on, in [5–11],
they studied the CR structure of the general G0-orbits in X, that they called para-
bolic CR manifolds. They focused on finite type and holomorphic nondegeneracy
conditions, canonical G0-equivariant fibrations and topological properties.

The contents of this work is the following.
Chapter I is a concise introduction to the main notions and tools needed in

this thesis, mainly following [13, 16, 17, 21, 23, 24, 26, 33, 40, 41, 45] as general
references.

In Chapter II we introduce the Matsuki dual pairs M+,M−, their compact inter-
section M0, and consider their CR structures. Invariant CR structures on homoge-
neous manifolds are described by the datum of a pair (g0, q) of a real Lie algebra g0
and a complex Lie subalgebra q of the complexification g of g0, which is called a
CR-algebra (see [2, 34]). We also recall the definition, given in [8], of n-reductive
CR- algebras. Using the data of their CR-algebras, we compute the CR-dimension
and codimension of each orbit, pointing out that the immersions i : M0 ↪→ M− and
i ′ : M+ ↪→ X are CR-generic (Prop.2.3.1). Moreover M+ and M0 have the same
CR-codimension, so that the scalar Levi form on M0 is the restiction of that of M+.

Chapter III focuses on the study of the covariant fibration of G.D. Mostow (cf.
[36,37]). The complex manifold M− ' K/V is described as a fiber bundle K0×I0 F0

iii



iv INTRODUCTION

which is covariant with respect to the compact form K0 of K, over a compact base
M0 = K0/I0. Here, in the context of Matsuki duality, K0 is a maximal compact
subgroup of G0, K its complexification and V = K ∩ Q, I0 = K0 ∩ Q. The right
hand side of the isomorphism M− ' K0 ×I0 F0 is the quotient of the Cartesian
product K0 × F0 modulo the equivalence relation (x, v) ∼ (x · k, ad(k−1)(v)), for
x ∈ K0, v ∈ F0, and k ∈ I0. The aim of Ch.III is to clarify the structure of the
typical fiber F0, which is known to be a Euclidean subspace of K on which ad(I0)
acts as a group of linear transforms.

To understand the structure of F0, it is convenient to gather some information
about the noncompact Riemann symmetric space of negative sectional curvature
P0(n) = SLn(C)/SU(n). K0 has, for some integer n > 1, a faithful linear repre-
sentation in SU(n), which extends to a faithful linear representation K ↪→ SLn(C).
We can therefore identify K with a closed subgroup of SLn(C) and M− with a sub-
manifold of SLn(C)/V. The Mostow fibration of K/V can be deduced from that of
SLn(C)/V.

If the unipotent radical Vn of the isotropy V of M− equals the unipotent radical
of a parabolic subgroup, then the typical fiber F0 can be taken equal to exp(f0),
with f0 = (v + v∗)⊥ ∩ p0, where p0 is the hermitian symmetric summand in the
Cartan decomposition of the Lie algebra k of K. We say in this case that V is HNR,
i.e. has a horocyclic nilradical.

In Chapter IV we investigate relations between the CR and Dolbeault cohomol-
ogy groups of the compact intersection and of the complex Matsuki orbit, respec-
tively. The Mostow fibration is used to take the square of the norm of a Euclidean
metric on the fibers as an exhaustion function on M−. For an HNR isotropy V, this
choice corresponds to minimizing the square of the distance from the base point
of an orbit of V in the symmetric space K/K0. This leads to the fact that M−
keeps the pseudoconcavity of M0. In this way we obtain isomorphisms between
some CR cohomology groups of M0 and those of M−, by using Andreotti-Grauert
theory. This construction of the exhaustion function generalizes the proof of the
pseudoconvexity of reductive linear complex Lie groups, which can be obtained,
using Andreotti-Grauert, from the Cartan decomposition.

The final Chapter V is devoted to discussing some examples.



CHAPTER 1

Preliminaries

1. Real Forms of Complex Lie Groups and Algebras

Let g be a complex Lie algebra. A real Lie subalgebra g0 is a real form of g
if C ⊗ g0 = g. The real forms of g are in a one-to-one correspondence with the
anti-C-linear involutive automorphisms σ ∈ AutR(g) of g, by

g0 = {X ∈ g | σ (X) = X} .

We call σ the conjugation with respect to g0. Let G be a complex Lie group, with
Lie algebra g, and assume that σ lifts to G, (this is always the case when G is
simply connected). Then the subgroup

G0 = Gσ = {g ∈ G | σ (g) = g} .

In general, we say that a subgroup G0 is a real form of G iff

• its Lie algebra g0 is a real form of g;
• G = G0Ge, with Ge the identity component of G.

We recall that a Lie algebra g over a field k is semisimple if and only if its
Killing form

(1.1) κ(X,Y) = trace(ad(X), ad(Y)), ∀X,Y ∈ g

is non-degenerate. A real Lie algebra g0 is semisimple iff its complexification
g = C ⊗ g0 is semisimple and compact if its Killing form it is negative definite.
If κ is negative semidefinite, then g0 is reductive and its Killing form is negative
definite on its semisimple ideal and vanishes on its center. Then it is possible to
define on g0 a negative definite invariant bilinear form and find a compact linear
group G0 with Lie algebra g0.

An involutive automorphism θ ∈ Aut (g0) of a real semisimple Lie algebra g0
is called a Cartan involution if

(1.2) (X,Y) = −κ(X, θ(Y)) = −κ(θ(X),Y), X,Y ∈ g0

is positive definite. As θ2 = idg0 , we obtain the Cartan decomposition

(1.3) g0 = k0 ⊕ p0,

of g0 into the sum of its (+1)-eigenspace k0 and (−1)-eigenspace p0. By (1.2), k0 is
a compact Lie subalgebra of g0. The Cartan involution θ lifts to an involution Θ of
any Lie group G0 with Lie algebra g0 and the connected component of the identity
Ke

0 of the subgroup K0 = {a ∈ G0 | Θ(a) = a} is compact and has Lie algebra k0.
The Cartan decomposition

K0 × p0 3 (x,Y)
∼
−−−→ x · exp(Y) ∈ G0

1



2 1. PRELIMINARIES

holds at the group level. Moreover, K0 is the normalizer in G0 of Ke
0 and is compact

if and only if G0 has finitely many connected components. In this case K0 is a
maximal compact subgroup of G0.

Assume that g0 is a real form of the complex Lie algebra g of a semisimple
complex Lie group G. We fix a Cartan involution θ on g0 and denote by the same
symbol θ its C-linear extension to g and by k, p its eigenspaces, wich are the com-
plexifications of k0,p0, respectively. Using (1.3) we attach to g the compact real
form

(1.4) gu = k0 ⊕ ip0.

It is the compact form associated to θ and is the Lie algebra of a maximal compact
subgroup Gu of G. By costruction the C-linear θ and anti- C-linear σ defined at the
beginning are commuting automorphism of g. Their composition

(1.5) τ = σ ◦ θ = θ ◦ σ,

is the conjugation of g with respect to its compact form (1.4).

Notation 1.1.1. For thesis, in such a way that it will be consistent with the
work done for matrices in Chapter 3, we use the notation τ(X) = −X∗ for all X ∈ g.

2. Root systems

We recall that a Cartan subalgebra h of a Lie algebra g over k is a nilpotent
Lie subalgebra equal to its normalizer:

h = Ng (h) = {X ∈ g | [X,H] ⊂ h, ∀H ∈ h} .

In particular, if g ⊃ g′ ⊃ h and h is a Cartan subalgebra of g, then h is also a
Cartan subalgebra of g′.

When g is reductive, its Cartan subalgebras are commutative and in fact are its
maximal Abelian subalgebras.

If g is either solvable or with k algebraically closed, then all its Cartan subal-
gebras are conjugated by the group E of its elementary automorphisms, which is
the group generated by the exp(ad(X)), for X ∈ g and ad(X) nilpotent (see e.g. [17,
Ch.VII,§2,3]).

Assume that g is semisimple and fix a Cartan subalgebra h of g. Its dual h∗

can be identificated with h by the non-degenerate form (1.1). The roots of g with
respect h a re the element of the set R (g, h), of nonzero α ∈ h∗ such that

gα = {X ∈ g | [H, X] = α (H) X, ∀H ∈ h} , 0.

Each gα is one-dimensial and is called the root subspace of α. For an ad(h)-stable
subspace q of g we write R(q, h) for the roots of h in q, i.e. the subset

R(q, h) = {α ∈ R(g, h) | gα ⊂ q}.

In a root system R(g, h) we can always choose a set of positive roots, wich is a
subset R+ (g, h) of R (g, h) such that:

• for each α ∈ R (g, h) exactly one of the roots α, −α belongs to R+ (g, h);
• if α, β ∈ R+(g, h) and α + β ∈ R(g, h), then α + β ∈ R+(g, h).

This choice yields a partial ordering ”≺” on R(g, h), in which α ≺ β if β − α is
a root in R+(g, h). Having chosen a set R+(g, h) of positive roots, the elements
of its complement R−(g, h) in R(g, h) are called negative roots. A root in R+(g, h)
is simple if it is not the sum of two positive roots. The elements α1, . . . , αk of a



2. ROOT SYSTEMS 3

system Π of simple roots form a basis of h∗ ' h. Every β ∈ R(g, h) is a linear
combination β =

∑k
i=1kiαi of simple roots, with integral coefficients which are

either all nonnegative (β ∈ R+(g, h)) or all nonpositive (β ∈ R−(g, h)).
For α ∈ R (g, h) we define the orthogonal hyperplane to α by

(1.6) Lα =
{
β ∈ h∗|κ (α, β) = 0

}
,

and the reflection

(1.7) rα (β) = β − 2
κ (β, α)
κ (α, α)

α,

with respect to the hyperplane Lα.

Definition 1.2.1. A Weyl chamber C is a connected component of

h
∗ \

⋃
Lα

α∈R(g,h)

.

The reflections rα, for α ∈ R(g, h), generate a group of isometries of h∗, which is
called the Weyl group of R(g, h).

Remark 1.2.2. The rα, with α ∈ Π, are a set of generators of W .

Fix a Cartan subalgebra h ⊂ g and let k = dimC h. Let Π = {α1, ..., αk} be a
system of simple roots for R(g, h). The Cartan matrix A = (Ai, j) associated to g is a
k × k square matrix whose coefficients are integral and can be computed by means
of the simple roots by the formula

(1.8) Ai j = 2κ(αi, α j)/κ(α j, α j),

where κ is the Killing form, which restricts to a Euclidean scalar product on the
real subspace h∗R generated by Π.

Proposition 1.2.3. A Cartan matrix is a k × k square matrix A = (Ai, j) satisfy-
ing:

(1) Ai.i = 2, for all i = 1, . . . , k;
(2) Ai, j ∈ {−3,−2,−1, 0} if 1 ≤ i , j ≤ k;
(3) Ai, j = 0 if and only if A j,i = 0;
(4) there is a diagonal matrix D such that D A D−1 is symmetric and positive.

Proof. For proofs of these facts see [16, Ch.3.4]. �

Note that the Weyl group is determined by the Cartan matrix: if e1, . . . , ek is
the canonical basis of Rn, the maps s1, . . . , sk defined by si(e j) = e j − Ai, jei for
j = 1, . . . , k, corresponding to the reflections with respect to the hyperplanes of the
simple roots, generate a finite group isomorphic to the Weyl group W.

The Cartan matrix can also be used to construct the Dynkin diagram.

Definition 1.2.4. The Dynkin diagram of R is a graph on k vertices, corre-
sponding to the simple roots {α1, ..., αk}. The vertices αi and α j are connected by

Ai jA ji =
4κ(αi, α j)κ(α j, αi)
κ(αi, αi)κ(α j, α j)

lines. If κ(αi, αi) < κ(α j, α j), then an arrow tip is added on the α j-edge.
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One can fix a Cartan subalgebra h which is invariant under the conjugation σ
defined by a given real form g0. Then by duality σ defines a conjugation α→ ᾱ on
R(g, h). The roots in

R0 = {α ∈ R | ᾱ = −α},

are imaginary. They are compact when h0 = h∩ g0 is a maximally vectorial Cartan
subalgebra of g0. Imaginary roots form a system closed under root addition and
form a subsystem of roots. The intersection

Π0 = R0 ∩ Π

is a basis for R0. The roots in the complement R(g, h) \ R0(g, h) can be partitioned
into the set of real roots Rre(g, h) with ᾱ = σ(α) = α and complex roots Rcpx(g, h)
with ᾱ , ±α. In [15] Araki showed that h and R+(g, h) can be chosen in such a
way that ᾱ ∈ R+(g, h) for all noncomplex roots in R+(g, h). Then the conjugate ᾱi
of a complex simple root is the sum of a complex simple root αj and of a linear
combination of compact roots. Having made this choice, we give the following
definition.

Definition 1.2.5. The Satake diagram is obtained from the Dynkin diagram in
the following way:

• vertices corresponding to the roots of Π0 are represented by a black cir-
cle ”�”;
• vertices corresponding to the real and complex roots in Π \ Π0 are repre-

sented by a white circle ”�”;
• when i , j and ᾱ j � αi, then the white vertices corresponding to αi and
α j are joined by an arc ”_”.

Dynkin diagrams characterize the semisimple complex Lie algebras. The Sa-
take diagrams classify their real forms. The compact form is the one withR0(g, h) =

R(g, h), Rre(g, h) = ∅ and the split form the one with R0(g, h) = ∅, Rre(g, h) =

R(g, h).

3. Borel and Parabolic Subgroups

We assume in the following that G is a complex algebraic, connected and semi-
simple Lie group, with Lie algebra g.

Definition 1.3.1. A Borel subalgebra of g is a maximal solvable subalgebra b
of g. A Borel subgroup B of G is a connected subgroup of G such that b = Lie(B)
is a Borel subalgebra of g.

Definition 1.3.2. A parabolic subalgebra of g is a subalgebra q of g wich con-
tains a Borel subalgebra. A connected subgroup Q of G is parabolic if q = Lie(Q)
is parabolic in g.

We recall that if Q is parabolic in G, then

(1.9) Q = NG(q) = {g ∈ G | Ad(g)(q) = q}.

A Borel subalgebra b of g contains a Cartan subalgebra h. Conversely, if h is a
Cartan subalgebra and R+ (g, h) a positive system of roots, then

(1.10) b = h +
⊕
α∈R+

gα

is a Borel subalgebra.
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Proposition 1.3.3. All Borel subgroups are G-conjugate. �

We keep the notation of §1. In particular, θ is the complexification of the
involution associated to a Cartan decomposition g0 = k0 ⊕ p0 of a real form g0 of
g and σ, τ are the conjugations of g with respect to g0 and to the corresponding
compact form gu = k0 ⊕ ip0.

Proposition 1.3.4. The intersection of two Borel subgroups contains a Car-
tan subgroup of G. The intersection of two Borel subalgebras contains a Cartan
subalgebra of g.

Proof. Every Borel subgroup B decomposes into the direct product B = HN
of a Cartan subgroup H and of its unipotent radical N. We claim that, if B′ is
another Borel subgroup, then the intersection B∩B′ contains a Cartan subalgebra.
Indeed, by Proposition 1.3.3, we can find g ∈ G so that B = ad(g)(B′). By the
Bruhat decomposition (see e.g. [23, Ch.IX, Thm.1.4]) we may write g = b′wb, with
b, b′ ∈ B and w ∈ NG(H) so B = ad(w b)B′. Then b−1H b is a Cartan subgroup
contained in B′ ∩ B. Indeed

B = n w b B′ b−1w−1n−1 ⇒ B = w b B′b−1w−1 ⇒ H ⊂ w bB′b−1w−1

⇒ H = w−1H w ⊂ b B′b−1 ⇒ b−1H b ⊂ B′ ∩ B.

In particular, if b, b′ are Borel subalgebras, and B, B′ the correpsonding analytic
subgroups, the Lie algebra h of a Cartan subgroup H ⊂ B∩B′ is contained in b ∩ b′.

�

Corollary 1.3.5. Every Borel subalgebra of g contains a Cartan subalgebra
of g0 and two Cartan subalgebras of g0 which are contained in the same Borel
subalgebra of g are G0-conjugate.

Proof. In a solvable Lie algebra, any two Cartan subalgebras are conjugate
by an element of its unipotent radical [45, Theorem 1.13]. Let b be any Borel
subalgebra of g. Since σ(b) is Borel, by Proposition 1.3.4, there is a Cartan sub-
algebra h contained in b ∩ σ(b). Then h and σ(h) are two Cartan subalgebras of
the solvable Lie algebra b ∩ σ(b) and there is an element X ∈ n ∩ σ(n) such that
Ad(exp(X))(h) = σ(h). We have

h = σ2(h) = σ(Ad(exp(X))(h)) = Ad(exp(σ(X)))(σ(h))
= Ad(exp(σ(X))) ◦ Ad(exp(X))(h) = Ad(exp(σ(X)) exp(X))(h).

Thus Ad(exp(σ(X)) · exp(X)) = eG, being a unipotent element of the normalizer
of h. Since the exponential in injective on the nilpotent subalgebra n ∩ σ(n), from

Ad(exp(σ(X)) · exp(X)) = exp(ad(σ(X))) · exp(ad(X)) = eG

we obtain that σ(X) = −X. Set h′ = Ad(exp( 1
2 X))(h). Then

σ(h′) = σ(Ad(exp( 1
2 X))(h)) = (Ad(exp(−1

2 X)))(σ(h))

= (Ad(exp(− 1
2 X)))(Ad(exp(X)))(h) = h

′

Then h′0 = {H ∈ h′ | σ(H) = H} is a real form of h′ and hence a Cartan subalgebra
of g0. Two complete the proof, we note that, if b is Borel, then b ∩ g0 ⊂ g0 is
solvable. Hence all its Cartan subalgebras are G0-conjugate and, by the first part
of the proof are also Cartan subalgebras of g0. �
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Proposition 1.3.6. Let b be a Borel subalgebra. There is a g ∈ G0 so that
Ad(g)(b) contains a Cartan subalgebra stable under both σ and θ. There also
exists a k ∈ K so that Ad(k)(b) contains a Cartan subalgebra stable under both σ
and θ.

Proof. This follows from the fact that each Cartan subalgebra σ-stable is G0
conjugate to a θ-stable Cartan subalgebra. See [30, Prop. 6.59]. �

Fix a Cartan subalgebra h contained in a parabolic subalgebra q of g, and let
R = R (g, h) be the corresponding root system. Denote by hR the real subspace of h
on wich the roots are real valued. The choice of a Weyl chamber C ⊂ hR defines a
partial order ≺ on the dual space h∗R. The parabolic algebra q is the direct sum of h
and the root spaces contained in q, i.e.

(1.11) q = h +
∑
α∈Q

gα,

where Q = {α ∈ R | gα ⊂ q}. The fact that q is parabolic means that one can choose
a Weyl chamber C in such a way that

(1.12) α ∈ Q for all α � 0,

making the roots subset Q parabolic, i.e. it is closed under root addition and
Q ∪ (−Q) = R.

A Weyl chamber C for wich (1.12) holds true is called fit for Q. We denote by
C(R) the set of all Weyl chambers for R and by C(R,Q) the subset of those that are
fit for Q. Let C ∈ C(R) and Π(C) be the corresponding system of C-positive simple
roots. All α ∈ R are linear combinations of elements of the basis Π:

(1.13) α =
∑
αi∈Π

kαiαi, kαi ∈ Z.

We define the support of α with respect to Π, denoted by supp(α), to be the set of
αi ∈ Π for wich kαi , 0. Having fixed C ∈ C(R,Q), we associated to q the subset
Φ of Π consisting of the simple C-positive roots α for wich g−α 1 q. Then Q and q
are completely determinated by Φ, indeed:

Q = {α ∈ R | α � 0} ∪ {α ∈ R | α ≺ 0, supp(α) ∩ Φ = ∅} = Qr ∪ Qn,(1.14)

with

Qr = {α ∈ Q | −α ∈ Q} = {α ∈ R | supp(α) ∩ Φ = ∅},(1.15)

Qn = {α ∈ Q | −α < Q} = {α ∈ R | α � 0, supp(α) ∩ Φ , ∅},(1.16)

Q−n = R \ Q = {α ∈ R | α ≺ 0, supp(α) ∩ Φ , ∅}.(1.17)

We write QΦ for the parabolic set Q associated to Φ ⊂ Π. For the parabolic
subalgebra q associated to QΦ we have the decomposition

qΦ = h +
∑
α∈QΦ

gα = qr ⊕ qn,(1.18)
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where

qn =
∑
α∈Qn

Φ

gα is the nilradical of q,(1.19)

qr = h ⊕
∑
α∈Qr

Φ

gα is a reductive complement of qn in qΦ,(1.20)

and

q−n =
∑
α∈Q−n

Φ

gα is a complement of qΦ in g.(1.21)

We explicitly note that the qΦ in (1.18) contains the Borel subalgebra b defined in
(1.10) and

g = q + q−n.

All Cartan subalgebras h of g are equivalent, modulo inner automorphisms.
Having fixed h, and hence R, all bases of simple roots of R are equivalent modulo
the transpose of inner automorphisms of g normalizing h. Thus, after picking a
Weyl chamber C, and having fixed in this way a system Π of C-positive simple
roots, the correspondence

Φ↔ qΦ

is one-to-one between subsets Φ of Π and complex parabolic Lie subalgebra of g,
modulo inner automorphisms.

We can single out the equivalence class of a parabolic subalgebra of g (or
subgroup of G) by adding on the Dynkin diagram a cross ”×” under the vertices
corresponding to the roots of Φ.

We denote by Qr and Qn, the connected and simply connected Lie subgroups
of G with Lie algebras (1.20) and (1.19), respectively.

Thus the choice of a Cartan subalgebra h of g contained in q, yields the Cheval-
ley decomposition of the parabolic subgroup Q:

Proposition 1.3.7. Let Q be the parabolic subgroup of G, corresponding to
the complex parabolic Lie subalgebra q of g. With the notation above we have a
Chevalley decomposition

(1.22) Q = Qr nQn.

Moreover let c ⊂ h be the center of qr:

c = z(qr) = {H ∈ h | ad(H)(qr) = 0},

then the reductive complement Qr is characterized by:

(1.23) Qr = ZG(c) = {g ∈ G | Ad(g)(H) = H, H ∈ c}.

Proof. Any complex parabolic subgroup can also be viewed as a real parabolic
subgroup. Then (1.22) reduces the to the Langlands decomposition Q = MAN,
with Qr = MA. Thus the statement is a consequence of [30, Prop. 7.82(a)]. Note
that qr is the centralizer of c in g and its own normalizer. This yields the inclu-
sion Qr ⊂ NG(qr). Since NG(qr) is semi-algebraic, it has finitely many connected
components. Thus its intersection with Qn is discrete and finite, and thus trivial
because Qn is connected, simply connected and unipotent. �



8 1. PRELIMINARIES

4. Complex Flag Manifolds

A G-homogeneous manifold M is the datum of a smooth manifold M together
with a transitive action of a Lie group G on M. Having fixed a point p ∈ M, the
manifold X can be identified with the coset space G/Ip, where Ip{g ∈ G | g · p =

p} is a closed, but not necessarily a connected, subgroup of G, that is called the
stabilizer of p. Conversely, a closed subgroup Ip of a Lie group G defines an
homogeneous manifold G/Ip.

Fix a complex semisimple Lie group G and a closed parabolic subgroup Q of
G, with Lie algebra q ⊂ g = Lie(G). Consider the adjoint action of G on g. For all
g ∈ G, Ad(g)(q) is still a parabolic subalgebra of g. By (1.9) the parabolic subgroup
Q is the stabilizer of q for this action. Thus the homogeneous manifold,

(1.24) M = G/Q,

has a natural embedding, as a projective algebraic variety, in the Grassmannian of
`-dimensional subspaces of g, for ` = dimC q, given by

M 3 x ·Q −→ Ad(x)(g) ∈ Gr`(g).

We call M a generalized flag manifold. It is known (see e.g. [27, Lemma 1.15]),
that M is a compact complex projective variety. Since M is compact and G-
homogeneous, we know, by a theorem of D.Montgomery (see [35]), that a maximal
compact subgroup Gu of G acts transitively on M and we can identify M with the
Gu-homogeneous space

M ' Gu/(Gu ∩Q).

Moreover we have :

Lemma 1.4.1. Let M = G/Q be a homogeneus compact manifold. Then we can
find a maximal compact subgroup Gu of G. and a reductive Levi factor Qr of Q
such that

(1.25) M ' Gu/
(
Gu ∩Qr) .

Proof. We have Gu ∩ Qr ⊂ Gu ∩ Q since Qr ⊂ Q. To prove the opposite
inclusion, we fix a compact form Qu whose intersection with Q contains a maximal
torus. If τ is the conjugation with respect to Qu, than one can take Q ∩ τ(Q) as a
reductive Levi-Chevalley factor Qr in Q, so that Gu ∩Q ⊂ Q ∩ τ(Q) = Qr. �

Let τ be the conjugation with respect to a compact form Gu of G.

Lemma 1.4.2. Let M = G/Q be a G-homogeneous complex compact manifold
and t a τ-invariant Cartan subalgebra contained in q = Lie(Q). Let R = R(g, t) be
the corresponding root system and Q = R(q, h) the parabolic set of q. Then we can
find an element Υ ∈ tu = t ∩ gu such that

(1.26) Qr = {α ∈ R | α(Υ) = 0} and Qn = {α | α(iΥ) > 0}.

Proof. Note that the roots in R take purely imaginary values on the elements
of tu. Fix a system Π = {α1, . . . , α`} of simple roots of R, in such a way that the
corresponding set R+ of positive roots is contained in Q.

By relabelling the simple roots, we can assume that Q = QΦ for the subset
Φ = {α1, . . . , αk} ⊂ Π, as in (1.18). We define a basis {Z1, ...,Zk} for t∗∗u ' tu by
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requiring that α j(Zi) = i for 1 ≤ j ≤ k and α j(Zi) = 0 for k < j ≤ n. Then

Υ =

k∑
j=1

i Z j

verifies the statement. �

The following proposition is a direct consequence of the above lemma:

Proposition 1.4.3. If Υ ∈ tu satisfies (1.26), then we can identify M with adjoint
Gu-orbit O of Υ in gu, by the map

(1.27) M 3 x ·Q −→ Υx � Ad(x)(Υ) ∈ O ⊂ gu.

Proof. By Lemma 1.4.1 the map (1.27) is well defined and onto.
By Lemma1.4.2, qr = {Z ∈ g | [Z,Υ] = 0}. The statement follows because Q is

connected and therefore also its maximal compact subgroup Q ∩Gu is connected.
�

Remark 1.4.4. Fix x ∈ M, with x ' gQ. We denote Qx = gQg−1 and
qx = Ad(g)(q). Let Qr

x = gQrg−1, then it is the Levi factor of Qx , with Lie
algebra qx = Ad(g)q. However, there are some remarks to be made regarding
Cartan subalgebras. We have Υ ∈ t ⊂ qr ⊂ q, and in similar way we can find a
Υx ∈ t

′ ⊂ qr
x ⊂ q

r
x. However it is not always possible to take t′ = Ad(g)t, since this

is not well defined (except when Q is a Borel subgroup, and qr
x = t′). Moreover,

every Qx contains a σ-stable maximal torus and a τ-stable maximal torus, but in
general it is not true for Qx to contain a torus stable under both σ and τ .

In the following we describe the complex tangent bundle on M with its com-
plex structure. For x ' g · Q ∈ M, we have the decomposition

(1.28) g = qx + q−n
x = q

r
x + qn

x + q−n
x ,

that it is not intrinsic to x, but depends on the Levi decomposition and hence on the
initial choice of t. We can write Z ∈ g as

Z = πqr
x(Z) + πqn

x(Z) + πq−n
x

(Z),

with π(·) the standard projection over the respective component in (1.28).
Moreover we have the indentification

TxM ' g/qx ' q
−n
x .

By the fact that M is a complex projective manifold we can think at q−n
x andσ

(
q−n

x
)
,

respectively, as the holomophic and anti-holomophic tangent bundle of M in x. For
x0 ' eG ·Q we have T 0,1

x0 M ' g/q ' q−n and T 1,0
x0 M ' σ

(
q−n) = qn, but in general

σ
(
q−n

x
)
, qn

x.
By Lemma 1.4.1 follows :

Lemma 1.4.5. For every x ∈ M the map

(1.29) Ix : g/qx → gu/gu ∩ q
r
x

defined as

Ix (Z + qx) � πq−n
x

(Z) + τ(πq−n
x

(Z)) + gu ∩ q
r
x = πq−n

x
(Z) + πqn

x(Z) + gu ∩ q
r
x

is an isomorphism of vector spaces.
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Proof. The map (1.29) is well defined. If Z1 + qx = Z2 + qx then πqr
x(Z1) =

πqr
x(Z1), and hence Ix(Z1 + qx) = Ix(Z2 + qx). Moreover we have that πqr

x(Z) +

τ(πqr
x(Z)) ∈ gu. Finally, since Z −

(
πqr

x(Z1) + τ
(
πqr

x(Z1)
))

, then Ix inverts the map
induced by inclusion. �

For Z ∈ q−n
x , we denote by Z? ∈ X (M) the infinitesimal generator of the

one-parameter group φ (t, x) = exp (tZ) x of diffeomorphism of M.

Proposition 1.4.6. For x ∈ M and Z ∈ q−nx we have Z? = (Z + τ(Z))?

Using Lemma 1.4.5 we can define a complex structure Jx ∈ End (TxM) on
TxM ' gu/gu ∩ q

r
x as follow:

(1.30) Jx
(
πq−n

x
(Z) + πqn

x(Z) + gu ∩ q
r
x

)
� iπq−n

x
(Z) − iπqn

x(Z) + gu ∩ q
r
x

with Z ∈ g.

5. Matsuki’s Dual Orbits

Let G be a connected semisimple complex Lie group, G0 a real form of G,
corresponding to a conjugation σ. Fix a Cartan involution θ commuting with σ
and denote by τ = σ◦θ = θ◦σ the conjugation corresponding to the compact form
Gu = {x ∈ G | τ(x) = x} of G.

We begin by considering the full flag manifold N = G/B, with B ⊂ G a Borel
subgroup. We can identify N with the set B of all Borel subalgebras of g, via the
adjoint action of G.

We are interested in the study of the homogeneous submanifolds of N which
are the orbits of the left action of a subgroup G′ of G.

Set
K0 = Gθ

0 = G0 ∩Gu, K = Gθ = {z ∈ G | θ(z) = z}.
Then K0 is a maximal compact subgroup of G0 and K its complexification.

Definition 1.5.1. For p ∈ N = G/B, let us set

M+(p) = G0 · p ' G0/S0, with S0 = {x ∈ G0 | x · p = p},(1.31)

which is a real smooth submanifold of N,

M−(p) = K · p ' K/V, with V = {z ∈ K | z · p = p},(1.32)

which is a complex submanifold of N,

M0(p) = K0 · p = K0/I0, with I0 = {x ∈ K0 | x · p = p},(1.33)

which is a compact submanifold of N.

Theorem 1.5.2. There are a finitely many orbits M+(p) in N.

Proof. We know (see e.g. [30, Prop. 6.64]) that there are only a finite number
of conjugacy classes of Cartan subalgebras in g0, for the adjoint action of G0.
List them as h1, . . . , hk. Every Borel subalgebra b of g is G0-conjugate to a Borel
subalgebra containing one of the hi’s of the list. There are only a finite number of
Borel subalgebras containing a given Cartan subalgebra. They are parametrized by
the Weyl chambers of the corresponding root system, being of the form

b = hi +
⊕

α∈R+(C)

gα
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for the positive system R+(C) corresponding to the Weyl chamber C.
Thus the number of orbits M+(p) in N is bounded by k · |W|. �

Lemma 1.5.3. Let b and b′ be Borel subalgebras containing θ-stable Cartan
subalgebras of g0. If b and b′ are either G0- or K-conjugate, then they are K0-
conjugate.

Proof. Let b = h⊕ n and b′ = h′ ⊕ n′, where h and h′ are the complexifications
of θ-stable Cartan subalgebras h0 and h′0 of g0 and n, n′ the nilradicals of b, b′,
respectively.

Assume that b = Ad(g0)(b′), for some g0 ∈ G0. The proof in the case where
b = Ad(k)(b′) for some k ∈ K is similar, and will be omitted.

Both Ad(g0)(h′0) and h0 are Cartan subalgebras of b∩g0,which is a solvable Lie
subalgebra of g0. Hence Ad(g0)(h′0) = Ad(exp(X0))(h0) for some X0 in the nilradi-
cal of b∩ g0. For g1 = exp(−X0) · g0, we have Ad(g1)(h′0) = h0 and Ad(g1)(g′) = g.

We need to show that g1 ∈ K0. To this aim, we use the Cartan decomposition
G0 = exp(p0) ·K0 to write g1 = exp(Y0) · k0, with Y0 ∈ p0 and k0 ∈ K0. From

Ad(g1)(h′0) = h = θ(h0) = θ(Ad(g1)(θ(h′0)) = Ad(θ(g1))(h′0)

we obtain that

Ad(exp(Y0))(Ad(k0)(h′0)) = Ad(exp(−Y0))(Ad(k0)(h′0)),

i.e. y0 = Ad(exp(2Y0)) normalizes the θ-stable Cartan subalgebra Ad(k0)(h′0). This
implies that y0 ∈ K0 and thus that Y0 = 0, yielding g1 = k0 ∈ K0. �

By Lemma 1.5.3, K0 acts on the set Z of all Borel subalgebras which contain
a θ-stable Cartan subalgebra of g0.

Corollary 1.5.4. Each G0-orbit and each K-orbit in B meets Z in exactly
one K0-orbit. There are one-to-one correspondences between G0-orbits in N ' B,
K0-orbits in Z and K-orbits in N ' B:

N/G0 ' B/G0 ↔ Z /K0 ↔ B/K ' N/K.

Thus if b ∈ Z , then (G0 · b) ∩ (K · b) = K0 · b.

Proof. Every Cartan subalgebra of g0 is conjugate to one which is θ-stable (see
e.g. [23, Ch.IX, Cor.4.2]). This implies that every G0-orbit in B intersects Z and
Lemma 1.5.3 tells us that the intersection is a K0-orbit.

A b ∈ B contains a Cartan subalgebra h0 of g0, wich is conjugate with a θ-sta-
ble Cartan subalgebra h′0 of g0. Their complexifications h = C⊗ h0 and h′ = C⊗ h′0
are Cartan subalgebras of k and hence, since k is complex, there is k ∈ K such that
Ad(k)(h) = h′. Then b′ = Ad(k)(b) contains the θ-stable Cartan subalgebra h′0 and
therefore in an element of the intersection of Z with the K-orbit of b. Again, by
Lemma 1.5.3, the intersection of Ad(K)(b) with Z is a K0-orbit. �

Corollary 1.5.5. There are a finite number of K-orbits in N.

A general flag manifold M of G can be identified with the grassmannian Q of
the parabolic subalgebras q which are conjugate to a given parabolic subalgebra q0

of q. Each Borel b ∈ B is contained in a unique parabolic q ∈ Q, and therefore we
obtain a G-equivariant fibration

(1.34) π : N ' B 3 b −→ q ∈ Q ' M with π(b) = q if b ⊂ q.
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Writing M = G/Q and N = G/B with B ⊂ Q, the fibration can be described
by π(gB) = gQ.

Proposition 1.5.2 and Corollary 1.5.5 imply that G0 and K have a finite number
of distinct orbits in M.

However, Lemma 1.5.3 may fail, because the reductive factor qr of a parabolic
q < B may contain Cartan subalgebras of g0 which are not G0-conjugate.

Fix p ∈ M ' G/Q. If p = x · Q, then the stabilizer of p in Q is Qp =

ad(x−1)(Q). Since K∩Qp, G0 ∩Qp and K0 ∩Qp are the stabilizer subgroups of p
for the actions of K, G0 and K0 on M, respectively, then:

M−(p) = K(p) ' K/
(
K ∩Qp

)
,(1.35)

M+(p) = G0(p) ' G0/
(
G0 ∩Qp

)
,(1.36)

M0(p) = K0(p) ' K0/
(
K0 ∩Qp

)
.(1.37)

Set M− = {M−(p) | p ∈ M}, M+ = {M+(p) | p ∈ M}, M0 = {M0(p) | p ∈ M}.
Matsuki’s duality (see [33]) states that there is a one-to-one correspondence

M−↔M+ in which M−(p−)↔ M+(p+) iff M−(p−)∩M+(p+) = M0(p0) for some
p0 ∈ M.

Theorem 1.5.6 (Matsuki 1988). There is a bijection between M− and M+ in
which M−(p′) ∈M− and M+(p′′) are related if and only if M−(p′)∩M+(p′′) ∈M0.

Proof. The statement follows from the fact that two parabolic subalgebra q, q′,
containing a θ-stable Cartan subalgebra defined over R, are G0- conjugate (or K-
conjugate) if and only if that they are K0-conjugate and the fact that the fibration
(1.34) sends orbits to orbits. �

Theorem 1.5.7. We have:
(1) There exist only one closed orbit in M+ and only one open orbit in M−.
(2) M+(p) is closed iff M−(p) is open and M+(p) ⊂ M−(p);
(3) M−(p) is closed iff M+(p) is open and M−(p) ⊂ M+(p).

Proof. These results follow from the study of the orbits of the real forms in
[27], and Matsuki duality. �

6. CR Manifolds

Let M be real manifold of dimensione m, countable at infinity. A partial com-
plex structure of type (n, k) on M is the pair (HM, J) consisting of vector subbundle
HM of its tangent bundle T M and a smooth fiber-preserving vector bundle isomor-
phism

J : HM → HM

such that:
(1) J2 = −Id : HM → HM;
(2) JHxM = HxM ,∀x ∈ M;
(3) [X,Y] − [JX, JY] ∈ Γ(M,HM), ∀X,Y ∈ Γ(M,HM);
(4) dimR HxM = 2n , m = dim M = 2n + k.

We say that (HM, J) is formally integrable if

(1.38) [X, JY] + [JX,Y] = J([X,Y] − [JX, JY]), ∀X,Y ∈ Γ(M,HM).
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We denote by

T 1,0M = {x − iJX|X ∈ HM} and T 0,1M = {x + iJX|X ∈ HM},

the complex vector subbundle of the complexification CHM of HM, whose fibers
are the eigenspaces corresponding to the eigenvalues i and −i of J, respectively.
Then the formal integrability condition of (1.38) can also be expressed by

[Γ(M,T 1,0M),Γ(M,T 1,0M)] ⊂ Γ(M,T 1,0M),(1.39)

or, equivalently, by

[Γ(M,T 0,1M),Γ(M,T 0,1M)] ⊂ Γ(M,T 0,1M).(1.40)

The following relations hold:

• T 1,0M = T 0,1M;
• T 1,0M ∩ T 0,1M = {0};
• T 1,0M ⊕ T 0,1M = CHM.

Definition 1.6.1. An abstract CR manifold (M,HM, J) of type (n, k) is the
triple consisting of a smooth paracompact manifold M of dimension m = 2n + k
and a formally integrable partial complex structure (HM, J) of type (n, k) on it. We
call n the CR dimension and k the CR codimension of (M,HM, J).

If n = 0, we say that M is totally real; if k = 0, M is a complex manifold in view
of the Newlander-Nirenberg theorem. In the following, we shall often write for
simplicity M instead of (M,HM, J).

Definition 1.6.2. A CR-map of a CR manifold (M1,H1, J1) into a CR manifold
(M2,H2, J2) is a differentiable map

Φ : M1 → M2

such that:
(1) Φ∗(H1) ⊂ H2,
(2) Φ∗(J1X) = J2Φ∗(X), for every X ∈ H1.

A CR-embedding Φ : M → N of an abstract CR manifold M into a complex
manifold N is a CR-map wich is an embedding.

We say that a CR-embedding Φ : M → N is generic if the complex dimension
of N is n + k, where (n, k) is the type of M.

Let M be a CR manifold of type (n, k). Its characteristic bundle H0M is the
annihilator of HM in T ∗M. It is the rank k subbundle of T ∗M

H0M = {α ∈ T ∗M | α(X) = 0, ∀X ∈ Γ(M,HM)}.

Fix α ∈ H0
x M and X,Y ∈ HxM and choose α̃ ∈ Γ(M,H0M) and X̃, Ỹ ∈

Γ(M,HM) such that α̃(x) = α, X̃(x) = X and Ỹ(x) = Y. Then we have

(1.41) dα̃(X,Y) = −α([X̃, Ỹ]),

with the two sides of this equation only depending on α, X and Y . In this way we
associated to α ∈ H0

x M a quadratic form

(1.42) Lα(X) = α([JX̃, X̃]) = dα̃(X, JX)

on HxM. Since
Lα(X) = Lα(JX)

this form is Hermitian for the complex structure of HxM defined by J.
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Definition 1.6.3. The Hermitian form Lα defined by (1.42) is called Levi form
of M at α ∈ H0M.

We denote by λ(α) = (λ+(α), λ−(α)) the signature of Lα, considered as a Her-
mitian form for the complex structure of HxM defined by J; the integers λ+(α) and
λ−(α) are its positive and negative indices of inertia.

Definition 1.6.4. We say that M in q -pseudoconcave at x ∈ M if λ−(α) ≥ q
for every α ∈ H0

x M \ {0} and that M is q-pseudoconcave if it is q-pseudoconcave
at all points.

On an m-dimensional complex manifold M se have the Dolbeault complexes
of sheaves of germs of smooth forms:

(Ep,∗, ∂̄) : 0→ Ep,0 ∂̄
−−−−−→ Ep,1 −−−−−→ · · · −−−−−→ Ep,m−1 ∂̄

−−−−−→ Ep,m → 0.

Here Ep, j denotes the sheaf of germs of complex valued C∞ forms of bidegree (p, j)
on M. For Uopen ⊂ M, we denote by Hp, j(E(U)) the cohomology of this complex
for sections on U. Likewise, we can define the Dolbeault compexes for sheaves of
(p, j)-currents We also have the Dolbeault complexes on the sheaves of germs of
currents

(D′p,∗, ∂̄) : 0→ D′p,0
∂̄

−−−−−→ D′
p,1
−−−−−→ · · · −−−−−→ D′

p,m−1 ∂̄
−−−−−→ D′

p,m

→ 0.

Here, for every Uopen ⊂ M and each pair (p, j), the set D′p, j(U) of sections of
D′

p, j on U is defined as the topological dual of the space Dm−p,m− j(U) of smooth
forms, of bidegree (m − p,m − j), having compact support in U, for the standard
Schwartz topology. We denote by Hp, j(D′(U)) the corresponding cohomology
groups. Actually we have the isomorphisms

H j(U,Ωp) ' Hp, j(E(U)) ' Hp, j(D′(U))

by the Dolbeault lemma, the elliptic regularity, and the abstract de Rham theorem.
Here Ωp denotes the sheaf of germs of holomorphic p- forms on M, and H j(U,Ωp)
are the Čech cohomology groups on U , with coefficients Ωp and closed supports.

Likewise, we can consider the Dolbeault complexes for smooth forms or cur-
rents having compact support in U:

(Dp,∗, ∂̄) : 0→ Dp,0(U)
∂̄

−−−−−→ Dp,1(U) −−−−−→ · · · −−−−−→ Dp,m−1(U)→
∂̄

−−−−−→ Dp,m(U)→ 0,

(E′p,∗, ∂̄) : 0→ E′p,0(U)
∂̄

−−−−−→ E′
p,1(U) −−−−−→ · · · −−−−−→ E′

p,m−1(U)→
∂̄

−−−−−→ E′
p,m(U)→ 0

where E′p, j(U) is the space of currents of bidegree (p, j), with compact support
contained in U. The corresponding cohomology groups are denoted by Hp, j(D(U))
and Hp, j(E′(U)), respectively. In fact,

Hp, j(D(U)) ' Hp, j(E′(U)),

as they can be interpreted as Čech homology groups with coefficients in the same
cosheaf (see e.g. [14]).
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Next we consider a C∞-smooth CR submanifold M0 of type (n, k) , which we
assume to be generically and properly embedded in M (so that n + k = m). Let
IM0 denote the ideal sheaf in the grassmann algebra E of germs of complex valued
C∞ forms on N, that is locally generated by function which vanish on M and by
their antiholomorphic differentials. This is a graded subsheaf of rings of E and we
denote by I p, j

M0
the intersection IM0 ∩ E

p, j. Since

IM0 =
⊕

0≤p, j≤m

I p, j
M0

and ∂̄(I p, j
M0

) ⊂ I p, j+1
M0

, ∀0 ≤ p, j ≤ m,

we obtain subcomplexes of the Dolbeault complexes (Ep,∗, ∂̄):

(I p,∗
M0

, ∂̄) : 0→ I p,0
M0

∂̄
−−−−−→ I p,1

M0
−−−−−→ · · · −−−−−→ I p,m−1

M0

∂̄
−−−−−→ I p,m

M0

→ 0.

and hence quotient complexes ([Ep,∗], ∂̄M0), defined by the short exact sequences
of fine sheaves complexes:

0 −−−−−→ (I p,∗
M0

, ∂̄) −−−−−→ (Ep,∗, ∂̄) −−−−−→ ([Ep,∗, ∂̄M0) −−−−−→ 0.

We denoted by ∂̄M0 the differential induced by passing to the quotients. Thus the
quotient complex is

([Ep,∗], ∂̄M0) : 0→ [Ep,0]
∂̄M0
−−−−−→ [Ep,1] −−−−−→ · · ·

· · · −−−−−→ [Ep,m−1]
∂̄M0
−−−−−→ [Ep,m]→ 0.

In fact the quotient sheaf [E] is supported by M0 and the cohomology groups on
Uopen ⊂ M of ([Ep,∗], ∂̄M0) only depend on the intersection U ∩ M0 and will be
denoted by Hp, j([E](U ∩ M0)). They are the smooth ∂̄M0 -cohomology groups of
U ∩ M0, or the tangential Cauchy-Riemann cohomology groups of M0 ∩ U.

Note that [Ep, j] = 0 when j > n. We already observed that [Ep, j]p = {0} for
p ∈ M \ M0, and in fact [E] is isomorphic to a sheaf of free C∞-modules on M0,
so that the ([Ep,∗], ∂̄M0) are complexes of first order partial differential operators on
sections of smooth vector bundles on M0.

In order to define the ∂̄M-cohomology groups on currents, we first consider the
spaces [Dp, j](M0 ∩ U) of section in [Ep, j](M0 ∩ U) having compact support in
M0 ∩ U. There are short exact sequences

(1.43) 0→ I p, j
M0

(U) ∩Dp, j(U) −−−−−→ Dp, j(U) −−−−−→ [Dp, j](U ∩ M0)→ 0.

Currents are defined by duality:

[D′p, j](U ∩ M0) =
(
[Dn+k−p,n− j](U ∩ M0)

)′
.

By (1.43), [D′p, j](U∩M0) is isomorphic to annihilator of IM0(U)∩Dn+k−p,n− j(U)
in D′p,k+ j(U). Note that in the degree of the current on M corresponding to the
current on M0 there is an index shift equal to the real codimension of M0. Since
the definition of the ideal IM0 only involves the pull-back of smooth forms to M0,
it follows that the annihilator, and hence [D′p, j](M∩U) consists of currents whose
coefficients are single layer distributions carried by M0. In this way we obtain, for
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each 0 ≤ p ≤ n + k, a complex of sheaves

([D′p,∗, ∂̄M0) : 0→ D′p,0
∂̄M0
−−−−−→ D′

p,1
−−−−−→ · · ·

· · · −−−−−→ D′
p,n−1

∂̄M0
−−−−−→ D′

p,n
→ 0.

We denote by Hp, j([D′](U ∩M0) its cohomology groups, which are called the and
refer to as the distribution ∂̄M- cohomology groups of M0 ∩ U. The differential
operators in this complex are easily described by their identification with

∂̄ : (IM0(U) ∩Dn+k−p,n− j(U))0 → (IM0(U) ∩Dn+k−p,n− j−1(U))0

which should be computed in the sense of currents (see e.g. [41]).
We can also consider, for 0 ≤ p ≤ n + k, the cohomology groups of the

corresponding complexes of forms and of currents with compact support:

([Dp,∗](U ∩ M0), ∂̄M0) : 0→ [Dp,0](M0 ∩ U)
∂̄M0
−−−−−→ [Dp,1](U ∩ M0)→ · · ·

· · · → [Dp,n−1](U ∩ M0)
∂̄M0
−−−−−→ [Dp,n](U ∩ M0)→ 0,

([E′p,∗](U ∩ M0), ∂̄M0) : 0→ [E′p,0](M0 ∩ U)
∂̄M0
−−−−−→ [E′p,1](U ∩ M0)→ · · ·

· · · → [E′p,n−1](U ∩ M0)
∂̄M0
−−−−−→ [E′p,n](U ∩ M0)→ 0,

where [E′p, j](U∩M0) is the space consisting of the sections on U of [D′p, j], having
compact support, and we have the identification

[E′p, j](U ∩ M0) '
(
I n+k−p,n− j

M0
(U)

)0
.

We denote their cohomology groups by

Hp, j([D](U ∩ M0)) and Hp, j([E′](U ∩ M0)),

respectively.
Since the Poincaré lemma may fail for the tangential Cauchy-Riemann com-

plex (see e.g. [12]), the cohomology groups computed by the differential com-
plexes can be different from the corresponding Čech groups with coefficients in
the sheaves Ωp

M0
= ker{∂̄M0 : [Ep,0] → [Ep,1]} of CR-forms or Ω̃p,0 = ker{∂̄M0 :

[D′p,0]→ [D′p,1]} of CR-currents.
Following we remarks some of the main results for the relation between the

Levi form and CR-cohomology group , we gave as general reference [40].
We begin with the following proposition:

Proposition 1.6.5. Let M0 be a q-pseudoconcave CR-manifold of type (n, k),
and M be an (n + k)-dimensional tubular neighborhood of M0. Then there exists
a fundamental system U of tubular neighborhoods of M0, with U ⊂ M, having
smooth boundary, and with the Levi form of ∂U having at least q negative and at
least q − k − 1 positive eigenvalues.

Proof. For a proof of this facts see [40, Prop.3.2]. �

We recall that a complex manifold M of complex dimension m is called r-
pseudoconvex (r-pseudoconcave), in sense of Adreotti (see [26, pg.318]), if there
is a real valued smooth function φ on M, a compact set K and a constant c0 ∈ R,
such that:

(1) φ < c0 on M \ K;



6. CR MANIFOLDS 17

(2) for every c < c0, {φ ≤ c} is compact in M;
(3) the complex Hessian of φ has at least m − r positive (r + 1 negative)

eigenvalues at each point of M \ K.
If, in the definition of r-pseudoconvexity, we can choose K = ∅ the manifold M
is called r-complete. It is shown in [13] that if M is r-pseudoconvex then for any
coherent sheaf F on M we have

dim H j(M,F ) < ∞ if j > r.

Moreover if M is r-complete then H j(M,F ) = 0 f or j > r. If M is r-pseudoconcave
and F is a locally free coherent sheaf, then

dim H j(M,F ) < ∞ for j < r.

For an r-pseudoconcave M and any coherent sheaf F on M, we have

dim H j
k(M,F ) < ∞ for j > n + k − r,

where H j
k denotes cohomology with compact supports.

Corollary 1.6.6. Let M0 be a compact q-pseudoconcave CR manifold of type
(n, k). Then the fundamental system {U} of tubular neighborhoods in Proposition
(1.6.5) can be taken to be (n − q)-pseudoconvex and q-pseudoconcave.

Proof. See [40, Corollary 3.3]. �

Theorem 1.6.7. Let M0 be a compact q-pseudoconcave CR manifold of type
(n, k). Then for all 0 ≤ p ≤ n + k:

(1) for j < q and j > n − q, dim H j
(
M0, Ω

p
M0

)
and indeed the natural maps

H j (U, Ωp)→ H j
(
M0, Ω

p
M0

)
are isomorphisms, where {U} is as in Corollary (1.6.6).

(2) for j < q there are isomophisms H j
(
M0, Ω

p
M0

)
' H j (M0, Ω

p).

(3) for j > n − q, dim Hp, j (M0) < ∞.

Proof. We have
H j

(
M, Ωp

M0

)
= lim

→

U⊃M0

H j(U, Ωp).

By [13]
H j (U′, Ωp) '→ H j (U, Ωp) for j < q and j > n − q

if U ⊃ U are tubular neighborhoods as in Corollary (1.6.6), and hence we obtain
(1). The isomorphisms in (2) follow by the proof of the abstract deRham theorem,
since we have the Poincaré lemma for ∂̄M0 in the correct range [1], [39]. For (3)
see [41, p.155]. �





CHAPTER 2

CR Structures of Matsuki’s Dual Orbits

References for this chapter are [2–4, 9–11].

1. Homogeneous CR Manifolds

Let G0 be a real Lie group with Lie algebra g0, and denote by g = C ⊗ g0 its
complexification.

Definition 2.1.1. A G0-homogeneous CR manifold is a G0-homogeneous smooth
manifold endowed with a G0-invariant CR structure.

Let M be a G0-homogeneous CR manifold. Fix a point p0 ∈ M and denote by
S0 its stabilizer in G0. The natural projection

π : G0 −→ G/S0 ' M,

makes G0 the total space of a principal S0-bundle with base M. Denote by Z(G0)
the space of smooth sections of the pullback to G0 of the bundle T 0,1M of anti-
holomorphic tangent vectors to M, i.e. the set of complex valued vector fields Z on
G0 such that

dπC(Zg) ∈ T 0,1
π(g)M, ∀g ∈ G0.

Since T 0,1M is formally integrable, Z (G0) is formally integrable, i.e.

[Z(G0),Z(G0)] ⊂ Z(G0).

Being invariant by left translations, Z(G0) is generated, as a left C∞ (G0,C)-module,
by its left invariant vector fields. By the formal integrability assumption, the sub-
space

(2.1) q = (dπC)−1(T 0,1
x0

M) ⊂ g = TCe G0,

is a Ad(S0)-invariant complex Lie subalgebra of g. By all these observations we
have the following Lemma:

Lemma 2.1.2. Denote by s0 the Lie algebra of the isotropy subgroup S0. Then
(2.1) establishes a one-to-one correspondence between the G0-homogeneus CR
structures on M = G0/S0 and the Adg(S0)-invariant complex Lie subalgebras q of
g such that q ∩ g0 = s0. �

This lemma suggests to introduce the following (see [34])

Definition 2.1.3. A CR algebra is a pair (g0, q), consisting of a real Lie algebra
g0 and a complex Lie subalgebra q of its complexification g, such that the quotient
g0/(g0 ∩ q) is a finite dimensional real vector space.

If M is a G0-homogeneous CR manifold and q is defined by (2.1), we say that
the CR algebra (g0, q) is associated to M at x0.

The intersection q ∩ q is a complex Lie subalgebra of g, which is the complex-
ification of the Lie algebra s0 = q ∩ g0 of the stabilizer S0 of x0 in G0.

19
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The CR-algebras associated to M at different points are conjugate: if (g0, q) is
associated to M at x0, and g ∈ G0, then (g0,Ad(g−1)(q)) is associated to M at g · x0.

The CR-dimension and CR-codimension of M can be expressed in terms of the
associated CR algebra (g0, q):

CR − dim M = dimC q − dimC(q ∩ q̄);(2.2)
CR − codimension M = dimC g − dimC(q + q̄).(2.3)

By Lemma 2.1.2, the datum of its associated CR-algebra at any point charac-
terizes the CR-structure of a G0-homogeneous CR manifold M.

Let M, N be G0-homogeneous CR manifolds and φ : M → N a G0-equivariant
smooth map. Fix x0 ∈ M al let (g0, q) and (g0, e) be the CR algebras associated to
M at x0 and to N at φ(x0), respectively. Then

(2.4) q ∩ q̄ ⊂ e ∩ ē.

Proposition 2.1.4. A G0-equivariant map φ : M → N is CR if and only if

(2.5) q ⊂ e.

Proof. Taking into account (2.4), condition (2.5) is equivalent to the inclusion

dφC(T 0.1
x0

M) ⊂ T 0.1
φ(x0)N.

By the assumption that φ and the CR-structures of M and N are G0-equivariant,this
is equivalent to the fact that dφC(T 0,1

x M) ⊂ T 0,1
φ(x)N for all x ∈ M and therefore that

φ is CR. �

Proposition 2.1.5. A G0-equivariant CR-map φ : M → N is a CR-submersion
if and only if e = q + e ∩ ē;

Proof. A G0-equivariant CR map φ of G0-homogeneous spaces is always a
submersion, because

dφe : g0/(g0 ∩ q)→ g0/(g0 ∩ e)

is onto, as g0 ∩ q ⊂ g0 ∩ e. It is a CR submersion iff, moreover, q ⊂ e and

dφCe : q/(q ∩ q̄)→ e/(e ∩ ē)

is onto. This last condition is equivalent to e = q + e ∩ ē. �

The fibers of a G0-equivariant CR submersion are homogeneous CR manifolds.
Indeed, if S′0 is the stabilizer of φ(x0) ∈ N, with Lie algebra s′0 = e ∩ g0, then
F0 = φ−1(φ(x0)) ' S′0/S0 has (s′0, q ∩ e) as associated CR algebra at x0.

Corollary 2.1.6. A CR-subbmersion φ : M → N has :
(1) totally real fibers if and only if q ∩ ē = q̄ ∩ e = q ∩ q̄ ;
(2) complex fibers if and only if q ∩ ē + q̄ ∩ e = e ∩ ē. �

2. vn-reductive CR-algebras

For the results of this section we refer to [11].
Let k be a reductive complex Lie algebra and

k = z ⊕ s

be its decomposition into the sum of its center z = {X ∈ k | [X,Y] = 0, ∀Y ∈ k} and
its semisimple ideal s = [k, k].
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The Lie algebra k admits a faithful linear representation in which all elements of
z correspond to semisimple matrices. This leads to an intrinsic notion of semisim-
ple and nilpotent elements of k, as those to which are associated semisimple or
nilpotent matrices, respectively. Each element X ∈ k admits a unique Jordan-
Chevalley decomposition

(2.6) X = Xs + Xn, with Xs, Xn ∈ k and Xs semisimple, Xn nilpotent.

A real or complex Lie subalgebra v of k is called splittable if, for each X ∈ v,
both Xs and Xn belong to v.

Let v be a Lie subalgebra of k and rad(v) its radical (i.e. the maximal solvable
ideal). We denote by

(2.7) vn = {X ∈ rad(v) | ad(X) is nilpotent}

its nilradical (see [21, p.58]). It is the maximal nilpotent ideal of v. We have
(see [17, Ch.VII,§5,Prop.7])

Proposition 2.2.1. Every splittable Lie subalgebra v is a direct sum

(2.8) v = vr + vn,

of its nilradical vn and of a reductive subalgebra vr, which is uniquely determined
modulo conjugation by elementary automorphisms of v. �

We assume in the following that k is the complexification of a compact Lie
algebra k0. Since compact Lie algebras are reductive, and the complexification of
a reductive real Lie algebra is reductive, k is complex reductive. Conjugation in k
will be taken with respect to the real form k0.

Proposition 2.2.2. For any complex Lie sub algebra v of k, the intersection v∩ v̄
is reductive and splittable. In particular v ∩ v̄ ∩ vn = {0}. A splittable v admits a
Levi-Chevalley decomposition with a reductive Levi factor containing v ∩ v̄.

Proof. We recall that v is splittable if and only if rad(v) is splittable. When this
is the case, v admits a Levi- Chevalley decomposition, and all maximal reductive
Lie subalgebras of v can be taken as reductive Levi factors. The intersection v ∩ v̄
is reductive, because it is the complexification of the compact Lie algebra v ∩ k0.
Then the reductive Levi factor in the Levi-Chevalley decomposition of v can be
taken to contain v ∩ v̄. �

We use the notation
i0 = v ∩ k0, vr = v ∩ v̄.

The following defintion outlines the class of CR algebras that will be consid-
ered in this thesis.

Definition 2.2.3. Let K0 be a compact Lie group with Lie algebra k0 and M0 a
K0-homogeneous CR manifold, with stabilizer I0 and CR algebra (k0, v) at a point
x0 ∈ M0. We say that M0 and its CR-algebra (k0, v) are vn-reductive if

(2.9) v = (v ∩ v) ⊕ vn,

i.e. if vr = v ∩ v̄ is a reductive Levi factor in v.

If (k0, v) is vn-reductive, then v is splittable. Indeed all the elements of vn are
nilpotent and those in v∩k0 are semisimple. Hence v has a system of generators that
are either nilpotent or semisimple and therefore is splittable (see [17, Ch.VII,§5
,Thm.1 ]).
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3. Matsuki’s dual homogeneous CR manifolds

Having fixed p0 ∈ M ' G/Q, we will use the notation M+,M− and M0 for the
corresponding submanifolds of M containing p0, omitting the explicit reference to
the point p0. We assume that the orbits M+ and M− are Matsuki-dual, so that M0
is their compact intersection. We will consider M+, M−, M0 as homogeneous CR
manifolds of the Lie groups G0,K and K0, respectively. We begin by considering
the principal fibration, given by (1.33),

(2.10) π : K0 → M0 ' K0/I0,

and take the complexification of its differential in e

(2.11) dπCe : k→ TCp0
M0.

With v equal to the Lie algebra of V � K ∩ Qp0 , it was shown in [8] that the CR
algebra (k0, v) is vn-reductive in sense of Definition 2.2.3. The projection (2.11)
restricts to a C-linear isomorphism of vn onto T 0,1

p0 M0, and the pullback by (2.11)
of the CR-structure T 0,1

p0 M0 � vn in p0 is

(dπCe )−1
(
T 0,1

p0
M0

)
= v = vr ⊕ vn= (v ∩ v̄) ⊕ vn.

The pair (k0, v) is the CR algebra associated to M0 at p0. Let m0 be the linear
subspace of k0 given by

(2.12) m0 � {X ∈ k0| κ(X,Y) = 0, ∀Y ∈ i0 ⊕ (vn + v̄n) ∩ k0},

and let us denote by m its complexification. We have

CR−dim(M0) = dimC v − dimC vr = dimC vn,(2.13)

CR−codim(M0) = dimC k − dimC(v + v) = dimCm,(2.14)

for the complexification m of the orthogonal of ((v + v) ∩ k0) in k0.
For our purposes it is convenient to describe the totally complex CR-structure

of M− by explicitly constructing its CR algebra. First we need to consider the
complexification

(2.15) k 3 X → (X, X̄) ∈ k ⊕̃ k

of k, the conjugation σ̃ associated to the real form k of k⊕̃k being

(2.16) σ̃(X,Y) = (Ȳ , X̄).

Since M− is a complex manifold, its real tangent space has a complex structure J,
which corresponds to the differential of the multiplication by i in any holomorphic
coordinate chart:

(2.17) M− 3 p→ Jp � i· ∈ HomR(TpM−,TpM−), for p ∈ M−.

Using (2.15), at the base point p0 = (e · V, e · V̄), we have the complexification of
the tangent space

(2.18) TCp0
M− ' (k/v) ⊕̃ (k/v̄),

and the complex structure defined by (2.17) is described in this identification by
the restriction to the real tangent space of

(2.19) JCp0
: TCp0

M− 3 (Z,W)→ (i · Z,−i ·W) ∈ TCp0
M−.
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By (2.19) we can define

T 1,0
p0

M− =
{

1
2 ((Z, Z̄) − iJC(Z, Z̄))

∣∣∣ Z ∈ k/v
}

= {(Z, 0), with Z ∈ k/v}

= (v̄n ⊕m) ⊕̃ 0

and
T 0,1

p0
M− =

{
1
2 ((Z, Z̄) + iJC(Z, Z̄))

∣∣∣ Z ∈ k/v
}

= {(0, Z̄) with Z̄ ∈ k/v̄}

= 0 ⊕̃ (vn ⊕m).
Clearly

σ̃(T 1,0
p0

M−) = T 0,1
p0

M− and TCp0
M− = T 1,0

p0
M−⊕̃T 0,1

p0
M−.

We consider M− as the base of the principal V-bundle

π : K→ M− ' K/V.

Take the complexification of the differential in e of the projection π:

(2.20) dπCeC⊕eC : k ⊕̃ k→ TCp0
M−.

Then the pullback of the CR−structure T 1,0
p0 M− � Tp0 M− ' v̄n ⊕m is

(2.21)
(
dπCe

)−1 (
T 0,1

p0
M−

)
= (v⊕ v̄) ⊕̃ (vn ⊕ m) = v⊕ k.

Since σ̃(v ⊕̃ k) = k ⊕̃ v̄ then the complexification of the isotropy is

(2.22) (v ⊕̃ k) ∩ σ̃(v ⊕̃ k) = v ⊕̃ v̄.

Then (k, v ⊕ k) is the CR - algebra of M− at p0. Since
v ⊕̃ k + σ̃(v ⊕̃ k) = (v ⊕ k) + (k ⊕ v) = k⊕ k,

it is totally complex. Indeed

CR − dim M− = dimC(v ⊕ k) − dimC (v ⊕ v̄) = dimC v̄n + dimCm(2.23)

CR − codimM− = dimC k ⊕ k̄ − dimC((v ⊕ k) + σ̃(v ⊕ k)) = 0.(2.24)

For the G0-orbit M+ we consider the principal fibration, given by (1.31),

(2.25) π : G0 → M+ ' G0/S0,

with S0 = G0 ∩Qp0 , and take the complexification of its differential in e

(2.26) dπCe : g→ TCp0
M+.

We denote the pullback by (2.26) of the CR - structure T 0,1
p0 M+ in p0 by

(2.27) q =
(
dπCe

)−1 (
T 0,1

p0
M+

)
,

so that the pair (g0, q) is the CR - algebra of M+ at p0. The set q of (2.27) is a
complex Lie subalgebra of g with q ∩ g0 = s0, the Lie algebra of the isotropy S0.
We have

CR − dim M+ = dimC q − dimC(q ∩ q̄)(2.28)
CR − codimM+ = dimC g − dimC(q + q̄).(2.29)

Thus, we have

Proposition 2.3.1. Let M+ and M− be Matsuki’s dual orbit with M0 ' M− ∩
M+. We have:
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(1) The immersion iM0 : M0 → M− is a generic CR immersion.

(2) The immersion iM+
: M+ → M is a generic CR immersion.

(3) The orbits M0 and M+ have same CR−codimension.

Proof. (1) We have

diM0

(
Tp0 M0,1

0

)
= Tp0 M0,1

− ∩ diM0

(
TCp0

M0
)
.

The sum of (2.13) with (2.14) equals (2.23). Then iM0 is CR and generic.
(2) Similarly CR − dim M+ + CR − codim M+ = dimC q̄.
(3) We have dimC g − dimC(q + q̄) = dimC k − dimC(v + v̄). �

Remark 2.3.2. We note that the immersion i : M0 → M+, when M0 , M+, is
not CR-generic.



CHAPTER 3

Mostow Fibration

We keep the notation of the previous chapter. By a classical result of G.D.
Mostow (see [36, 37]), there is a K0-equivariant fibration

π : K/V ' M− → M0 ' K0/I0.

In fact, generalizing the classical Cartan decomposition, Mostow shows (see
[37, Theorem A, p.473]) that, if V is a closed subgroup of a Lie group K, and both
V and K have finitely many connected components, then one can find compact
subgroups I0 ⊂ K0 ⊂ K and Euclidean subspaces E and F of K such that

V = I0 · E

and

K = K0 · F · E

as topological direct products, with

kFk−1 = F, for all k ∈ I0.

Here I0 and K0 are maximal compact subgroups of V and K, respectively.
By saying that F = {Fp} is a K0-equivariant fibration of M− = K/V with

Euclidean fibers we mean that K0 acts transitively on F and that the stabilizer in
K0 of the fiber Fp through p ∈ M− acts on Fp as a group of linear isometries for
a suitable Euclidean structure on Fp. Each fiber contains regular points p which
are fixed by its stabilizer. The K0-orbit of a regular point is a submanifold M0 of
G/V, which intersects each fiber of F in a single point, which can be taken as the
0 vector for its Euclidean structure.

Seeking for an exhausting function φ : M− = K/V → R, with φ ≥ 0 and
K0/I0 = M0 = φ−1(0), it is a reasonable approach to fix a Riemannian structure on
the fiber of the Mostow fibration and take φ equal to the distance from the origin
on the fibers.

In this way, using the Andreotti-Grauert theory, we can investigate the rela-
tionship of the Dolbeault cohomology of M− and the inductive limit of the corre-
sponding cohomology groups of the tubular neighborhoods of M0, which are the
real-analytic CR-cohomology groups of M0.

To this aim, it will be interesting to clarify the structure of the fibers, to un-
derstand to what amount the signatures of the scalar Levi forms on M0 reflects the
pseudo-convexity and the pseudo-concavity of the open sets Uc = {φ < c} of the
exhaustion.

25
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1. The Mostow fibration of M−

Let K0 be a compact Lie group and M0 a K0-homogeneous reductive compact
homogeneous CR manifold. Fix a point p0 ∈ M0 to represent M0 as the quotient
K0/I0 of K0 modulo the stabilizer I0 of a base point p0. The CR structure of M0
is assumed to be K0-equivariant, and therefore is described by the datum of an I0-
invariant complex Lie subalgebra v of the complexification k of the Lie algebra k0
of K0, subject to the condition that the intersection v ∩ k0 is the Lie algebra i0 of
the isotropy I0. The fact that M0 is reductive means, according to [8], that v has a
Levi-Chevalley decomposition

v = vr ⊕ vn,

in which

• vn is the nilradical, consisting of the nilpotent elements of its radical;
• the reductive factor vr can be chosen to be the complexification of i0.

Note that the complexification of i0 is always reductive, because i0 is the Lie alge-
bra of a compact group. Thus our request is that its I0-invariant complement in v
consists of its nilradical.

We know from [8, Theorem 26] that v is the Lie algebra of a closed subgroup
V of the complexification K of K0, so that M− = K/V is a K-homogeneous com-
plex manifold, and we have a K0-equivariant CR-embedding M0 ↪→ M−, which is
generic. The subgroup V is algebraic and admits the Levi-Chevalley decomposi-
tion (see [21, §6.5])

(3.1) V = Vn o Vr, with |Vn ∩ Vr | < +∞.

Since a linear representation of a compact group is completely reducible, k0 de-
composes into a direct sum of Ad(I0)-invariant subspaces:

(3.2) k0 = i0 ⊕ ([vn ⊕ v̄n] ∩ k0) ⊕m0,

where the conjugation is taken with respect to the real form k0 and m0 is the or-
thogonal of i0 ⊕ ([vn ⊕ v̄n] ∩ k0) with respect to an Ad(K0)-invariant scalar product
on k0.

The differential of the projection π0 : K0 → M0 restricts to a linear isomor-
phism of ([vn⊕vn]∩k0 ⊕ m0) ⊂ k0 = TeK0 onto Tp0 M0. Withm = m0 +im0 ⊂ k, we
obtain by complexification a linear isomorphism of the complement vn ⊕ vn ⊕m of
vr in k onto the complexification CTp0 M0 of the tangent space of M0 at p0, which
gives the identifications

Tp0 M0 ' ([vn ⊕ v̄n] ∩ k0) ⊕m0, T 1,0
p0

M0 ' v̄n, T 0,1
p0

M0 ' vn,

Hp0 M0 ' [vn ⊕ v̄n] ∩ k0, Tp0 M0/Hp0 M0 ' m0.

The last one corresponds to representing the quotient T M0/HM0 as the orthogonal
of HM0 in T M0 with respect to a K0-invariant riemannian metric on M0.

By the Mostow decomposition of [37], we can represent M− as a Euclidean
fiber bundle over M0. The isotropy I0 is a maximal compact subgroup of V and,
putting together the Levi-Chevalley decomposition (3.1) and the Cartan decompo-
sition of Vr, we have a diffeomorphism

(3.3) I0 × i0 × vn 3 (x,Y,Z) −→ x · exp(iY) · exp(Z) ∈ V.
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At the Lie algebras level this corresponds to the direct sum decomposition

v = i0 ⊕ (i i0) ⊕ vn.

On the other hand, by complexifying (3.2) we obtain:

(3.4) k = vr ⊕ (vn ⊕ v̄n) ⊕ (m0 ⊕ im0).

Since1

vn ⊕ v̄n = vn ⊕ ([vn ⊕ v̄n] ∩ k0),
we obtain a direct sum decomposition

(3.5) k = k0 ⊕ im0 ⊕ (i i0 ⊕ vn).

This makes exp(im0) a natural candidate for the Euclidean fiber F of the Mostow
fibration.

We recall (see [36], [37], [38]) that, in view of the previous discussion, there is
an isomorphism

(3.6) K0 × F × i0 × vn 3 (x, v,Y,Z)
∼
−−→ x · v · exp(iY) · exp(Z) ∈ K.

This shows (see [37, p.474]) that

(3.7) M− = K/V ' K0 ×I0 F.

Recall that the right hand side is the quotient of K0 × F, modulo the equivalence
relation

(x, v) ∼ (x · k, ad(k−1)(v)), ∀x ∈ K0, ∀v ∈ F, ∀k ∈ I0.

The diffeomorphism is provided by the last horizontal map in the commutative
diagram

(3.8)

K0 −−−−−→ K0 × F
(x,v)→x·v
−−−−−−−→ Ky y yπ

M0 −−−−−→ K0 ×I0 F
∼

−−−−−−→ M−,

where π : K → M− = K/V is the canonical projection, and we have the fibration
of M− over M0

(3.9) π : M− ' K0 ×I0 F → K0/I0 ' M0

We can consider K0 as a reductive K0-homogeneous CR manifold with CR
algebra (k0, vn) (see e.g. [7]). We have the generic CR-embedding K0 ↪→ K/Vn.
Let us denote by M̃− the complex homogeneous space K/Vn. We have a commu-
tative diagram in which, since vn ⊂ v, the vertical arrows are CR and holomorphic
submersions, respectively:

K0 −−−−−→ M̃−y y
M0 −−−−−→ M−.

Note that the first vertical arrow of the diagram is a CR submersion with totally
real fibers.

1In fact, if Z̄ ∈ v̄n, then Z̄ = −Z + (Z + Z̄), with Z = ¯̄Z ∈ vn and Z + Z̄ ∈ k0. The sum is direct
because vn ∩ k0 = {0}.
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2. Some preliminary remarks

In [36, §7] D. Mostow shows that the fiber of a covariant fibration is (essen-
tially) unique. Let us consider the case where V is a closed algebraic subgroup of
SLn(C),with maximal compact subgroup I0 = V ∩ SU(n). The typical fiber F0 is
an I0-invariant Euclidean subspace of SLn(C) such that each ζ ∈ SLn(C) uniquely
decomposes into

(3.10) ζ = u · x · z, with u ∈ SU(n), x ∈ F0, z ∈ exp([p0(n) ∩ v] ⊕ vn)=̇E.

We want to show that the fiber is essentially determined by its image in P0(n) =

{x ∈ Cn×n | x∗ = x > 0} by the map SLn(C) 3 x→ x∗x ∈ P0(n).
Let us set

(3.11) Φ0 = {x∗x | x ∈ F0}.

We obtain

Proposition 3.2.1. A necessary condition for F0 being the fiber of a covariant
fibration is that

(3.12) {z ∈ V | z∗Φ0z = Φ0} = I0.

Proof. Assume that z∗y∗yz = x∗x, with z ∈ V and x, y ∈ F0. Then x = uyz for
some u ∈ SU(n). Decompose z = w · v, with w ∈ I0 and v ∈ E. We obtain

x = (u · w) · (w−1 · y · w) · v, with (u · w) ∈ SU(n), (w−1 · y · w) ∈ F0, v ∈ E.

Due to the uniqueness of the decomposition (3.10), we obtain that u = w−1 ∈ I0,
x = w−1 · y · w ∈ F0 and v = In. In particular, z = w · In = w ∈ I0. �

Proposition 3.2.2. (3.12), together with

the map F0 3 x −→ x∗x ∈ Φ0 is a diffeomorphism onto,(3.13)

the map Φ0 × V 3 (p, z) −→ z∗pz ∈ P0(n) is onto,(3.14)

are necessary and sufficient conditions in order that F0 be the typical fiber of a
covariant fibration.

Proof. In fact, for ζ ∈ SLn(C), by (3.14) there are z ∈ V and p ∈ Φ0 such that
ζ∗ · ζ = z∗ · p · z. By (3.13), there is a unique x ∈ F0 for which p = x∗x. From
ζ∗ · ζ = z∗ · x∗ · x · z we obtain that ζ = u · x · z with u ∈ SU(n). Then we use the
decomposition z = w · v with w ∈ I0 and v ∈ E to get the unique decomposition

x = (u · w) · (w−1 · y · w) · v, with (u · w) ∈ SU(n), (w−1 · x · w) ∈ F0, v ∈ E.

This completes the proof. �

3. Geometry of the space of Hermitian symmetric forms

For better understanding the Mostow decomposition of M− ' K/V, we begin
by investigating the structure of SLn(C)/SU(n), which is a noncompact Hermitian
symmetric space of rank (n − 1). We consider [19] as a general reference.

These comments are relevant because the compact Lie group K0 has, for some
integer n > 1, a faithful linear representation in SU(n), which extends to a linear
representation K ↪→ SLn(C). We can therefore identify K with a closed subgroup
of SLn(C) and M− with a submanifold of SLn(C)/V.
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The linear group SLn(C) has the Cartan decomposition

(3.15) SU(n) × p0(n) 3 (x, X) −→ x exp(X) ∈ SLn(C),

where its maximal compact subgroup SU(n) = {x ∈ SLn(C) | x∗x = In} consists
of the n × n unitary matrices with determinant one, and p0(n) is the subspace of
traceless Hermitian symmetric matrices in Cn×n.

The quotient Mn = SLn(C)/SU(n) is endowed with a riemannian metric with
nonpositive sectional curvature. We can identify Mn with the set P0(n) of positive
definite Hermitian symmetric matrices in SLn(C) (which is diffeomorphic to p0(n)
via the exponential map). In this way Mn is an open subset of p0(n) and its tan-
gent bundle T Mn is naturally diffeomorphic to the subbundle of the trivial bundle
P0(n) × p(n) (here p(n) is the space of Hermitian symmetric matrices in Cn×n, with
no trace condition)

T Mn ' {(p, X) ∈ P0(n) × p(n) | trace(p−1X) = 0}.

In this identification, SLn(C) acts on Mn by

(3.16) SLn(C) ×Mn 3 (z, h) −→ zhz∗ ∈ Mn,

as a group of isometries, and SU(n) is the stabilizer of the identity e = In, that we
choose as the base point.

The metric on Mn is associated to the restriction to p0(n) of the canonical sym-
metric bilinear form

(3.17) 〈X|Y〉 = trace(XY) for X,Y ∈ sln(C),

which is real valued and positive definite on p0(n). This means that at the base
point e = π(In) the Riemannian metric is defined by

ge(X,Y) = 〈X|Y〉, for X,Y ∈ p0(n) ' TeMn,

and at a point p = zz∗ ∈ Mn , for z ∈ SLn(C), by

(3.18) gp(X,Y) � ge(p−1X, p−1Y).

By the trace’s properties, for all X,Y ∈ TpMn, we have

gp(X,Y) = trace(p−1Xp−1Y) = trace(X p−1Y p−1)

= trace(z−1X[z∗]−1z−1Y[z∗]−1)

which yields in particular

(3.19) gp(X,Y) = 〈z−1X(z∗)−1|z−1Y(z∗)−1〉, for X,Y ∈ TpMn.

Thus we have verified

Proposition 3.3.1. SLn(C) acts by (3.16) as a group of isometries.

The exponential map restricts to a diffeomorphism

p0(n) 3 X → exp(X) ∈ Mn

and the curves t → exp(tX), for X ∈ p0(n), are the geodesics through the identity
in Mn. By translation, the curves in Mn of the form

(3.20) R 3 t → z exp(tX)z∗ ∈ Mn, for X ∈ p0(n), z ∈ SLn(C)
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are the complete geodesics issued from p = zz∗. We note that, if z ∈ SLn(C)
and z∗z = z1z∗1, with z1 ∈ SLn(C), then z1 = zu, with u ∈ SU(n) and therefore
z1 exp(tX)z∗1 = z exp(tAd(u)X)z∗.

To compute the distance of a point p ∈ Mn from the base point e, we observe
that SU(n) is the stabilizer of e and therefore dist(p, e) = dist(z∗p z, e) if z ∈ SU(n).
Taking z ∈ SU(n) such that p′ = zpz∗ = diag

(
λ1(p), . . . , λn(p)

)
, the geodesic seg-

ment joining e to p′ is

[0, 1] 3 t → exp
[
t · diag(log(λ1(h)), . . . , log(λn(h))

)]
.

Since dist(p, e) = dist(p′, e), this yields the formula for the distance:

(3.21) dist2(p, e) =
∑n

i=1
| log(λi(p))|2,

where λi(p) > 0 are the eigenvalues of p.

Lemma 3.3.2. If p1, p2 ∈ P0(n), then

(3.22) dist2(p1, p2)=
∑n

i=1
| log(λi(p−1

1 p2)|2.

Proof. Let a ∈ P0(n) with a2 = p1. By Sylvester determinant theorem [28] the
matrices p−1

1 p2 and a−1 p2a−1 have the same characteristic polynomial and hence
the same eigenvalues. Indeed p−1

1 p2 is conjugate to a(p−1
1 p2)a−1 = a−1 p2a−1.

Since dist(p1, p2) = dist(e, a−1 p2a−1), formula (3.22) follows from (3.21). �

3.1. Killing and Jacoby vector fields on Mn. Killing vector fields are the
infinitesimal generators of the one parameter groups of isometries. By Prop.3.3.1
the map

(3.23) sln(C) 3 Z −→ ζZ = {p→ Zp + pZ∗} ∈ X(Mn),

is an isomorphism between sln(C) and the Lie algebra of Killing vector fields
on Mn.

Fix H ∈ p0(n) and consider the geodesic

γH : R 3 t → exp(tH) ∈ Mn,

through the base point e. Denote by J(H) the space of Jacobi vector fields on γH ,
and by J0(H) the subspace of those those vanishing for t = 0.

For every Z ∈ sln(C), the restriction θZ∗ , of ζZ , to γH is a Jacobi vector field.
For h = exp(H), set suh(n) = {Z ∈ sln(C) | Z∗h + hZ = 0}. It is the Lie algebra of
the isotropy group of h for the action (3.16) of SLn(C).

Lemma 3.3.3. The correspondence

(3.24) θ : sln(C) 3 Z −→ θZ(t) = {t → Z∗ exp(tH) + exp(tH)Z} ∈ J(H)

is a linear map with kernel

(3.25) ker θ = {Z ∈ su(n) | [H,Z] = 0} = su(n) ∩ suh(n).

We have

(3.26) θ̇Z(t) = 1
2
(
exp(tH)[H,Z] − [H,Z∗] exp(tH)

)
= 1

2θ[H,Z](t), ∀t ∈ R.

In particular, θ̇Z is always orthogonal to γ̇H(t) along γH , whereas θZ is orthogonal
to γ̇H(t) along γH if and only if

(3.27) trace
(
(Z + Z∗)H

)
= 0.
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Proof. The condition θZ(0) = 0 implies that Z∗ + Z = 0, i.e. that Z ∈ su(n).
To compute the covariant derivative θ̇Z(t), we note that for all X ∈ p0(n) the vector
fields

R 3 t −→ (exp(tH), exp(tH/2)X exp(tH/2)) ∈ TγH(t)Mn

are parallel along γH . Thus

θ̇Z(t) =
d
ds

((
exp(−sH/2)[Z∗ exp([t + s]H) + exp([t + s]H)Z] exp(−sH/2)

))
|s=0

= 1
2
(
[Z∗,H] exp(tH) + exp(tH)[H,Z]

)
.

For Z ∈ su(n), we have Z∗ = −Z and therefore θ̇Z(0) = [H,Z], yielding (3.25).
Finally, we observe that, since H and γH(t) commute for all t,

gγH(t)(θZ(t), γ̇H(t)) = trace(γ−1
H (t)θZ(t)γ−1

H (t)HγH(t)) = trace
(
(Z + Z∗)H

)
;

gγH(t)(θ̇Z(t), γ̇H(t)) = trace(γ−1
H (t)θ̇Z(t)γ−1

H (t)HγH(t))

= trace
(
[H,Z − Z∗]H

)
= trace([[H,H],Z − Z∗]) = 0.

This completes the proof. �

To finish up the description of the Jacobi vector fields on γH we need to intro-
duce the space

(3.28) C(H) = {X ∈ p0(n) | [H, X] = 0} = i(su(n) ∩ suh(n)).

Lemma 3.3.4. For T0,T1 ∈ C(H),

(3.29) {R 3 t → J(t) = (T0 + tT1)γH(t)} ∈ J(H), with J(0) = T0 and J̇(0) = T1.

In particular, {TγH(t) | T ∈ C(H)} are the parallel Jacobi vector fields on γH . �

Since on the geodesics of negatively curved manifolds there are no pairs of
conjugate points, we obtain

Lemma 3.3.5. Denote by J0(H) the space of Jacobi vector fields vanishing at
0. Then the map

(3.30) J0(H) 3 J −→ J(t) ∈ Tγ(t)Mn

is a linear isomorphism for every t , 0. �

Since Mn has negative sectional curvature, if J ∈ J(H), then t → ‖J(t)‖ is a
nonnegative convex function and therefore there are the three possibilities:

(1) ‖J(t)‖ has neither a maximum nor a minimum;
(2) ‖J(t)‖ has a minimum and is unbounded;
(3) J(t) is parallel along γH .

For X, ξ ∈ p0(n), Z ∈ sln(C) we shall use the notation:
• JX is the Jacobi vector field satisfying

JX(0) = 0, J̇X(0) = X;

• Lξ is the Jacobi vector field satisfying

Lξ(0) = ξ, L̇ξ(0) = 0;

• θZ is the Jacobi vector field satisfying

θ(0) = Z + Z∗, θ̇Z(0) = 1
2 [H,Z − Z∗].
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Note that Lξ = 1
2θξ for ξ ∈ p0(n) and that θZ is the Jacobi associated to the Killing

vector field ζZ∗ .
Since H, and hence adH , are semisimple, we have a direct sum decomposition

p0(n) = Imm(ad(iH)) ⊕ Ker(ad(iH)) = [H, su(n)] ⊕ C(H).(3.31)

Therefore we obtain

Proposition 3.3.6. The space of Jacobi vector fields along γH is described by

J(H) = {θZ + tTγH | Z ∈ sln(C), T ∈ C(H)}.(3.32)

Those vanishing for t = 0 are

J0(H) = {θY + tTγH | Y ∈ i[H, su(n)], T ∈ C(H)}.(3.33)

For J(t) = θZ(t) + tTγH(t), with Z ∈ sln(C) and T ∈ C(H) we have

(3.34)

J(0) = Z + Z∗,
J̇(0) = 1

2 [H,Z − Z∗] + T,

J̇(t) = 1
2θ[H,Z]+T (t),

J̈(t) = 1
4θ[H,[H,Z]](t).

Proof. The characterizations of Jacobi vector fields in (3.32) and (3.33) follow
from Lemma 3.3.3 and Formula (3.31). To compute their covariant derivatives, we
can use the parallel transport TγH(t)Mn 3 X → exp(sH/2)X exp(sH/2) ∈ TγH(t+s)Mn
along γH . Then

θ̇Z(t) =

(
d
ds

)
s=0

[
exp(−sH/2)

{
Z∗ exp([t + s]H) + exp([t + s]H)Z

}
exp(−sH/2)

]
= 1

2 [Z∗,H] exp(tH) + 1
2 exp(tH) [H,Z] = 1

2θ[H,Z](t).

This yields (3.34). �

Lemma 3.3.7. We have

‖J(1)‖2 = ‖J(0)‖2+2(J(0)|J̇(0))+ 2
∫ 1

0
(1−t)

(
‖J̇(t)‖2 + (J(t), J̈(t))

)
dt,(3.35)

∀J ∈ J(H),

where norms and scalar products are taken at the corresponding points γH(t).

Proof. We use the integral form

f (1) = f (0) + f ′(0) +

∫ 1

0
(1 − t) f ′′(t)dt

of the reminder in Taylor’s expansion of a C2 function of a real variable, with
f (t) = ‖J(t)‖2

γ(t). �

To better understand Formula (3.35), it is convenient to introduce the symmet-
ric bilinear form

(3.36) (J1|J2)H =

∫ 1

0
(1−t)

{
(J̈1(t)|J2(t)) + (J1|J̈2(t)) + 2(J̇1(t)|J̇2(t))

}
dt,

for J1, J2 ∈ J(H).

Lemma 3.3.8. Form (3.36) is positive semidefinite on J(H) and

(J|J)H = 0⇔ J = θξ for a ξ ∈ C(H).
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Proof. For J ∈ J(H), we have

(J̈, J) = −(R(J, γ̇H)γ̇H |J) ≥ 0, ∀t ∈ R,

because Mn has negative sectional curvature. Thus for each t ∈ R the symmetric
form

β(J1(t), J2(t)) = g(J̈1(t), J2(t)) + g(J1(t), J̈2(t))
is positive semidefinite. Hence, if (J|J)H = 0, then J̇(t) = 0 for all t. The statement
follows from the fact that the Jacobi fields Lξ with ξ ∈ C(H) are exactly those
which are parallel along γH . �

By polarizazion we obtain

Lemma 3.3.9.

(J1(1)|J2(1))h = (J1(0)|J2(0))h+(J1(0)|J̇2(0))h+(J2(0)|J̇1(0))h + (J1|J2)H ,(3.37)
∀J1, J2 ∈ J(H).

�

Remark 3.3.10. To compute explicitly the scalar product of Jacobi vector fields
at different points, it is convenient to consider their parallel transport along γH to
the base point e. The correspondence is

TγH(t)Mn 3 θZ(t) −→ Zt + Z∗t ∈ TeMn, with Zt = exp(tH/2)Z exp(−tH/2).

In particular, since [H,Z]t = [H,Zt], we obtain

‖θ̇Z(t)‖2 = 1
4 trace({[H,Zt] + [H,Zt]∗}2)

= 1
4 trace({[H,Zt] − [H,Z∗t ]}2)

= 1
4 trace([H,Zt − Z∗t ]2),

(θZ(t)|θ̈Z(t)) = 1
4 trace({Zt + Z∗t } · {[H, [H,Zt]] + [H, [H,Zt]]∗})

= 1
4 trace({Zt + Z∗t } · [H, [H,Zt + Z∗t ]])

= − 1
4 trace([H,Zt + Z∗t ]2).

Since [H,Z∗t ] = −[H,Zt]∗, we obtain

‖θ̇Z(t)‖2 + (θZ(t)|θ̈Z(t)) = 1
4 trace(([H,Zt] + [H,Zt]∗)2 − ([H,Zt] − [H,Zt]∗)2)

= trace([H,Zt] · [H,Zt]∗).

With this notation, (3.35) can be rewritten as

‖Z1 + Z∗1‖
2 = ‖Z0 + Z∗0‖

2 + 2(H|[Z0,Z∗0]) +

∫ 1

0
(1−t) · trace([H,Zt] · [H,Zt]∗)dt

= ‖Z0 + Z∗0‖
2 + ([H,Z0]|Z∗0]) + ([H,Z0]∗|Z0)

+

∫ 1

0
(1 − t) · trace([H,Zt] · [H,Zt]∗)dt.

Remark 3.3.11. The space J(H) of Jacobi vector fields along γH has a natural
symplectic structure, defined by the form

ω(J1, J2) = trace(J1(0)J̇2(0) − J̇1(0)J2(0))(∗)

= (J1(t)|J̇2(t)) − (J2(t)|J̇1(t)), ∀t ∈ R,
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where the last expression is constant along γH (see [29, Prop.1.12.3]).
In particular, if X ∈ p0(n), Z ∈ sln(C) and trace(XZ) = 0, then

D
dt

gγH(t)(JX , LZ) = gγH(t)(J̇X , LZ) + gγH(t)(JX , L̇Z) = 2gγH(t)(J̇X , LZ),

because

ω(JX , LZ) = ge(J̇X(0), LZ(0)) − gγH(0)(JX , L̇Z(0)) = 1
2 trace(X(Z + Z∗)) = 0.

Lemma 3.3.12. If Z ∈ sln(C) and X ∈ p0(n), then

(3.38) (JX(1)|θZ(1))h = (X|Z + Z∗)e + (JX |θZ)H .

Proof. This follows by Formula (3.37) of Lemma 3.3.9 because JX(0) = 0. �

Lemma 3.3.13. Let X, ξ ∈ p0(n) be nonzero matrices such that

(3.39) (X|ξ)e = trace(X ξ) = 0.

Then

(3.40) |(JX(1)|Lξ(1))h| < ‖JX(1)‖h · ‖Lξ(1)‖h.

In particular, JX(1) and Lξ(1) cannot be proportional.

Proof. By Formula (3.37), we have

‖JX(1)‖2h = ‖JX‖
2
H ,

‖Lξ(1)‖2h = ‖ξ‖2e + ‖Lξ‖2H ,
(JX(1)|lξ(1))h = (JX |Lξ)H .

Then

|(JX(1)|Lξ(1))h| ≤ ‖JX‖H · ‖Lξ‖H < ‖JX‖H ·

√
‖ξ‖2e + ‖Lξ‖2H

when X and ξ are different from zero. This proves the lemma. �

Let J be any Jacobi vector field along γH . We rewrite Formula (3.35) in the
form

‖J(1)‖2h = ‖J(0)‖2e + 2(J(0)|J̇(0))e + (J|J)H .

Let us take J = θZ + JX with Z ∈ sln(C) and X ∈ p0(n) with trace(XZ) = 0.
Then

J(0) = Z + Z∗, J̇(0) = X + 1
2 [H,Z − Z∗]

yields

‖J(1)‖2h = ‖Z + Z∗‖2e + 2(Z + Z∗|X + 1
2 [H,Z − Z∗])e + (J|J)H

= ‖Z + Z∗‖2e + ([H,Z − Z∗]|Z + Z∗)e + (J|J)H

= ‖Z + Z∗‖2e + 2(H|[Z,Z∗])e + (J|J)H .

Thus we obtain

Lemma 3.3.14. Let Z ∈ sln(C) and X ∈ p0(n), with trace(XZ) = 0. Then

(3.41) ‖θZ(1) − JX(1)‖2h = ‖Z + Z∗‖2e + 2(H|[Z,Z∗])e + ‖θZ − JX‖
2
H . �
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An interesting feature of Formula (3.41) is that the first two summands are
independent of X. In particular, the left hand side is positive for all Z in a real
subspace v′ of sln(C) with v′ ∩ su(n) = {0} when ‖H‖e is sufficiently small.

The Jacobi vector fields can be used to compute the differential of the expo-
nential map. In fact, for H, X ∈ p0(n), the covariant derivative D

dt exp(H + tX)|t=0
is the value for t = 1 of the Jacobian vector field JX along γH , which was taken to
satisfy the initial conditions JX(0) = 0 and J̇X(0) = X. By the previous discussion,

JX(t) = [exp(tH),Y] + tT exp(tH) ∈ J0(H), where(3.42)
X = [Y,H] + T , with Y ∈ su(n) and T ∈ C(H),

and then we get

D
dt exp(H + tX)|t=0 = JX(1) = [exp(H),Y] + T exp(H).(3.43)

4. Decompositions with Hermitian fibers

Let V be a closed complex Lie subalgebra of SLn(C), which admits a Levi-
Chevalley decomposition (3.1). We keep the notation of Section 1, but substitute
im0 for m0. Then we set

m0 = (v + v∗)⊥ ∩ p0(n),

v
′ = vn ⊕ (v ∩ p0(n)).

As we indicated before, exp(m0) is our favourite candidate for the typical fiber F0
of a K0-covariant fibration of SLn(C)/V. In fact, we will show that this is the case
for some special classes of V. We begin by studying here the map

SU(n) ×m0 × V 3 (x, X, z)→ x exp(X)z ∈ SLn(C)

in general.

Proposition 3.4.1. We can find a real r > 0 such that the map

(3.44) λ : v′ ×m0 3 (z, X) −→ exp(Z∗) · exp(X) · exp(Z) ∈ Mn

is a local diffeomorphism for ‖X‖e < r.

Proof. By using the diffeomorphisms p → z∗ · p · z of Mn, we can reduce
to proving the statement at points (0,H), with H ∈ m0. At those points, to com-
pute the differential we can use the Jacobi vector fields θZ and JX on γH . In-
deed we have dλ(0,H)(Z, 0) = θZ(1) and dλ(0,H)(0, X) = JX(1). Moreover,
the maps v′ 3 Z → θZ(1) ∈ ThMn and m0 3 X → JX(1) ∈ ThMn are injective. By
Lemma 3.3.14 we have

‖JX(1) − θZ(1)‖2h ≥ ‖Z + Z∗‖2e − 2(H|[Z,Z∗])e, ∀X ∈ m0.

Since [Z,Z∗] = 0 when Z+Z∗ = 0, we have, for some constant C > 0,∣∣∣(H|[Z,Z∗])e
∣∣∣ ≤ C‖H‖e‖Z + Z∗‖2e .

The statement follows. �

Corollary 3.4.2. There is r > 0 such that the smooth map

(3.45) V ×m0 3 (z, X) −→ z∗ · exp(X) · z ∈ Mn

is a submersion for ‖X‖ < r. �
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Lemma 3.4.3. The map (3.45) is onto.

Proof. For each p ∈ Mn, the orbit

(3.46) Np = {z∗p z | z ∈ V}

of V∗ is a closed smooth submanifold of Mn. There is a point p0 ∈ Np having
minimal distance from e, i.e. satisfying

dist(p0, e) = minq∈Npdist(q, e).

We can assume that p0 = p. Let a =
√

p−1 ∈ P0(n), X = log(p) ∈ p0(n). Then
[0, 1] 3 t → γX(t) = exp(tX) is the geodesic arc joining e to p and γ̇(1) = a−1X a−1

is orthogonal to TpNp = {Z∗p + pZ | Z ∈ v}. Since a, a−1, p, X commute, we have

(a−1Xa−1|Z∗p + pZ)|h = trace(X(aZ∗pa + apZa)

= trace(aXZ∗pa + apXZa)

= trace(aXZ∗a−1) + trace(a−1XZa)

= trace(XZ∗) + trace(XZ)

= trace(X(Z + Z∗)) = 0, ∀Z ∈ v,

shows that X ∈ m0. In particular, each orbit Np intersects exp(m0). Thus, for each
p ∈ P0(n), the intersection Np∩exp(m0) contains a point z∗pz = exp(X), with z ∈ V
and X ∈ m0. This yields p = [z−1]∗ exp(X)[z−1], proving the Lemma. �

From Lemma 3.4.3 we obtain the surjectivity of the map

(3.47) SU(n) ×m0 3 (x, X) −→ π(x · exp(X)) ∈ SLn(C)/V,

where π : SLn(C)→ SLn(C)/V is the projection onto the quotient:

Proposition 3.4.4. The map (3.47) is onto.

Proof. Let z ∈ SLn(C). Then z∗z ∈ Mn and therefore

z∗z = v∗ · exp(2X) · v, with v ∈ V, X ∈ m0.

Then
x = z · v−1 · exp(−X)

satisfies

x∗ · x = exp(−X)[v−1]∗z∗z · v−1 · exp(−X)

= exp(−X)[v−1]∗v∗ · exp(2X) · v · v−1 · exp(−X) = In.

Therefore x ∈ SU(n) and

(3.48) z = x · exp(X) · v,

with x ∈ SU(n), X ∈ m0, v ∈ V. �

We already noticed that, in the situation of §1, where V is a closed subgoup
of the complexification K of a compact group K0, we can assume that K is an
algebraic subgroup of SLn(C), with K0 = K ∩ SU(n) and V ∩ SU(n) a maximal
compact subgroup of V. We obtain the general statement:
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Proposition 3.4.5. Let f0 = m0 ∩ k. Then we have a commutative diagram with
surjective arrows

(3.49) K0 × f0 //

$$

K0 ×I0 f0

yy
K/V,

where the horizontal arrow is the projection onto the quotient, the left arrow is
obtained by restricting (3.47), and the right arrow is obtained by passing to the
quotient.

Proof. It is sufficient to follow the proof of Proposition 3.4.4 and check that
X ∈ f0 and x ∈ K0 if we take z ∈ K.

In fact, for z ∈ K we obtain the decomposition

(3.50) z = x · exp(X) · v, with x ∈ K0, X ∈ f0, v ∈ V,

because K 3 z∗z = v∗ exp(2X)v implies that exp(2X) = [v∗]−1z∗zv−1 ∈ K and hence
X ∈ k ∩m0 = f0. �

The left arrow of (3.49) is actually the Mostow fibration when V is reductive
(see e.g. [43]).

Proposition 3.4.6. If V is reductive, then the natural surjective map

K0 ×I0 f0 → M− = K/V

is a diffeomorphism.

Proof. In this case V is algebraic and self-adjoint and therefore has the Cartan
decomposition

V = (V ∩ SU(n)) × exp(v ∩ p0(n)).

By Lemma 3.3.13, the map

(v∩ p0(n))× f0 3 (Z, X) −→ exp(Z∗) · exp(X) · exp(Z) ∈ V∩P0(n) = exp(v∩ p0(n))

is surjective and is a local diffeomorphism at every point of (v ∩ p0(n)) × f0. Thus,
being a connected covering of a simply connected space, is a diffeomorphism.
Hence, for every ζ ∈ K, there is a unique pair (Z, X) ∈ (v ∩ p0(n)) × f0 such that

ζ
∗ · ζ = exp(Z∗) · exp(X) · exp(Z).

Therefore u = ζ · exp(−Z) · exp(− 1
2 X) ∈ K0 and we obtain the direct product

decomposition

(3.51) K = K0 · exp(f0) · exp(v ∩ p0(n)),

from which the statement follows. �

Proposition 3.4.6 corresponds to an M− which is the Stein complexification of
a totally real compact M0. We will be more interested in the case where V has a
nontrivial unipotent radical.

When we know that decomposition (3.47) is unique, we can extract some ex-
tra information from the minimal distance characterization of p0 in the proof of
Lemma 3.4.3. For instance, as a corollary of Lemma3.4.3, we obtain the following
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Proposition 3.4.7. For h ∈ P0(n), denote by D`(h) the minor determinant of
the first ` rows and columns of h. Set D0(h) = 1 and let 0 < λ1(h) ≤ · · · ≤ λn(h) be
the eigenvalues of h. Then

(3.52) dist(h, e) =
∑n

`=1
| log(λ`(h))|2 ≥

∑n

`=1
| log(D`(h)/D`−1(h))|2.

If h is not diagonal, we have strict inequality.

Proof. We take V equal to the group of unipotent upper triangular matrices in
GLn(C). The element δ = e∆ ∈ Nh = {z∗hz | z ∈ V}, with ∆ ∈ p0, at minimal
distance from e satisfies trace([Z + Z∗]∆) = 0 for all nilpotent upper triangular Z
and hence is diagonal. The unique diagonal δ = z∗hz in Nh is the one obtained by
the Gram-Schmidt orthogonalization procedure. The proof is complete. �

The orbit of a point p ∈ Mn by the group of unipotent upper triangular matrices
of SLn(C) is an example of a horocycle of maximal dimension in a symmetric
space of noncompact type. We will generalize this situation while outlining a class
of subroups V for which F = exp(f0) can be taken as the fiber of the K0-covariant
fibration.

5. The general case

Before computing in general the typical fiber of the K0-covariant fibration
π : M− → M0, it is convenient to rehearse some notions introduced in [8, §3] to
construct what was called there CR deployment. We simply assume, in the begin-
ning, that k is a reductive Lie algebra over C.

For a Lie subalgebra a of k, we denote by r(a) its radical and by n(a) its ideal
consisting of the adk-nilpotent elements of r(a). Starting from any splittable Lie
subalgebra v of k we construct a sequence {v(h)} by setting recursively

(3.53)

v(0) = v,

v(h+1) = Nk(n(v(h))) = {Z ∈ k | [Z, n(v(h))] ⊂ n(v(h))}, ∀h ≥ 0.

Each Lie subalgebra v(h), with h ≥ 1, is the normalizer in k of the ideal of ad-
nilpotent elements of the radical of the preceding one. In the paper cited above
it is shown that v(h) j v(h+1) and n(v(h)) j n(v(h+1)) for all h ≥ 0 and that the
union

⋃
h≥0v(h) is a parabolic subalgebra w of k, which was called the parabolic

regularization of v. This shows that the set

(3.54) P(v) = {q | q is parabolic in k and v ⊂ q, n(v) ⊂ n(q)}

is nonempty.
Let us prove a general lemma on parabolic Lie subalgebras.

Lemma 3.5.1. If q1, q2 are parabolic Lie subalgebras of k, then

q = q1 ∩ q2 + n(q1)

is a parabolic Lie subalgebra of k.

Proof. By [17, Ch.VIII,Prop.10] we know that q1∩q2 contains a Cartan subal-
gebra h of k. If R is the set of roots corresponding to h, each parabolic Lie algebra qi
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(i = 1, 2) can be decomposed into a direct sum of h and of root spaces (see (1.11))
and there are A1, A2 ∈ hR such that

qi = h ⊕
∑
α∈R ,
α(Ai)≥0

kα,

where kα = {Z ∈ k | [A,Z] = α(A)Z, ∀A ∈ hR} is the root space of α.
Take ε > 0 so small that ε · |α(A2)| < α(A1) if α(A1) > 0. Then we have

q = h ⊕
∑
α∈R ,

α(A1+εA2)>0

kα

and this shows that q is parabolic. In fact, if L(qi) are the h-invariant reductive
summands of qi and n(qi) the ideals of nilpotent elements of their radicals, we have

q = (L(q1) ∩ L(q2)) ⊕ (L(q1) ∩ n(q2)) ⊕ n(q1). �

Let us assume, from this point, that k is the complexification of its compact
form k0. Using the lemma and parabolic regularization we obtain

Proposition 3.5.2. We can find q ∈ P(v) with L(q) = q ∩ q.

Proof. We can take q = (w ∩ w) + n(w), for the parabolic regularization w
of v. �

This shows that the set

(3.55) P0 = {q ∈ P(v) | q = (q ∩ q) ⊕ n(q)}

is nonempty. For q ∈ P0(v) we will use L(q) = q ∩ q. The parabolic regularizazion
produces a small w and a corresponding smaller (w ∩ w) ⊕ n(w) in P0(v). As
in [8], we are more interested in the maximal elements of P(v), because we have
(cf. [8, Proposition 20])

Proposition 3.5.3. If q is any maximal element of P0(v), then

(3.56) q = Lie
(
n(v) + L(q)

)
and n(q) =

∑
h
adh(L(q))(n(v)).

Proof. Let q ∈ P0(v) and denote by z the center of L(q). Being invariant under
conjugation, it is the complexification of the Lie subalgebra z0 of a maximal torus
t0 of k0. Set zR = iz0. Following the construction of Konstant in [32], we consider
the set Z consisting of the nonzero elements ν of the dual z∗R for which

kν = {X ∈ k | [Z, X] = ν(Z)X, ∀Z ∈ zR} , {0}.

This set Z shares many properties of the root system of a semisimple Lie algebra.
With the scalar product defined on zR by the restriction of the trace form of a
faithful linear representation of k and the corrisponding dual scalar product on z∗R,
we have

ν ∈ Z =⇒ −ν ∈ Z, and kν = k−ν,(i)
ν1, ν2, ν1 + ν2 ∈ Z =⇒ [kν1 , kν2] = kν1+ν2 ,(ii)
ν1, ν2 ∈ Z and (ν1|ν2) > 0 =⇒ ν1 − ν2 ∈ Z,(iii)
∀ν ∈ Z, kν is an irreducible L(q)-module,(iv)

n(q) =
∑

ν>0
kν, for some lexicographic order in Z,(v)

∃ a basis {µ1, . . . , µ`} ⊂ Z of positive simple roots of z∗R.(vi)
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The Lie algebra Lie(n(v) + L(q)) is contained in q and is a direct sum

Lie(n(v) + L(q)) = L(q) ⊕
∑

ν∈E
kν,

for a subset E of Z+ = {ν > 0}. Assume that there is a positive simple root µi
which does not belong to E . Since µi is simple, q′ = q ⊕ k−µi is still a parabolic Lie
subalgebra. Let us show that it is an element of P0(v). We have

q
′ = L(q′) ⊕ n(q′), with L(q′) = L(q) ⊕ kµi ⊕ k−µi and n(q′) =

∑
ν∈(Z+\{µi})

kν.

Note that L(q′) = q′ ∩ q̄′. An element X ∈ n(v) can be written in a unique way
as a sum X =

∑
ν∈E Xν with Xν ∈ kν. Then X ∈ n(q′), because E ⊂ Z+ \ {µi}.

This shows that n(v) ⊂ n(q′), i.e that q′ ∈ P0(v). Thus, if q is maximal in P0(v),
then Lie(n(v) + L(q)) contains all kµi for i = 1, . . . , ` and thus is equal to q, because
(ii) and the fact that every positive root is a sum o simple positive roots yield that
Lie(

∑`
i=1kµi) = n(q). Finally, it follows from the discussion above that n(q) is the

ad(L(q))-module generated by n(v). �

Analogously, we obtain

Proposition 3.5.4. If q ia any maximal element of P(v), then

(3.57) q = Lie(n(v) + L(q)),

for any reductive Levi factor L(q) of q, and n(q) is the ad(L(q))-module generated
by n(v). �

5.1. A decomposition Lemma for unipotent Lie groups. We recall that a
unipotent Lie group is a connected and simply connected Lie group having a nilpo-
tent Lie algebra. Let n be a nilpotent real (or complex) Lie algebra and N the
corresponding unipotent Lie group. We recall that exp : n→ N is an algebraic dif-
feomorphism and that each Lie subalgebra e of n is the Lie algebra of an analytic
closed subgroup E = exp(e) of N. The simple version of the Mostow decomposi-
tion theorem in this case reads

Proposition 3.5.5. Let N be a connected and simply connected nilpotent Lie
group with Lie algebra n and E a Lie subgroup of N with Lie algebra e ⊂ n. Then
we can find a linear complement l of e in n such that

(3.58) l × E 3 (X, x) −→ exp(X) · x ∈ N
is a diffeomorphism onto.

Proof. We argue by recurrence on the sum of the dimension n of n and of the
codimension k of e in n. The statement is indeed trivial when n = 1. If k = 1,
then e is an ideal in n. Indeed, by passing to the quotient, ad(e) acts as a group
of nilpotent maps, and hence trivially, on the one-dimensional vector space n/e.
Any linear complement l of e in n, being one-dimensional, is a Lie subalgebra of
n. By [23, Ch.VI,Lemma 5.2], the map

f : l × e 3 (X,Y) −→ exp(X) · exp(Y) ∈ N
is regular. Since e is an ideal, f (l × e) is a Lie subgroup of N. Since f (l × e)
contains an open neighborhood of eN, it follows that f is onto. Therefore f , being
a connected covering of a simply connected manifold, is a diffeomorphism.

Assume now that k > 1 and that the statement has already been proved when
the codimension of the subalgebra of the nilpotent Lie algebra is less than k or the
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nilpotent Lie algebra has dimension less than n. Since n is nilpotent, its center c
has positive dimension. If e ∩ c 3 A , 0, then A = exp(R · A) is a one-dimensional
normal subgroup of N and E. Denote by l′ the projection into n/(R · A) of a linear
complement l of e in n. Since dim(N/A) = n−1, by the recursive assumption there
is a diffeomorphism

f ′ : l′ × (E/A) 3 (X′, x′) −→ exp(X′) · x′ ∈ N/A.

Let us show that this implies that (3.58) is also a diffeomorphism. In fact, if ζ ∈ N,
by the surjectivity of f ′ there is a pair (X, y) ∈ l × E such that exp(X) · y = ζ · a,
for some a ∈ A. This shows that ζ = exp(X) · (y · a−1) and therefore (3.58) is
onto. If ζ = exp(X1) · (x1) = exp(X2) · (x2) · a, with X1, X2 ∈ l, x1, x2 ∈ E and
a ∈ A, then X1 = X2 = X because the projection l → l′ is a linear isomorphism.
Moreover, the correspondence ζ→ X is C∞-smooth, because f ′−1 is smooth. Then
ζ → x = exp(−X) · ζ ∈ E is also smooth, and ζ → (X, exp(−X)ζ) yields a smooth
inverse of (3.58).

If c ∩ e = {0}, then we can take a linear complement l of e in n containing c.
Arguing again by recurrence, we obtain a diffeomorphism

f ′ : (l/c) × ((E · C)/C) 3 (X′, x′) −→ exp(X′) · x′ ∈ N/C.

Then (3.58) is a diffeomorphism. Indeed, (E · C)/C ' E and therefore for ζ ∈ N
there is a unique x ∈ E, with x = φ(ζ) for a smooth function φ : N→ E, such that,
for some Z ∈ c and Y ∈ l,

ζ · exp(Z) = exp(Y) · x⇒ ζ = exp(Y + Z) · x.

The exponential is a diffeomorphism of n onto N. If we denote by log : N → n its
inverse, we obtain X = Y + Z = log(x−1ζ) ∈ l and

N 3 ζ→
(
log([φ(ζ)]−1

ζ),φ(ζ)
)
∈ l × E

is a smooth inverse of (3.58).
This map lifts to the diffeomorphism , because by the recursive assumption, if

f is a linear complement of R · A in e, then

f × R 3 (Y, λ)→ exp(Y) · exp(λA) = exp(Y + λA) ∈ E

is a diffeomorphism. This completes the proof. �

For the applications, we need some precision on the possible choices of l.

Proposition 3.5.6. We make the assumptions of Proposition 3.5.5and suppose,
moreover, that there is a semisimple Lie group A of automorphisms of n leaving
e invariant. Then we can choose an A-invariant linear complement l of e in n for
which (3.58) holds true.

Proof. We can follow verbatim the arguments in the proof of Proposition 3.5.5,
by adding at each step the requirement of l being A-invariant. This is possible
because of the semisemplicity assumption. In case c ∩ e = {0}, we can take an l
containing c, because c is A-invariant. �
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5.2. Characterization of the typical fiber. We keep the notation of §1. Fix
a parabolic subgroup Q of K, with Lie algebra q ∈ P0(v). It is well known that

(3.59) K = K0 ·Q.
Let L(Q) be the reductive factor of Q with Lie algebra L(q) = q ∩ q, which is the
complexification of its maximal compact subgroup L0(Q) = L(Q)∩K0 = Q∩K0.
The nilradical n(q) of q is the Lie algebra of its unipotent radical Qn = exp(n(q)).
By using the Cartan decomposition k = k0 ⊕ p0 of k (here p0 = ik0 because k is the
complexification of k0), and the Levi-Chevalley decomposition of Q, we obtain the
direct product decomposition

(3.60) Q = L(Q) exp(n(q)) = L0(Q) · exp(p0 ∩ q) · exp(n(q)).

By applying the decomposition (3.51) with L(Q) replacing K, we obtain the direct
product decomposition

(3.61) L(Q) = L0(Q) · exp(f0) · exp(p0 ∩ v),

with f0 equal to the orthogonal complement of (p0 ∩ v) in (p0 ∩ q).

Lemma 3.5.7. We have a direct product decomposition

(3.62) K = K0 · exp(f0) ·Qn · exp(p0 ∩ v).

Proof. By (3.60) and (3.61) we obtain the direct product decomposition

(3.63) K = K0 · exp(f0) · exp(p0 ∩ v) ·Qn.

We have
exp(v ∩ p0) ·Qn = Qn · exp(v ∩ p0)

because Qn is a normal subgroup. Indeed, for X ∈ v ∩ p0 and z ∈ Qn, we have

and

z · exp(X) = exp(X) · (exp(−X) · z · exp(X)︸                    ︷︷                    ︸
∈ Qn

exp(X) · z = (exp(X) · z · exp(−X)︸                    ︷︷                    ︸
∈ Qn

· exp(X).

The fact that the products are direct follows from the direct product decompositions
Q = L(Q) ·Qn = Qn · L(Q). This proves the lemma. �

Lemma 3.5.8. We can find an ad(I0)-invariant linear complement l of vn in qn
to obtain a direct product decomposition

(3.64) K = K0 · exp(f0) · exp(l) · exp(vn) · exp(v ∩ p0).

Proof. The statement is obtained by applying Proposition 3.5.6 to the case
where n = n(q), e = vn and A = Ad(I0). �

Putting together the results obtained so far, we have:

Theorem 3.5.9. If q ∈ P0(v), then the typical fiber of a Mostow fibration

(3.65) M− ' K0 ×I0 F0 −→ M0 ' K0/I0

can be taken equal to the product

(3.66) F0 = exp(f0) · exp(l)

of

(3.67) f0 = q ∩ q ∩ p0 ∩ (v + v)⊥



5. THE GENERAL CASE 43

and of a suitable Ad(I0)-invariant linear complement l of vn = n(v) in qn = n(q).
�

Example 3.5.10. Let v be the one dimensional complex Lie subalgebra of
sln(C) generated by a nilpotent matrix of rank (n − 1), that we can take equal to

Z0 =



0 1
0 1

. . .
. . .

0 1
0


.

Then we can take q equal to the Borel subalgebra t+n (C) of upper triangular complex
matrices, f0 equal to the algebra sdn(R) of real diagonal traceless matrices, and

l =

{
Z = (zi, j) ∈ n+

n (C)
∣∣∣∣∑1≤i<n

zi,i+1 = 0
}
,

where n+
n (C) are the upper triangular nilpotent complex n × n matrices.

Let P0(k) = exp(p0) be the Euclidean factor of the Cartan decomposition of
K. By employing the linear representation K ↪→ SLn(C), it can be identified to a
totally geodesic submanifold of P0(n).

Lemma 3.5.11. Assume that N is a unipotent subgoup of K. Then, for every
p ∈ P0(n), the map

(3.68) N 3 z −→ z∗hz ∈ Np = {z∗pz | z ∈ N}

is a diffeomorphism.

Proof. In fact the stabilizer Stab(p) of p for the right action

K × P0(k) 3 (z, x)→ z∗ · x · z ∈ P0(k)

of K on P0(k) is a compact group and hence Stab(p) ∩ N = {eK}. Thus (3.68)
is a diffeomorphism with the image, being the restriction to N ' N/{eK} of the
diffeomorphism K/Stab(p)→ P0(k). �

Corollary 3.5.12. Fix q ∈ P0(v) and let f0 and l be the corresponding sub-
spaces of k of Theorem 3.5.9. Then the elements X ∈ f0 and Z ∈ l of the decompo-
sition

ζ = u · exp(X) · exp(Z) · v, with u ∈ K0, v ∈ exp(vn) · exp(v ∩ p0)

are obtained in the following way:
• [0, 1] 3 t → exp(2tX) is the geodesic in P0(k) joining eK to the unique

point p0 of S ζ∗·ζ = {z∗ · ζ∗ · ζ · z | z ∈ V ·Qn} at minimal distance from eK;
• Z is the unique element of l such that exp(Z∗) · p0 · exp(Z) belongs to

Np0 = {z∗ · p0 · z | z ∈ V}.

Proof. Indeed the Mostow fibration of M′− = K/(V ·Qn) can be taken to have
a hermitian typical fiber exp(f0) and correspondingly we obtain a unique decom-
position

ζ = u · exp(X) · ξ · exp(Y) with ξ ∈ Qn and Y ∈ v ∩ p0.

Next we consider ξ∗ · exp(2X) · ξ = ξ∗ · p0 · ξ. By Lemma 3.5.11 and the choice of
l we know that the element ξ∗ · p0 · ξ of {z∗ · p0 · z | z ∈ Qn} uniquely decomposes
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as a product w∗ · exp(Z∗) · p0 · exp(Z) · w with w ∈ Vn and Z ∈ l. This yields the
thesis. �

6. Horocyclic Nilradical

In Theorem 3.5.9 we can take l = {0} when vn is the nilradical of a parabolic
q ∈ P0(v).

Theorem 3.6.1. If vn is the nilradical of a parabolic q ∈ P0(v), then

(3.69) K0 × f0 3 (x, X) −→ [x · exp(X)] ∈ M−,

where

(3.70) f0 = q ∩ q ∩ p0 ∩ (v + v)⊥,

induces a diffeomorphism of M− with

K0 ×I0 f0 = K0 × f0/ ∼, (were (x, X) ∼ (x · u,Ad(u−1)(X)), ∀u ∈ I0),

and

(3.71) M− ' K0 ×I0 f0 3 (x, X) −→ [x] ∈ M0 ' K0/I0,

is a Mostow fibration of M− over M0. �

Following the notation in [44, p.17], we give the following definition

Definition 3.6.2. Let V be a closed subgroup of K, which admits a Levi-
Chevalley decomposition. If its unipotent radical Vn is the unipotent radical of a
parabolic subgroup, then we say that V has horocyclic nilradical, or simply is HNR.

Let us go back to the notation of §1. We observe that by substituting to V the
subgroup V ·Qn, where Qn is the unipotent radical of a parabolic Q with q ∈ P0(v),
we simply put on the same M0 a stronger CR structure. In fact, the CR-algebra at
the base point was changed from (k0, v) to (k0, v+ qn). The spaces of the realization
changed from M− = K/V to an M′− = K/(V ·Qn), which is the basis of a complex
fiber bundle M− → M′−, with Stein fibers (cf. [8, Thm.4.7]).



CHAPTER 4

Dolbeault and CR Cohomologies

In this chapter we investigate the relationship between the Dolbeault coho-
mology of M− and the real-analytic CR-cohomology of M0. The last one is the
inductive limit of the corresponding Dolbeault cohomology groups of the tubular
neighborhoods of M0. By using the results of Chapter 3, we are able to construct an
exhaustion fuction for M−, having a complex Hessian whose signature in linked to
the pseudoconvexity/pseudoconcavity of M0. In fact we find conditions for obtain-
ing vanishing thorems fot the CR cohomology of M0 and the Dolbeault cohomololy
of the K-orbit M−, similar to what J.A.Wolf did for the relationship of M+ to M0
in the case where M+ is an open G0-orbit in [42].

We shall actually discuss the slightly more general situation of a homogeneous
reductive compact CR-manifold M0.

1. An Exhaustion Function for M−

In [22] H. Grauert showed that a real-analytic manifolds admits a fundamen-
tal systems of Stein neighborhoods in any of its complexifications. In particular,
the complexification K of a compact Lie group K0 is Stein, and the isomorphism
provided by the Cartan decomposition

K0 × k0 3 (x, X) −→ g · exp(iX) ∈ K

also provides an exhausting function

K 3 x · exp(iX) −→ ‖X‖2 = −κ(X, X) ∈ R,

which is zero on K0, positive on K \ K0 and strictly pseudo-convex everywhere.
Here and in the following we shall denote by κ both the negative definite invariant
form of a faithfull unitary representation of k0 and its C-bilinear extension to k.
When k0 is semisimple, we may take κ equal to its Killing form.

In a similar way, we will obtain from the Mostow decomposition an exhausting
function on a complex K-homogeneous space M− = K/V. We recall (see §1 of
Chapter 3) that the basis M0 is a reductive K0-homogeneous compact CR manifold,
whose CR structure is defined by the CR algebra (k0, v), for v = Lie(V), with v ∩ v
being a reductive complement of its nilradical vn.

Definition 4.1.1. We say that M− ' K/V is HNR if its isotropy group V is
HNR in the sense of Defintion 3.6.2.

We already noticed that this condition is natural if we consider on M0 maximal
CR structures.

If M− is HNR, then by Corollary 3.5.12 we have a direct product decomposition

K = K0 · exp(f0) · exp(vn) · exp(v ∩ p0)(4.1)

45
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with p0 = ı̇·k0, f0 = (v + v)⊥ ∩ p0 and the exp(f0)-factor is characterized by if ζ = u · exp(X) · v, with u ∈ K0, X ∈ f0 and v ∈ V, then

‖X‖ = 1
2 dist(eK,Nζ∗ζ), for Nζ∗ζ = {v∗ · ζ∗ · ζ · v | v ∈ V}.

(4.2)

Formula (4.2) is a consequence of the fact that the adjoint of I0 = V ∩K0 acts as a
group of isometries on f0.

Thus by passing to the quotient, the map

K0 × f0 3 (x, X) −→ ‖X‖2 = κ(X, X) ∈ R.

defines a smooth exhausting function (square brackets are used for the equivalence
class)

(4.3) φ : M− ' K0 ×I0 f0 3 [x, X] −→ ‖X‖2 ∈ R.

We have:

Lemma 4.1.2. If M− is HNR, then the map φ defined by (4.3) has the properties:
(1) φ ∈ C∞(M−,R) and φ ≥ 0 on M−;
(2) φ−1(0) = M0 and dφ , 0 if φ > 0 ;
(3) φ is invariant for the left action of K0 on M− :

φ(k0 p) = φ(p), ∀p ∈ M− , ∀k0 ∈ K0. �

In the sequel we shall assume that M− is HNR and consider the exhaustion
function φ defined in (4.3).

Notation 4.1.3. The level and sublevel sets of φ are the smooth hypersurfaces
and domains denoted by

(4.4) Uc = {p ∈ M− | φ(p) = c} b M− and Ωc = {p ∈ M− | φ(p) < c}.

2. K0-Orbits in M−

We keep the notation of §3.1, §4.1. For an HNR manifold M− we use the
Mostow fibration (3.9) and the exhaustion function φ ∈ C∞(M−,R) of (4.3).

Since all points of M− have representatives of the form x · exp(X) with x ∈ K0
and X ∈ f0, then every K0-orbit intersects the fiber F0 over the base point p0 in a
point pX which has a representative exp(X), for some X ∈ f0. An x ∈ K0 stabilizes
pX if and only if x·exp(X) is still a representative of pX , and this, by the equivalence
relation defining K0 ×I0 f0, means that x ∈ I0 and Ad(x−1)(X) = X. The K0-orbit
MX through pX is the homogeneous space K0/IX , where IX is the stabilizer in K0
of pX , given by

IX = {x ∈ K0 | x exp(X) ∈ exp(X)V}
= {x ∈ K0 | exp(−X) x exp(X) ∈ V}
= K0 ∩ ad(exp(X))(V).

The isotropy IX is a closed Lie subgroup of K0 with Lie algebra

iX = {Y ∈ k0 | [Y, X] ∈ v} = {Y ∈ k0 | [Y, X] ∈ i0},

because [Y, X] ∈ k0 and v ∩ k0 = i0.

Notation 4.2.1. For X ∈ f0 we denote by

(4.5) MX ' K0 · pX ' K0/IX

the K0-orbit through exp(X), where we recall that IX = {x ∈ K0|Ad(x)(X) = X}.
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Remark 4.2.2. We note that the K0-orbits MX in M− may not be diffeomor-
phic to M0. Indeed, as M0 is a minimal K0-orbit in M−, an MX is diffeomor-
phic if and only if is CR-diffeomorphic to M0, and this happens if and only if
[ad(exp(−X))(K0)] ∩ V is a maximal compact subgroup of V.

For X ∈ f0, the left translation

M− 3 p −→ exp(X) · p ∈ M−

is a biholomorphism of M− which transforms M0 onto a CR-diffeomorphic

(4.6) M̃X = exp(X) · M0.

Lemma 4.2.3. For X ∈ f0, we have

(4.7) M̃X ⊂ {φ ≤ ‖X‖2} = Ω‖X‖2 .

Proof. Let π : K → K/V ' M− be the canonical projection. Any point of M0
is π(u) for some u ∈ K0. Then p = exp(X) ·π(u) = π(exp(X) ·u). Set ζ = exp(X) ·u.
We know that φ(p) is the square of the half of the distance in p0 of the base point
eK from Nζ∗ζ = {v∗ · ζ∗ · ζ · v | v ∈ V}. Since the point ζ∗ · ζ belongs to Nζ∗·ζ and
has distance 2‖X‖ from eK, (in fact t → u∗ · exp(2tX) · u is a geodesic joining eK to
ζ∗ · ζ), it follows that φ(p) ≤ ‖X‖2. �

We summarize:

Proposition 4.2.4. Let c > 0. Then

(4.8) Uc =
⋃

X∈f0,
‖X‖2=c

MX (disjoint union), M̃X ⊂ {φ ≤ ‖X‖2}, ∀X ∈ f0. �

In particuar, through each point of the level set Uc, for c > 0, we can draw
a translate of M0, which will be CR-diffeomorphic to M0 and tangent to Uc from
inside. This means that the boundary Uc of Ωc is at each point less convex than M0,
in a sense that will be made more precise in the following.

3. Levi Forms

Since k is the complexification of k0 we continue using the notations p0 = ik0
and τ(Z) = −Z∗ for the conjugation (1.5).

First we recall how the vector-valued Levi form on M0 can be computed by
exploiting its K0-homogeneity. The quotient Tp0 M0/Hp0 M0 at the base point p0
may be identified with the orthogonal complement m0 of ([v ⊕ v∗] ∩ p0(n)) in k0.
Denote by $ the orthogonal projection of k0 onto m0. Then, via the identification
vn ' T 0,1

p0 M0, the vector-valued Levi form at p0 is defined by

(4.9) L : vn 3 Z −→ −$(i[Z,Z∗]) ∈ m0.

Since [Z,Z∗] ∈ p0 = ik0, the ”i ” factor is needed to get an argument in k0.
For the real bundle HM0, we have the identification Hp0 M0 ' (vn ⊕ v

∗
n) ∩ k0.

For X ∈ (vn ⊕ v
∗
n) ∩ k0 there is a unique Y = J0X ∈ (vn ⊕ v

∗
n) ∩ k0 such that

X + iJ0X ∈ vn. This defines the partial complex structure

J0 : HM0 → HM0

of M0. Denote by the same symbol J0 its extension to a C-linear automorphism of
vn ⊕ vn. Then J2

0 = −I and vn, v∗n are the eigenspaces of the eigenvalues −i and i,
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respectively. We can rewrite the vector valued Levi form at p0 as a real quadratic
form on Hp0 M0. Setting Z = X + iJ0X in (4.9) we obtain

L(X + iJX) = −$(i [X + iJ0X, X − iJ0X]) = −2$([X, J0X]), ∀X ∈ (vn ⊕ v̄n) ∩ k0.

The fact that the invariant symmetric bilinear form κ vanishes on the nilpotent
Lie subalgebra vn yields, for all X ∈ (vn ⊕ v̄n) ∩ k0,

0 = κ(X + iJ0X, X + iJ0X) = κ(X, X) − κ(J0X, J0X) + 2iκ(X, J0X)
⇓

κ(X, X) = κ(J0X, J0X), κ(X, J0X) = 0,

showing, as expected, that J0 is an isometry, product of π/2-rotations on mutually
orthogonal planes of Hp0 M0.

To describe the scalar Levi forms of M0, we use its natural Riemannian metric
associated to (−κ), which induces the Riesz isomorphism Tp0 M0 ' T ∗p0

M0 and
allows us to represent the fiber of the characteristic bundle at the base point as a
subspace of Tp0 M0, given by

H0M0 '
(
v ⊕ v∗

)⊥
∩ k0 = m0.

We associate to X ∈ m0 the co-vector α ∈ H0M0 defined by

αX( · ) = −κ(X, · ).

Then the scalar Levi form on M0 is given at the base point by

(4.10) LαX (Z) = −αX(i[Z,Z∗]) = κ(X, i [Z,Z∗])

Assume that M− is HNR and use the notation of §1,2. In this case the typical
fiber f0 is im0 and the scalar Levi forms can be parametrized by the elements X ∈ f0,
by

LiX(Z,−Z∗) = −κ(X, [Z,Z∗]), Z ∈ vn.

Remark 4.3.1. When M0 is the intersection of two Matsuki-dual orbits M+

and M−, both M0 and M+ are homogeneous CR manifolds, of the groups K0 and
G0, respectively. Then the Levi form Lα, defined in (4.10), is the restriction of
the corresponding scalar Levi form on M+. Indeed, by (3) of Proposition 2.3.1, at
points p of M0 we have H0

pM0 = H0
pM+ and T 0,1

p M0 ⊂ T 0,1
p M+.

To study the Dolbeault cohomology of M−, we will use Andreotti-Grauert the-
ory. To this aim we need to investigate the Levi convexity/concavity of the level
sets (4.8) of the exhausting function φ.

Let π : K → K/V ' M− be the canonical projection. It will be convenient
to exploit the fact that π is a holomorphic submersion to lift some computation
on M− to K. We use, for the description of the complex structure of K, results
from [31, Ch.III].

We can associate to k two algebras of complex valued holomorphic and anti-
holomorphic vector fields. To each Z ∈ k we let correspond the holomorphic and
anti-holomorphic vector fields Z] and Z̄] on K, defined by

(4.11)

Z] f (z) = ∂
∂τ

∣∣∣
τ=0 f (z · exp(τ · Z)),

Z̄] f (z) = ∂
∂τ̄

∣∣∣
τ=0 f (z · exp(τ · Z)),

∀ f ∈ C∞(K,C), ∀z ∈ K,
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where τ is a complex variable and, ∂
∂τ = 1

2

(
∂

∂(Reτ) −
∂

∂(Imτ)

)
, ∂
∂τ̄ = 1

2

(
∂

∂(Reτ) + ∂
∂(Imτ)

)
.

Then k1,0 = {Z] | Z ∈ k} and k0,1 = {Z̄] | Z ∈ k} are the algebras of left-invariant
holomorphic and anti-holomorphic vector fields, respectively. Note that (Z] + Z̄])
is the left-invariant real vector field associated to Z ∈ k.

This construction allows a simpler representation of the complex structure of
K. In fact

(4.12) T 1,0
z K = {Z]z | Z ∈ k} and T 0,1

z K = {Z̄] | Z ∈ k}.

Since, for Z ∈ k and f ∈ C∞(M−,C) we have

π∗(Z
]
z ) f =

(
∂

∂τ

)
τ=0

f (π(z · exp(τ · Z))),

the push-forward π∗(Z
]
z ) vanishes at π(z) if and only if Ad(z)(Z) ∈ v. Analogously,

π∗(Z̄
]
z ) = 0 vanishes at π(z) if and only if Z ∈ v. Therefore we obtain

(4.13)

T 1,0
zp0 M− = {π∗(Z

]
z ) | Z ∈ Ad(z)(v̄n ⊕m)},

T 0,1
zp0 M− = {π∗(Z̄

]
z ) | Z ∈ Ad(z)(v̄n ⊕m)}.

We recall that the complex Hessian at z0 ∈ K of a smooth real valued func-
tion ψ ∈ C∞(K,R), computed on a complex vector field θ of type (1, 0) which is
tangential to the level set {ψ(z) = ψ(z0)}, is

i∂∂̄ψz0(θ, θ̄) = id∂̄ψ(θ, θ̄)(z0)

= i{θ∂̄ψ(θ̄) − θ̄∂̄ψ(θ) − ∂̄ψ([θ, θ̄])}(z0)

= −i∂̄ψ([θ, θ̄])(z0) = i∂ψ([θ, θ̄])(z0)

= − 1
2 dc

ψ([(Reθ), (Imθ)])(z0)

= 1
2 dψ(J[(Reθ), (Imθ)])(z0),

where the third and fourth terms are equal since ∂̄ψ vanishes identically on (1, 0)-
vector fields, ∂ψ(θ̄) = dψ(θ̄) because ∂̄ψ and dψ take the same values on (0, 1)-
vector fields and then dψ(θ̄) = 0 on {ψ(z) = ψ(z0)} because θ is tangential to the
level surface of ψ; the fourth and fifth terms are equal because d = ∂+ ∂̄ and dψ(z0)
vanishes on the vector field [θ, θ̄] which is tangential to {ψ(z) = ψ(z0)}; the last
equalities follow from ∂ = 1

2 (d + i dc), so that ∂ψ(z0) = i
2 dcψ(z0) on vector fields

that are tangent to {ψ(z) = ψ(z0)}. Finally, from 2∂ = d+ i dc one obtains that for all
real vector fields ξ we have (dψ+ idcψ)(ξ+ iJξ) = 0 and hence dψ(Jξ) = −dcψ(ξ).

Let φ ∈ C∞(M−,R) and ψ = π∗φ. If θz ∈ CTzK, then

π∗(θz)φ = θzπ
∗
φ = θzψ.

Assume now that φ is the exhausting function (4.3). We want to compute its com-
plex Hessian at points p of M− where φ(p) > 0. Since φ is K0-invariant, it suffices
to compute its complex Hessian at points [exp(X)] with X ∈ f0. This reduces the
question to computing the complex Hessian of ψ = π∗φ at points exp(X) for X ∈ f0,
X , 0. The function ψ is defined by

(4.14) ψ(z) = ‖X‖2 if z = u · exp(X) · v, with u ∈ K0, X ∈ f0, v ∈ V.
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Let Z ∈ k. To compute the real derivative with respect to the left invariant vector
field ~Z = 1

2 (Z] + Z̄]) of ψ at exp(X), we consider the function

R 3 t −→ exp(X) · exp(tZ) = exp(tZ) · exp(Ad(exp(−tZ))(X)) ∈ K.

We have

Lemma 4.3.2. For Z ∈ k and X ∈ f0, we have

(4.15) ~Zexp(X)ψ = (X |Z + Z∗).

Proof. Let Z ∈ k and consider, for t ∈ R, the element ζt = exp(tZ) · exp(X)
of K. By Theorem 3.6.1 and Proposition 3.4.4, there are uniquely determined
vt ∈ exp(v ∩ p0) · exp(vn) and Xt ∈ f0 such that

ζ
∗
t ζt = exp(X) · exp(tZ∗) · exp(tZ) · exp(X) = v∗t · exp(2Xt) · vt,

Let us look for the solution by setting Xt = X + tH + 0(t2), vt = exp(tW) + 0(t2),
with H ∈ f0 and W ∈ (v ∩ p0) ⊕ vn.

Then
~Zexp(X)ψ = 2(X|H).

Let us compute this scalar product. By differentiating with respect to t and
setting t = 0 we obtain

exp(X) · (Z + Z∗) · exp(X) = W∗ · exp(2X) + exp(2X) ·W + J2H(1),

where J2H is the Jacobi vector field along the geodesic t → exp(2tX) in P0(K)
which satisfies the initial conditionsJ2H(0) = 0,

J̇2H(0) = 2H.

Then

J2H(t) = exp(2tX) · S − S · exp(2tX) + 2T · exp(2tX),

with S ∈ k0 and T ∈ C(X) ∩ p0, where C(X) = {Y ∈ k | [X,Y] = 0}, satisfying

2H = [X, S ] + 2T

and therefore

(X|H) = κ(X,H) = 1
2κ(X, [X, S ]) + κ(X,T ) = (X|T )

because κ(X, [X, S ]) = κ([X, X], S ) = 0.
We obtain the equation

exp(X) · (Z + Z∗) · exp(X) = (W∗ − S + T ) · exp(2X) + exp(2X) · (W + S + T ),

that can be rewritten as

Z + Z∗ = [exp(X)(W + S ) exp(−X)] + [exp(X)(W + S ) exp(−X)]∗ + 2T.

Thus we obtain

2(X|T ) = 2κ(X,T )

= κ(X,Z + Z∗) − κ(X,Ad(exp(X))(W) + Ad(exp(−X))(W∗))
− κ(X,Ad(exp(X))(S ) − Ad(exp(−X))(S ))

= (X|Z + Z∗) − (X|W + W∗) − (X|S − S )
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because Ad(exp(±X))(X) = X and the form κ is Ad(K)-invariant. Hence

2(X|T ) = (X|Z + Z∗),

since X ∈ f0 is orthogonal to (v + v∗) ∩ p0. Thus we obtain (4.15). �

4. Dolbeault and CR Cohomologies

We remark that by Andreotti’s theory we know that for every coherent sheaf F
on an r-pseudoncave complex manifold M− we have

H j(M,F ) < ∞,∀ j < r.

Then we have the following proposition:

Proposition 4.4.1. For a complex flag manifold M ' G/Q let M−be the Mat-
suki’s dual K-orbit of a G0-orbit M+, with M0 ' M− ∩ M+ being a compact
CR-manifold . If M− is HNR and M0 is r-psudoconvave, then for every coherent
sheaf F we have

(4.16) dim
(
H j(M0,F ) ' H j(M−,F )

)
< ∞, ∀ j < r.

In particular,

(4.17) dim
(
Hp, j(M0) ' Hp, j(M−)

)
, ∀ j < r.

Here we used the notation Hp, j for the ∂̄ and ∂̄M0-cohomologies on forms of
type (p, ∗). Because of the Poincaré lemma, they coincide with the Čech cohomol-
ogy with coefficients in the sheaf of germs of holomorphic p-forms.

Proof. Since M− is HNR, then the exhaustion function φ in (4.3) is well de-
fined. Then to verify (4.16) we can apply Andreotti-Grauert’s theory, showing that
each subdomain Ωc = {φ < c} is r-pseudoconcave. To this aim, we prove that the
complex hessian of φ admits at least r negative eigenvalues on the analytic tangent
to Uc = ∂Ωc. We may consider the vector fields tangent to the submanifolds MX
and M̃X , defined respectively in (4.5) and (4.6). By exploiting the K0-invariance
of φ, we can take, without any loss of generality, p0 = [exp (X)] ∈ Uc, with
‖X‖2 = c ∈ R. By Lemma (4.2.3) we have M̃X ⊂ Ωc = {φ ≤ ‖X‖2} and M̃X is
tangent to Uc at p0. Since M̃X is CR-diffeomorphic to M0, it is r-pseudoconcave.
Being M̃X ⊂ Ωc, the restriction of the complex Hessian of φ to the analytic tangent
to M̃X at [exp(X)] has at least as many negative eigenvalues as the Levi form of
M̃X in the codirection Jdφ([exp(X)]) and hence, by the assumption, has at least r
negative eigenvalues. This completes the proof. �





CHAPTER 5

Some Examples

1. Examples of orbits of the complex type: SLn(C)

1.1. Orbits of SL3(C) in F1(C3) × F2(C3). The real action of G0 = SL3(C)
is defined by a · (`, L) = (a(`), ā(L)). Since on the maximal compact subgroup
K0 = SU(3) we have ā = [aᵀ]−1, the action a · (`, L) = (a(`), [aᵀ]−1(L)) of
K0 complexifies to a holomorphic action of K = SL3(C). We identify C3 with
its dual space via the bilinear form 〈v|w〉 = wᵀv and use the notation W0 =

{v ∈ C3 | 〈v|w〉 = 0, ∀w ∈ W}. Then both G0 and K have two distinct orbits in
F1(C3) × F2(C3), which are paired by the Matsuki duality:

(open) M + (0) = {(`, L) | ` ∩ L = {0}, ↔ M−(0) = M0(0) = {(`, L) |` = L0},

(minimal) M+(1)= M0(1) = {(`, L) |` ⊂ L} ↔ M−(1) = {(`, L) | ` ∩ L0 = {0}}.

We note that M+(0) is the single open orbit of G0 = SL3(C) and M−(1) the
single compact orbit of K = SL3(C), which can be identified with the diagonal
of CP2 × CP2.

The orbit M+(1) = M0(1), that we shall denote by M0 within this subsection,
is the minimal orbit of G0 = SL3(C). We shall set M− for its Matsuki dual M−(1).

Let `0 = 〈e1〉 and L0 = 〈e1, e2〉, so that p0 = (`0, L0) ∈ M0 and M0 ' SU(3)/I0
for the stabilizer

I0 = {diag(λ1, λ2, λ3) | |λi| = 1, λ1 · λ2 · λ3 = 1} ' S1 × S1

of p0 in K0 = SU(3). The stabilizer V of p0 in K = SL3(C) is

V =


z1,1 z1,2 0

0 z2,2 0
0 z3,2 z3,3


∣∣∣∣∣∣∣∣ zi, j ∈ C, z1,1z2,2z3,3 = 1

 .
In particular

vn =


0 z1 0
0 0 0
0 z2 0


∣∣∣∣∣∣∣∣ z1, z2 ∈ C

 ,
and M0 has CR-dimension two. We have

i0 ⊕ [vn ⊕ vn] ∩ k0 =


 iτ1 ζ1,2 0
−ζ̄1,2 iτ2 ζ̄3,2

0 ζ3,2 iτ3


∣∣∣∣∣∣∣∣ τi ∈ R, τ1 + τ2 + τ3 = 0, ζi, j ∈ C

 .
Thus an Ad(I0)-invariant complement of i0 ⊕ [vn ⊕ vn] ∩ k0 can be taken to be

m0 =


 0 0 θ

0 0 0
−θ̄ 0 0


∣∣∣∣∣∣∣∣ θ ∈ C

 =⇒ im0 =

X(θ) =

0 0 θ

0 0 0
θ̄ 0 0


∣∣∣∣∣∣∣∣ θ ∈ C


53
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We have

exp

0 0 θ

0 0 0
θ̄ 0 0

 =


cosh |θ| 0 θ

sinh |θ|
|θ|

0 1 0

θ̄
sinh |θ|
|θ|

0 cosh |θ|

 ,
so that

exp(im0) =


 cosh t 0 eis sinh t

0 1 0
e−is sinh t 0 cosh t


∣∣∣∣∣∣∣∣ t, s ∈ R

 .
Let us consider any matrix a = (ai, j) ∈ SL3(C) = K and the corresponding point
a · p0 = (`a, La) in M−. Then `a is the line in C3 generated by the first column of a,
while La = [aᵀ]−1(〈e1, e2〉). Thus we can characterize La in the following way. A
vector (z1, z2, z3)ᵀ belongs to La iff, for some w1,w2 ∈ C, we have:

[aᵀ]−1

w1
w2
0

 =

z1
z2
z3

⇔ aᵀ
z1
z2
z3

 =

w1
w2
0

⇔ La =


z1
z2
z3


∣∣∣∣∣∣∣∣ a1,3z1 + a2,3z2 + a3,3z3 = 0

 .
We note that the necessary and sufficient condition for (`a, La) to belong to M0 is
that a1,1ā1,3 + a2,1ā2,3 + a3,1ā3,3 = 0. This is the entry in the third line and first
column of a∗a.

When a = au exp(X(θ)), with au ∈ K0, we have a∗a = [exp[X(θ)]2 and∣∣∣[exp[X(θ)]2
3,1

∣∣∣ =
∣∣∣2θ̄ sinh(|θ|) cosh(θ)/|θ|

∣∣∣ = sinh(2|θ|).

The exhausting function can therefore be written as

φ([a]) = 1
2 log(τ +

√
1 + τ2), where τ = |a1,1ā1,3 + a2,1ā2,3 + a3,1ā3,3|.

The matrix X(θ) has eigenvalues e−|θ|, 1, e|θ|. Let us consider for the matrices
a∗X(θ)a, with a ∈ SU(3), the scalar product of the first and the third columns.
Since Re(v∗w) = 1

2 (‖v + w‖2−‖v−w‖2), Im(v∗w) = 1
2 (‖v + iw‖2−‖v− iw‖2), we ob-

tain that an upper bound for sinh(φ([X(θ)a])), when a ∈ SU(3), is 1
2 (e2|θ| − e−2|θ|) =

sinh(2|θ|) = sinh(φ(X(θ))). This shows that the translate of M0 are tangent to the
level hypersurfaces φ([a]) = c > 0 and stay within φ([a]) ≤ c.

1.2. A special example. We consider the action of SL3(C), thought as a real
group, on the flag manifold CP2×CP2 of SL3(C)×SL3(C), given, in homogeneous
coordinates, by

a · (z,w) = (a(z), [a∗]−1(w)), [z], [w] ∈ CP2.

In fact in this way we consider on the first factor the standard representation, and
on the second the conjugate of the dual representation, so that the minimal orbit
corresponds to the pairs (`1, `2) consisting of a complex line `1 and a complex
2-plane `2 with ¯̀1 ⊂ `2. Its cross-marked Satake diagram is

×
�<<

""

�bb

||� �
×
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The equation for the minimal orbit is

M0 := {([z], [w] | (z|w) = 0},

where ( · | · ) is the standard Hermitian scalar product in C3. There is an open orbit
in CP2 × CP2, which is the complement of M0:

M′+ := {([z], [w] | (z|w) , 0}.

A maximal compact subgroup of SL3(C) is the special unitary group SU(3) relative
to the chosen Hermitian scalar product. Since [a∗]−1 = a for a ∈ SU(3), its action
on CP2 × CP2 is

a · ([z], [w]) = ([a(z)], [a(w)]), ∀a ∈ SU(3), ∀z,w ∈ C3 \ {0}.

The complexification SL3(C) of SU(3) acts then on CP2 × CP2 by

a · ([z], [w]) = ([a(z)], [a(w)]), ∀a ∈ SL3(C), ∀z,w ∈ C3 \ {0}.

Thus the two orbits Matzuki-dual to M0 and M′+ are

M− = {([z], [w]) | z ∧ w , 0} and M′− = {([z], [z]) | z ∈ C3 \ {0}}.

The complement of M− is the diagonal of CP2 × CP2, which has codimension two
in CP2 × CP2: hence M− turns out to be 1-pseudo-concave, as expected. Note that
in this case the complement of M− in CP2 × CP2 is not a set theoretical complete
intersection. In fact S = {(z,w) ∈ CP2 × CP2 | z ∧ w = 0} has codimension two,
but the minimal number of generators of the ideal IS ⊂ C0[z,w] of homogeneous
polynomial vanishing on S needs three generators.

1.3. The general case. Let us consider SLn(C), the special complex linear
group, as a real group G0. The flag manifolds of its complexification G = SLn(C)×
SLn(C) are the products M = Fk1,...,kp(Cn) × Fh1,...,hq(Cn) where both 1 ≤ k1 <
· · · < kp < n and 1 ≤ h1 < · · · < hq < n are increasing sequences of integers,
and each factor of the Cartesian product is the flag of linear subspaces of Cn of
the dimensions prescribed by the subscripts. The real action of SLn(C) on M is
described by

a · (Lk1 , . . . , Lkp ; `h1 , . . . , `hq) =
(
a(Lk1), . . . , a(Lkp); ā(`h1), . . . , ā(`hq)

)
.

The special unitary group SU(n) = {a ∈ GLn(C) | a∗a = In, det(a) = 1} is a
maximal compact subgroup K0 of SLn(C). Since ā = Ta−1 for a ∈ SU(n), the
restriction to SU(n) of the action of SLn(C) on X can be described by

a · (Lk1 , . . . , Lkp ; `h1 , . . . , `hq) =
(
a(Lk1), . . . , a(Lkp); Ta−1(`h1), . . . , Ta−1(`hq)

)
.

The same formula expresses the holomorphic action of the complex Lie group
SLn(C), considered now as the complexification K of SU(n). Thus the complex
orbits of K correspond to the canonical action of SLn(C) on the first factor, and the
dual action of SLn(C) on the second factor.

Let us denote by 〈z|w〉 =
∑

ziwi the usual duality pairing in Cn, which is C-
bilinear, and by E0 = {z ∈ Cn | 〈z|w〉 = 0, ∀w ∈ E} the annihilator of a subset E of
Cn with respect to the duality form.

Then
(1) The orbits of the real form G0 = SLn(C) are parametrized by the invari-

ants

di, j = dimC(Li ∩ ` j), i = 1, . . . , p, j = 1, . . . , q.
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(2) The orbits of the complex form K = SLn(C) are parametrized by the
invariants

δi, j = dimC(Li ∩ `
0
j ), i = 1, . . . , p, j = 1, . . . , q.

1.4. The case M = Fp × Fq, p ≤ q. M is a projective manifold of complex
dimension [(p + q)n − p2 − q2].

The real orbits M+(p, q; k) of G0 = SLn(C) are parametrized by the integer
k = dimC(L∩ ¯̀), with ν = max{0, n − p − q} ≤ k ≤ p. We denote by M−(p, q; k) its
Matsuki dual and by M0(p, q; k) the intersection M+(p, q; k) ∩ M−(p, q; k). Then

M+(p, q; k) = {(L, `) ∈ Fp × Fq | dim(L ∩ `) = k},
M−(p, q; k) = {(L, `) ∈ Fp × Fq | dim(L ∩ `0) = p − k},
M0(p, q; k) ' {(λ, µ, `) ∈ Fk × Fp−k × Fq | λ ⊂ ¯̀, µ ⊂ `0}.

Indeed, since `0 = `
⊥

, we have Cn = `0 ⊕ `, and the compact orbit M0(p, q; k)
consists of those pairs (L, `) for which L admits the orthogonal decomposition

L = (L ∩ `) ⊕ (L ∩ `0) = λ ⊕ µ.

We have canonical fibrations
M0(p, q; k) −−−−−→ M0(k, q; k) = M+(k, q; k) (minimal orbit)y
Fq−p,q(Cn),

where Fq−p,q(Cn) is the minimal orbit of the complex K = SLn(C) in the complex
flag manifold Fq−p(Cn) × Fq(Cn).

1.5. The minimal orbit. Consider the minimal orbit M0 = M0(p, q; p) =

M+(p, q; p) of G0 = SLn(C) in M = Fp(Cn) × Fq(Cn). The elements of ToM0 (the
tangent space to M0 at the base point are represented by matrices(
X 0
0 X̄

)
, where X =

 0 0 0
Z1 0 0
W Z∗2 0

 with

Z1 ∈ C
(q−p)×p, Z2 ∈ C

(n−q)×(q−p),

W ∈ C(n−q)×p.

The elements with W = 0 represent T 0,1
o M0, those with Z1 = 0, Z2 = 0 the quotient

ToM0/HoM0. We have in fact

CR − dim(M0) = (q − p)(n + p − q), CR − codim(M0) = 2p(n − q).

The Levi form can be computed by commuting the matrices in T0,1
o M0 and their

conjugates. From
 0 0 0
Z1 0 0
0 Z∗2 0

 ,
 0 0 0
Θ1 0 0
0 Θ∗2 0


 =

 0 0 0
0 0 0

Z∗2Θ1 − Θ∗2Z1 0 0


we obtain a Levi form with associated vector-valued Hermitian quadratic form

L(Z1,Z2) =

(
Z∗1Z2 + Z∗2Z1

i(Z∗1Z2 − Z∗2Z1)

)
.

Hence all scalar Levi forms that are different from zero have even rank 2r(q − p)
with 1 ≤ r ≤ min{p, (n − q)} and Witt index r(q − p). Thus M0 is strongly (q − p)-
pseudo-concave and weakly ((q − p) ·max{p, n − q})-pseudo-concave.
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The dual orbit M− = M−(p, q; p) consists of the pairs (L, `) ∈ M = Fp(Cn) ×
Fq(Cn) with dimC(L ∩ `0) = 0. Thus M− = M \ V . To describe the algebraic
variety V , let us use the embedding Fh(Cn) ↪→ P(Λh(Cn)) and the isomorphism
Fq(Cn)→ Fn−q(Cn) defined by ` → `0. Then V is the set

V ' {([v1 ∧ · · · ∧ vp], [w1 ∧ · · · ∧ wn−q] | v1 ∧ · · · vp ∧ w1 ∧ · · · ∧ wn−q = 0}.

Let us consider n× (n+ p−q) matrix A = (v1, . . . , vp,w1, . . . ,wn−q). The generators
of the ideal that defines V are the

(
n

n+p−q

)
minor determinants of order (n + p−q) of

A. The codimension of V is given by the number (q− p + 1) of minor determinants
of order (n + p − q) that are obtained by bordering a minor determinant of order
(n + p − q − 1) of A.

According to [12,18,24,25,39] the cohomology groups of the tangential Cauchy-
Riemann complex on M0 are finite dimensional in degree j for j < q − p and
j > (q− p)(n + p− q− 1) and infinite dimensional for j = [(q− p) ·max{p, n− q}].

We want to describe the Mostow fibration for the minimal orbit of SLn(C) in
Fp × Fq. In this case M+ = M0 = {(`, L) ∈ Fp × Fq | ` ⊂ L} and M− = {(`, L) |
` ∩ L0 = {0}}.

We consider M0 as a homogeneous space of SU(n). We choose the base point
p0 = (〈e1, . . . , ep〉, 〈e1, . . . , eq). Then

I0 =


A

B
C


∣∣∣∣∣∣∣∣ A ∈ U(p), B ∈ U(q − p), C ∈ U(n − q),

det(A) det(B) det(C) = 1

 .
The action of SLn(C) on Fp×Fq is a · (`, L) = (a(`), [aᵀ]−1(L)). Then the stabilizer
V of p0 is

V =


Z1,1 Z1,2 0

0 Z2,2 0
0 Z3,3 Z3,3


∣∣∣∣∣∣∣∣

Z1,1 ∈ GLp(C), Z2,2 ∈ GLq−p(C), Z3,3 ∈ GLn−q(C),
Z1,2 ∈ C

p×(q−p), Z3,2 ∈ C
(n−q)×(q−p),

det(Z1,1) det(Z2,2) det(Z3,3) = 1

 .
We obtain

m =


 0 0 Z1,3

0 0 0
Z3,1 0 0


∣∣∣∣∣∣∣∣ Z1,3 ∈ C

p×(n−q), Z3,1 ∈ C
(n−q)×p

 ,
m0 =




0 0 Z1,3
0 0 0
−Z∗1,3 0 0


∣∣∣∣∣∣∣∣ Z1,3 ∈ C

p×(n−q)

 .
We have

exp

 0 0 A
0 0 0
A∗ 0 0

 =

 cosh(
√

A A∗) 0 A[sinh(
√

A∗A)/(
√

A∗A)]
0 Iq−p 0

A∗[sinh(
√

A A∗)/(
√

A A∗)] 0 cosh(
√

A∗A)

 .
Note that I0 contains a maximal torus and therefore v is regular according to [7].

1.6. Some special cases. Let p = q = 1, with M = Fk(Cn) × Fh(Cn). When
h = k, the minimal orbit M0 = {L = `} is totally real, and embeds into the Stein
manifold M− = {L ∩ `0 = {0}}. To check this, we consider the standard embedding
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Fk(Cn) ↪→ P(ΛkCn) and the map P(Λk(Cn)) → P(Λn−k(Cn)) induced by the polar-
ity. This map can be described in the following way. First we note that the duality
pairing on Cn extends to a duality pairing on Λk(Cn):

〈v1 ∧ · · · ∧ vk|w1 ∧ · · · ∧ wk〉 =
1
k!

∑
σ∈Sk

ε(σ)〈v1|wσ1〉 · · · 〈vk|wσk〉.

On the other hand, the isomorphism Λn(Cn) ' C identifies Λn−k(Cn) to the dual
space of Λk(Cn). Thus we obtain a linear isomorphism Λk(Cn) → Λn−k(Cn), that
defines a map on the corresponding projective spaces. Then M− ' {(v1∧· · ·∧vk)∧
(wk+1 ∧ · · · ∧ wn) , 0} is the complement in M of a hypersurface.

2. Examples of orbits of real form : SU(p, q)(C)

2.1. Example: minimal orbits of SU(p, q). Let us consider the minimal or-
bits of SU(p.q) in the Grassmannian Gr`(C

p+q) of `-planes in Cp+q. We assume
that 1 ≤ p ≤ q and distinguish the three cases in which ` ≤ p, or q ≤ ` < (p+q), or
p < ` < q (if p+1 < q). We will denote by h a fixed Hermitian symmetric form of
signature (p, q) on Cp+q.

1. 1 ≤ ` ≤ p The minimal orbit M0 consists of the `-planes of Cp+q which are
totally isotropic with respect to h .

The maximal compact subgroups K0 ' S(U(p) × U(q)) of SU(p, q) corre-
spond to all possible choices of two h-orthogonal subspaces Wp ' C

p and Wq '

Cq of Cp+q, with h |Wp > 0 and h |Wq < 0, and K0 consists of the elements of
SU(p, q) which leave one of, and hence both, the subspaces Wp and Wq invariant.
Let πp and πq denote the projections associated to the direct sum decomposition
Cp+q = Wp ⊕Wq. A totally isotropic `-plane α has trivial intersections with both
Wp and Wq and therefore πp(α), πq(α) are `-dimensional and α is the graph of a
uniquely determined

φα : πp(α)→ πq(α), with h(φα(v), φα(v)) = −h(v, v) for all v ∈ Wp.

[We call such a φα an isometry.] Moreover, there is a principal fibration

M0 3 α −→ (πp(α), πq(α)) ∈ Gr`(Wp) × Gr`(Wq), with structure group U(`),

which can also be viewed as a a presentation of M0 as a CR-lifting of the complex
structure of the product of the Grassmannians.

Since dimC Gr̀ (Cm) = `(m − `), the CR dimension of M0 is

n = `(p − `) + `(q − `) = `(p + q − 2`) = dimC Gr`(Wp) × Gr`(Wq)

and its CR codimension is

k = dimRU(`) = `2.

The Matsuki dual of M0 is the open orbit M− in Gr̀ (Cp+q) of the complexifica-
tion K ' S(GLp(C) ×GLq(C)) of K0. It is described by

M− = {α ∈ Gr`(C
p+q) | α ∩Wp = {0}, α ∩Wq = {0}}

= {α ∈ Gr`(C
p+q) | πp(α) ∈ Gr`(Wp), πq(α) ∈ Gr`(Wq)}.

The U(`)-principal fibration of M0 yields a GL`(C)-principal fibration of M− with
the same basis:

M− 3 α −→ (πp(α), πq(α)) ∈ Gr`(Wp) × Gr`(Wq), and structure group GL`(C).



2. EXAMPLES OF ORBITS OF REAL FORM : SU(P,Q)(C) 59

The elements α of M− are the graph of C-linear isomorphisms φα : πp(α)→ πq(α).
Using the Hermitian structure of πp(α) and πq(α), we can compiute the adjoint
φ∗α : πq(α) → πp(α). The composition φ∗αφα is Hermitian symmetric and posi-
tive definite on πp(α) and has a positive definite Hermitian symmetric square root√
φ∗αφα. Then ψα = φα ◦ (

√
φ∗αφα)−1 ∈ U(πp(α)) ' U(`) and

$(α) = {z + ψα(z) | z ∈ πp(α)} ∈ M0

defines the Mostow fibration $ : M− → M0.
The exhausting function Φ of M− can be defined by taking the Hermitian sym-

metric logarithm log(φ∗αφα) and setting

Φ(α) = 1
4 trace([log(φ∗αφα)]2).

Let us better explain how this fits into our general scheme. Fix an orthonormal
basis e1, . . . , ep+q of Cp+q for h in which the first p vectors e1, . . . , ep are a basis of
Wp. Then the `-plane α0 = 〈e1 + eq+1, . . . , e` + eq+`〉 is a point of M0. The elements
of K are represented by block matices

z =

(
zp 0
0 zq

)
with zp ∈ GLp(C), zq ∈ GLq(C) and det(zp) · det(zq) = 1.

The stabilizer of α is

V =

z =


a1,1 a1,2
0 a2,2

a−1
1,1 b1,2

0 b2,2

 ∈ K

∣∣∣∣∣∣∣∣∣∣∣
a1,1 ∈ GL`(C), a2,2 ∈ GLp−`(C),

b2,2 ∈ GLq−`(C), a1,2 ∈ C
`×(p−`),

b1,2 ∈ C
`×(q−`).

 .
Hence the nilradical

vn =



0 Z1
0 0

0 Z2
0 0


∣∣∣∣∣∣∣∣∣∣∣ Z1 ∈ C

`×(p−`), Z2 ∈ C
`×(q−`)


of its Lie algebra v is horocyclic:

2. q ≤ ` ≤ p+q The case of `-planes with p ≤ q ≤ ` < p + q can be treated
analogously, as the mapping α→ α⊥ is an anti-CR-isomorphism from the minimal
orbit of SU(p, q) in Gr `(C

p+q) onto the minimal orbit of SU(p, q) in Gr p+q−`(C
p+q).

Here the perpendicular is taken with respect to the fixed Hermitian symmetric form
h , of signature (p, q).

3. p < ` < q Finally let us consider the case where p < ` < q. Then the minumal
orbit M0 consists of the `-planes α on which h restricts to a degenerate form of
rank (`−p). For α ∈ M0, the intersection α∩α⊥ is a p-dimensional totally isotropic
subspace of Cp+q and therefore, keeping the notation of 1, establishes an isometry
of Wp onto a p-dimensional subspace αp of Wq.

Denote by Gr`−p,`(Wq) the flag manifold of all pairs (L`−p, L`) consisting of an
(` − p)-plane L`−p and an `-plane L` with L`−p ⊂ L` ⊂ Wq. We obtain a fibration

M0 3 α −→ (α ∩Wq, πq(α)) ∈ Gr`−p,`(Wq)

onto a compact complex manifold of dimension

(q + p − `)(` − p) + p(q − `) = `(q + p − `) − p2.
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In fact, the CR structure on M0 is the lift of the complex structure of the base
Gr`−p,`(C

p+q) for this projection map. The fiber is U(p), of real dimension p2

(equal to the CR-codimension of M0). In fact different choices of an isometry of
Wp onto πq(α⊥ ∩ α) = [α ∩ Wq]⊥ ∩ πq(α) define different points on the fiber of
(α ∩Wq, πq(α) in M0.

Let us choose an orthonormal basis e1, . . . , ep+q of Cp+q, with e1, . . . , ep a basis
of Wp. Then

α0 = 〈e1 + ep+1, . . . , ep + e2p, e2p+1, . . . , ep+`〉 ∈ M0.

Its stabilizer in K is

V =



a−1

2,2 0 0 0
0 a2,2 a2,3 a2,4
0 0 a3,3 a3,4
0 0 0 a4,4


∣∣∣∣∣∣∣∣∣∣∣

a2,2 ∈ GLp(C), a3,3 ∈ GL`−p(C),

a4,4 ∈ GLq−`(C) a2,3 ∈ C
p×(`−p),

a2,4 ∈ C
p×(q−`), a3,4 ∈ C

(`−p)×(q−`)

 .
Also in this case

vn =



0 0 0 0
0 0 Z2,3 Z2,4
0 0 0 Z3,4
0 0 0 0


∣∣∣∣∣∣∣∣∣∣∣

Z2,3 ∈ C
p×(`−p),

Z2,4 ∈ C
p×(q−`),

Z3,4 ∈ C
(`−p)×(q−`)


is horocyclic and we have

m =



Z 0 0 0
0 Z 0 0
0 0 0 0
0 0 0 0


∣∣∣∣∣∣∣∣∣∣∣ Z ∈ glp(C)

 ,
where we kept the block notation introduced in the description of V and vn.

To give an explicit expression of the exhausting function, we note that

M− = {α ∈ Gr̀ (Cp+q) | α ∩Wp = {0}, dimC α ∩Wq = ` − p}.

In particular, to an element α ∈ M− we can associate a linear map

φα : Wp → πq(α)/(α ∩Wq) ' πq(α⊥ ∩ α)

and we can consider φ∗αφα as a Hermitian symmetric map on Wp. The condition
for α being an element of M0 is that φ∗αφα = IWp . Hence

Φ(α) = 1
4 trace([log(φ∗αφα)]2)

is an exhausting function for M−.

2.2. General orbits of SU(p, q) in the Grassmannian. Let us consider the
orbits of the real form SU(p, q) of SLp+q(C) in Gr`(C

p+q). As in the previous
section, we assume that p ≤ q and fix h of signature (p, q) on Cp+q.

The orbits are classified by the signature of the restriction of h to the `-plane
α ∈ Gr`(C

p+q): we have orbits M+(a, b, c) where a is the dimension of ker(h |α),
b the positive and c the negative index of inertia of h |α. The integers a, b, c are
subject to the conditions

0 ≤ a, b ≤ p, 0 ≤ c ≤ q, a + b + c = `.

The maximal compact subgroup K0 ' S(U(p) × U(q)) of SU(p, q) is defined
by choosing a p-dimensional subspace Wp and an h-orthogonal q-dimensional sub-
space Wq with h > 0 on Wp and h < 0 on Wq. Then K0 ' S(U(p) ./ U(q)), with
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the first factor operating on Wp and the second on Wq. The complexification is
S(GLp(C) ./ GLq(C)). Accordingly, the orbits of K in Gr `(C

p+q) are characterized
by a pair of nonnegative integers (d, e) with d = dimC(α∩Wp), e = dimC(α∩Wq),
restricted by the conditions

0 ≤ d ≤ p, 0 ≤ e ≤ q, d + e ≤ `.

Then we have

M+(a, b, c) = {` ∈ Gr m(Cp+q) | h |` has signature (b, c)},

M−(a, b, c) = {` ∈ Gr m(Cp+q) | dimC(` ∩Wp) = b, dimC(` ∩Wq) = c},
M0(a, b, c) = M+(a, b, c) ∩ M−(a, b, c).

We note that if L is a totally isotropic subspace of Cp+q, then Wp + L⊥ = Cp+q

and Wq + L⊥ = Cp+q. Indeed, (Wp + L⊥)⊥ = W⊥p ∩ L = Wq ∩ L = {0}, and
(Wq + L⊥)⊥ = W⊥q ∩ L = Wp ∩ L = {0}. Then by the Grassmann intersection
formuladimC(L⊥ ∩Wp) = dimC(Wp) + dimC(L⊥) − (p + q) = dimC(Wp) − dimC(L),

dimC(L⊥ ∩Wq) = dimC(Wq) + dimC(L⊥) − (p + q) = dimC(Wq) − dimC(L).

Thus, for every a = 0, 1, . . . , p we can describe M0(a, b, c) as a complex fiber
bundle over the minimal orbit M0(a, 0, 0) (which is a point in the case a = 0).
Indeed,

M0(a, b, c) = {L⊕U⊕Q | L ∈ M0(a, 0, 0), U ∈ Gr b(L⊥∩Wp), Q ∈ Gr c(L⊥∩Wq)}.

Let us describe the Mostow fibration. If ` ∈ M(a, b, c), then U = ` ∩ Wp
has dimension b, Q = ` ∩ Wq has dimension c and the subspace U ⊕ Q is non
degenerate. Therefore ` ∩ (U ⊕ Q)⊥ is an a-dimensional subspace of `, and the
restriction of the projections πp and πq to L are linear and injective. Hence L
can be viewed as the graph of a linear isomorphism φL : πp(L) → πq(L). The
subspaces πp(L) and πq(L) have Euclidean structures defined by h |πp(L) and −h |πq(L),
respectively. Thus we can define the adjoint φ∗L : πq(L) → πp(L) and form the
composite φ∗L ◦ φL : πp(L) → πp(L). This is Hermitian symmetric and positive
definite and therefore there is a Hermitian symmetric positive definite

√
φ∗L ◦ φL.

Then φL ◦ [
√
φ∗L ◦ φL]−1 is an isometry of πp(L) onto πq(L) for the restrictions of h

and −h , respectively. Hence L′ = {z + φL ◦ [
√
φ∗L ◦ φL]−1(z) | z ∈ πp(L)} is totally

isotropic and the map M−(a, b, c) 3 (L + U + Q) → (L′ + U + Q) ∈ M0(a, b, c) is
the Mostow fibration.
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