
Scuola Dottorale in Scienze Matematiche e Fisiche

XXVIII Ciclo di Dottorato

Study of (W/Z)H production using H→WW ∗ decays

with the ATLAS detector at LHC

Candidato:

Daniele Puddu

Docente Guida:

Prof.ssa Domizia Orestano

Coordinatore:

Prof. Roberto Raimondi

firma

firma

firma



Un bel d̀ı, vedremo

levarsi un fil di fumo

dall’estremo confin del mare.

E poi la nave appare.

Poi la nave bianca

entra nel porto,

romba il suo saluto.

Madama Butterfly, G. Puccini
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Introduction

The Standard Model describes the interactions at microscopic level between the sub-

atomic particles: strong, weak and electromagnetic. Among the successes of this theory

we can recall the prediction of the existence of vector bosons W and Z and of the Higgs

boson recently observed. Open issues still remain uncovered, theories beyond Standard

Model have been developed to address them and particle interactions at high energies

are explored to test their prediction or to observe unexpected effects.

The Large Hadron Collider (LHC) is the largest and most powerful particle accelera-

tor ever built, thanks to the highest design energy in the centre-of-mass, 14 TeV, and

thanks to the high design luminosity, 1034 cm−2s−1, it allows to investigate very rare

processes and new phenomena.

ATLAS is one of the two multi-purpose detectors installed at LHC, its capability to

measure precisely the particles produced in a collision, even in the challenging high

luminosity environment, led to announce on 4 July 2012, together with the CMS Exper-

iment, the discovery of the Higgs boson.

The properties of the Higgs boson are still under investigation. Increasing the precision

of the measurements will allow stringent tests of the Standard Model and will provide

constraints on New Physics.

In this thesis Higgs boson production in association with a W or Z boson, followed by

H→WW ∗ decay, is searched for using events with two, three or four charged leptons

(electrons and muons) in the final state, collected by ATLAS during Run-1.

This dissertation is organised as follows. In Chapter 1 the Higgs boson is described in

the context of the Standard Model, in Chapter 2 the LHC complex and the ATLAS

detector with its sub-detectors are introduced. The objects used in the analysis are

described in Chapter 3 and the analysis is explained in Chapter 4. The entire Chapter 5

is devoted to the results and to the statistical tools employed in the analysis. The

current developing analysis for the Run-2 of LHC is then presented in Chapter 6. Finally

Chapter 7 summarises the conclusions.
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Physical constants, units and

definitions

Planck constant, reduced ~ = 1.054 571 628(53)× 10−34 J s

or 6.582 118 99(16)× 10−22 MeV s

Speed of Light c = 2.997 924 58× 108 ms−1 (exact)

Natural Units (widely used in HEP) ~ ≡ c ≡ 1

Fermi coupling constant GF = 1.166 364(5) × 10−5 GeV−2

Z boson mass mZ = 91.1876(21) GeV

Cross Section barn = 10−28m2

Fermi fm = 10−15m

Momentum of the particle p = (px, py, pz)
1

Transverse Momentum pT =
√

p2 − p2
z

Rapidity y = 1
2 ln

(
E+pz
E−pz

)
Pseudorapidity η = − ln

[
tan

(
θ
2

)]
or 1

2 ln
(
|p|+pz
|p|−pz

)
∆R =

√
∆2η + ∆2φ

Significance (used in cutflow tables) =
√

2((s+ b) ln(1 + s
b )− s)

1The beam direction defines the z-axis, and the x-y plane is the plane transverse to the beam direction.
The positive x-axis is defined as pointing from the interaction point to the centre of the LHC ring, and
the positive y-axis is pointing upwards. The azimuthal angle φ is measured around the beam axis, and
the polar angle θ is the angle from the beam axis.
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Chapter 1

The Higgs boson and the

Standard Model

Among the questions disturbing the sleep of mankind such as “Why are we here?” or

“What is the destiny of the world?” or “Will I be in time at work tomorrow?”... we

can find also “What is the world made of?” and “How these things interact between

them?”. Finding an answer to these questions is sometime impossible1 but some other

time we can investigate and find something that could satisfy our curiosity as much as

possible.

The Standard Model (SM) of Particle Physics has been tested in the second half of the

20th century, and it is nowadays the most complete and confirmed theory that explains

what is the matter made of and how the nature behaves at short distances. Unresolved

issues still remain and more general Theories Beyond the SM (BSM) have been developed

to address the open questions, but no experimental confirmation has been found up to

now.

An overview of the SM and a brief look at the critical aspects will be given in this

Chapter.

1.1 Particle physics phenomenology

At microscopic level three fundamental forces govern the interactions, these are called

strong, electromagnetic, and weak [1, 2, 3]. We can see a manifestation of electromagnetic

force everywhere light is present. Deeper into the atomic structure, the repulsive elec-

tromagnetic force between protons is overcome by strong interaction and the existence

1I’m in time at work! At least today.

1



Chapter 1. The Higgs boson and the Standard Model 2

of the nuclei is then permitted. The weak force causes for example the beta radioactivity

of some nuclei. In Tab. 1.1 the main properties of these interactions are summarised,

such as the range of interaction; the typical lifetime when a decay process occurs; the

cross section of interaction and the coupling constant.

Interaction Range Typical Typical Typical
Lifetime Cross Section Coupling

(m) (sec) (mb) αi
Strong 10−15 10−23 10 1

Electromagnetic ∞ 10−20 − 10−16 10−3 10−2

Weak 10−18 10−12 10−11 10−6

Table 1.1: Main properties of the SM interactions.

In the picture of the SM the bricks of the matter are half-integer spin particles (fermions)

divided into three families of coloured quarks (Sec. 1.2.1) and three families of colourless

leptons (Tab. 1.2). Strong interactions are possible only between quarks and gluons.

Forces are mediated by bosons (integer-spin): eight massless gluons coloured for the

strong interaction, three massive vector bosons for the weak interaction and the massless

photon for the electromagnetic interaction. The Higgs boson is the particle that confirms

the mechanism responsible for the existence of the masses.

1.2 The Standard Model: a gauge theory

The natural context where interactions between particles could be described is relativis-

tic quantum field theory [6], taking into account

� space–time symmetry in terms of Lorentz invariance, as well as internal symmetries

like gauge symmetries,

� causality,

� local interactions.

Each particle is described by a field:

� spin-0 particles, described by scalar fields φ(x);

� spin-1 particles, described by vector fields Aµ(x);

� spin-1/2 fermions, described by spinor fields ψ(x).
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Name Symbol Charge [e] Mass

F
e
rm

io
n

s

L
e
p

to
n

s

J
P

=
1/

2
+

Electron neutrino νe 0 < 2 eV

Electron e −1 0.511 MeV

Muon neutrino νµ 0 < 0.19 MeV

Muon µ −1 105.7 MeV

Tau neutrino τν 0 < 18.2 MeV

Tau τ −1 1.777 GeV

Q
u

a
rk

s

J
P

=
1/

2
+

Up u +2/3 2.3±0.7
−0.5 MeV

Down d −1/3 4.8±0.5
−0.3 MeV

Charm c +2/3 1.275± 0.025 GeV

Strange s −1/3 95± 5 MeV

Top t +2/3 173.21± 0.87 GeV

Bottom b −1/3 4.18± 0.03 GeV

B
o
so

n
s

V
e
c
to

r

J
P

=
1−

Gluon g 0 0

Photon γ 0 < 1× 10−18 eV

W boson W± ±1 80.385± 0.015 GeV

Z boson Z 0 91.1876± 0.0021 GeV

S
c
a
la

r

J
P

=
0+

Higgs boson H 0 125.7± 0.4 GeV

Table 1.2: Particles of the Standard Model. J denotes the spin and P the parity of the
particle. The masses are taken from Ref. [4], the table from Ref. [5]. The uncertainties

for the charged lepton masses are below 0.01%.

The global Lagrangian must respect the SU(3)C × SU(2)L ×U(1)Y symmetry, SU(3)C

is associated to Quantum-Chromodynamics (QCD) colour symmetry, SU(2)L to the

weak isospin symmetry, and U(1)Y is the hypercharge symmetry. In the framework of

the SM, classical electrodynamics [7] is a limit of Quantum Electrodynamics (QED),

for small momentum and energy transfers and large average numbers of virtual or real

photons. Quantum electrodynamics, in turn, is a consequence of a spontaneously broken

symmetry in a theory in which initially the weak and electromagnetic interactions are

unified and the force carriers of both are massless. The symmetry breaking leaves the

electromagnetic force carrier (photon) massless with a Coulomb’s law of infinite range,

while the weak force carriers acquire masses of the order of 80 − 90 GeV with a weak

interaction at low energies of extremely short range.

Because of the origins in a unified theory, the range and strength of the weak interaction

are related to the electromagnetic coupling. Despite the presence of a rather large

number of quantities that must be taken from experiments, the SM (together with

general relativity at large scales) provides a highly accurate description of nature in
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all its aspects, from far inside the nucleus, to microelectronics, to tables and chairs, to

the most remote galaxy. Many of the phenomena are classical or explicable with non-

relativistic quantum mechanics, of course, but the precision of the agreement of the SM

with experiment in atomic and particle physics where relativistic quantum mechanics

rules is truly astounding.

1.2.1 Quantum Chromodynamics

QCD is the theory describing the strong force, which acts on colour-charged particles,

mediated by gluons [2, 3, 8]. The QCD theory of strong interactions is an unbroken

gauge theory based on the group SU(3) of colour. The eight massless gauge bosons

are the gluons gAµ and the matter fields are colour triplets of quarks qai (in different

flavours i). Quarks and gluons are the only fundamental fields of the Standard Model

with strong interactions (hadrons).

The statement that QCD is a gauge theory based on the group SU(3) with colour triplet

quark matter fields fixes the QCD lagrangian density to be:

LQCD = − 1

4

8∑
A=1

FAµνFAµν +

nf∑
j=1

q̄j(iD/−mj)qj , (1.1)

where qj are the quark fields (of nf different flavours) with mass mj ; D/ = Dµγ
µ and γµ

are the Dirac matrices and Dµ is the covariant derivative:

Dµ = ∂µ − ıes
8∑

A=1

tAgAµ ; (1.2)

es is the gauge coupling in analogy with QED:

αs =
e2
s

4π
, (1.3)

A are the gluon fields and tA are the SU(3) group generators in the triplet representation

of quarks (i.e. tA are 3x3 matrices acting on q); the generators obey the commutation

relations [tA, tB] = iCABCt
C where CABC are the complete anti-symmetric structure

constants of SU(3) (the normalisation of CABC and of es is specified by Tr[tAtB] =

δAB/2);

FAµν = ∂µg
A
ν − ∂νgAµ − esCABCg

B
µ g

C
ν (1.4)

An interesting property of the strong interaction is the confinement: no isolated coloured

charge can exist but only colour singlet particles [8, 9]. The strong potential has the
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form:

V (r) ≈ −4

3

αs
r

+ kr with k ≈ 1 GeV/fm. (1.5)

The linear term prevents the separation of two quarks. Increasing the distance leads to

the creation of qq̄ pqirs in a more stable energetic configuration.

Another interesting property of the strong interaction is the “asymptotic” freedom. The

coupling of the interaction (αs) depends on the energy (q2) of the interactions following

the relation:

αs(q
2) =

12π

(33− 2nf ) ln(q2/Λ2
QCD)

, (1.6)

where ΛQCD is the typical energy scale of the strong interaction and nf the number of

quarks with mass up to
√
q2. At high energy a perturbative treatment of the strong

interaction is possible.

The proton is a bound state of quarks and gluons, the total momentum of the proton

is shared among its constituents [10]. Cross sections of processes depend on the parton

distribution functions (PDF), describing the probability in a hard interaction at a scale

µ2 to find a parton of a particular flavour with x fraction of the momentum of the proton.

Fig. 1.1 shows the PDF (multiplyed by x) for quarks and gluons at µ2 = 10 GeV2 (a)

and at µ2 = 102 GeV2 (b).

Figure 1.1: Fraction of energy x carried by the parton times the parton distribution
function f(x;µ2) for protons at scales µ2 = 10 GeV2 and 104 GeV2 [10, 11].
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1.2.2 The Electroweak Standard Model

It is possible to group the fermions families of leptons and quarks into left-handed

doublets and right-handed singlets under SU(2)L × U(1)Y transformation (Tab. 1.3).

Left Right

Leptons

(
e
νe

)
L

,

(
µ
νµ

)
L

,

(
τ
ντ

)
L

eR, µR, τR

Quarks

(
u
d

)
L

,

(
c
s

)
L

,

(
t
b

)
L

uR, dR, cR, sR, tR, bR

Table 1.3: Fields of the fermions of the Standard Model.

A classification is possible using the weak isospin (t, t3) and the hypercharge (Y ).

These quantum numbers are related to the electric charge according to the Gell-Mann-

Nishijima formula that is the same for left-hand and right-hand components:

Q = t3 +
Y

2
, (1.7)

where t3 is the third component of isospin.

νL eL eR uL dL uR dR
t3 +1/2 -1/2 0 +1/2 -1/2 0 0
Y -1 -1 -2 +1/3 +1/3 +4/3 -2/3
Q 0 -1 -1 +2/3 -1/3 +2/3 -1/3

Table 1.4: Fermionic fields classification: t, t3, Y

Since the first observations it was clear that massless vector bosons were strongly discour-

aged by the experimental measurements [12], the Englert-Brout-Higgs [13, 14, 15, 16]

mechanism was introduced in the framework of SM in order to explain the masses of the

particles, including the vector bosons as well. It is possible to express the electroweak

(EW) Lagrangian as the sum of two terms [17]:

L = Lgauge + LHiggs, (1.8)

where the Higgs term is responsible for the non vanishing masses of vector bosons and

fermions.
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The gauge sector describes the interactions among fermions and gauge bosons:

Lgauge = −1

4

3∑
A=1

FA
µνF

Aµν − 1

4
BµνB

µν + ψ̄Lıγ
µDµψL + ψ̄Rıγ

µDµψR, (1.9)

where Bµν = ∂µBν − ∂νBµ and FA
µν = ∂µW

A
ν − ∂νWA

µ − gεABCWB
µ W

C
ν are the gauge

anti-symmetric tensors constructed out of the gauge field Bµ associated with U(1),

and WA
µ corresponding to the three SU(2) generators, εABC are the group structure

constants for SU(2), g is the gauge coupling.

The fermion fields are described through their left-hand and right-hand components:

ψL,R = [(1∓ γ5)/2]ψ, ψ̄L,R = ψ̄[(1± γ5)/2];

with γ5 and other Dirac matrices defined as in Ref. [18]. The standard EW theory is

a chiral theory, in the sense that ψL and ψR behave differently under the gauge group

(so that parity and charge conjugation non conservation are made possible in principle).

Thus, mass terms for fermions (of the form ψ̄LψR+ h.c.) are forbidden in the symmetric

limit. In the absence of mass terms, there are only vector and axial vector interactions

in the Lagrangian and those have the property of not mixing ψL and ψR. The covariant

derivatives DµψL,R are explicitly given by

DµψL,R = [∂µ + ıg
3∑

A=1

tAL,RW
A
µ + ıg′

1

2
YL,RBµ]ψL,R (1.10)

where tAL,R and 1
2YL,R are the SU(2) and U(1) generators, respectively and g′ is again

a gauge coupling. Note that tiRψR = 0, given that, for all known quark and leptons, ψR

is a singlet.

All fermion couplings of the gauge bosons can be derived directly from Eq. 1.9 and

Eq. 1.10. The charged Wµ fields are described by W 1,2
µ , while the photon Aµ and weak

neutral gauge boson Zµ are obtained from combinations of W 3
µ and Bµ. The W 1,2

µ

terms in Eq. 1.9 and Eq. 1.10 can be written as:

g(t1W 1
µ + t2W 2

µ ) = g{[(t+W−
µ )/2] + h.c.}, (1.11)

where t± = t1 ± ıt2 and W± = (W 1 ± ıW 2)/
√

2.

By applying this generic relation to L and R fermions separately, the vertex Vψ̄ψW is

described by:

Vψ̄ψW = gψ̄γµ[(t+L/
√

2)(1− γ5)/2) + (t+R/
√

2)(1− γ5)/2)]ψW−
µ + h.c. (1.12)

As a consequence of tR = 0 being null in the SM, the charged current is pure V − A.
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On the other hand, in the neutral-current sector, the physical fields associated to the

photon (Aµ) and the one associated the neutral weak boson (Zµ) are orthogonal and

are normalised linear combinations of Bµ and W 3
µ :

Aµ = cos θWBµ + sin θWW
3
µ ,

Zµ = − sin θWBµ + cos θWW
3
µ ,

(1.13)

where θW is the weak mixing angle.

Using Eq. 1.9, Eq. 1.10 and Eq. 1.7 it is possible to write:

gt3W 3
µ + g′Y/2Bµ = [gt3 sin θW + g′(Q− t3) cos θW ]Aµ+

+[gt3 cos θW − g′(Q− t3) sin θW ]Zµ.
(1.14)

In order to preserve the classical behaviour, i.e. same coupling of the photon field to

L and R component driven by the charge of the fermionic field, it is straightforward to

impose:

g sin θW = g′ cos θW = e and tgθW = g′/g. (1.15)

Using Eq. 1.15 the Z vertex (Vψ̄ψZ) becomes:

Vψ̄ψZ =
g

2 cos θW
ψ̄γµ[t3L(1− γ5) + t3R(1 + γ5)− 2Q sin2 θW ]ψZµ. (1.16)

The Higgs Lagrangian (LHiggs) is responsible for the spontaneous symmetry breaking

and the masses of particles:

LHiggs = (Dµφ)†(Dµφ)− V (φ†φ)− ψ̄LΓψRφ− ψ̄RΓψLφ (1.17)

where φ is a column vector including all Higgs fields; it transforms as a reducible rep-

resentation of the gauge group. The quantities Γ (which include all coupling constants)

are matrices that make the Yukawa couplings invariant under the Lorentz and gauge

groups. The Higgs field can be written in the form:

φ(x) =

(
φ+(x)

φ0(x)

)
=

(
φ1(x) + ıφ2(x)

φ3(x) + ıφ4(x)

)
. (1.18)

The potential V (φ†φ), symmetric under SU(2)×U(1), contains, at most, quartic terms

in φ so that the theory is renormalisable:

V (φ†φ) = −µ2φ†φ+
1

2
λ(φ†φ)2, (1.19)

where µ2 and λ are constants. The potential has a parabolic shape for µ2 > 0, while
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it asseumes the shape of a Mexican hat for µ2 < 0, as pictured in Fig. 1.2, which is

minimised by all non-vanishing field configurations with φ†φ = 2µ2/λ. In this case the

Figure 1.2: Shape of the Higgs potential for µ2 < 0 [19].

Vacuum Expectation Value (VEV) of the Higgs field, denoted with ν, is non vanishing:

〈0|φ(x)|0〉 = ν =

(
0

ν

)
6= 0, (1.20)

it should be clear from the context whether ν denotes the doublet or the only non zero

component of the same doublet.

The fermion mass matrix is obtained by replacing φ(x) by ν in the Yukawa couplings:

M = ψ̄LΓνψR + ψ̄RΓνψL, (1.21)

Γ is Hermitian and can always be diagonalised through a suitable change of basis if left

fermions are doublets and right fermions are singlets. Each fermion mass term (mf) can

be written as:

mf = gφf̄ fν, (1.22)

where gφff is the Yukawa coupling of the fermion f.

The the (Dµφ)†(Dµφ) term in Eq. 1.17 leads to the mechanism responsible for the masses

of vector boson, where:

Dµφ = [∂µ + ıg

3∑
A=1

tAWA
µ + ıg′(Y/2)Bµ]φ. (1.23)
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The choice in Eq.1.20 preserves U(1) symmetry related to the charge operator Q:

Q|ν〉 = (t3 +
1

2
Y )|ν〉 = 0 (1.24)

then the vacuum is electrically neutral and the particle related to the photon field

remains massless.

The charged W mass term is:

m2
WW

+
µ W

−µ = g2|(t+ν/
√

2)|2W+
µ W

−µ, (1.25)

and the neutral Z mass term is:

1

2
m2
ZZµZ

µ = |(g cos θW t
3 − g′ sin θW (Y/2))ν|2ZµZµ, (1.26)

where the factor of 1/2 on the left-hand side is the correct normalisation for the definition

of the mass of a neutral field. Expanding the action of t3, t+ and Y on ν [17] and using

Eq. 1.15, the mass terms are:

m2
W =

1

2
g2ν2, m2

Z =
1

2
g2ν2/ cos2 θW , (1.27)

ν is linked to the Fermi coupling constant (GF) by means of mW [1], and its value is:

ν = 2m2
W/g2 = 2−3/4G

−1/2
F = 174.1 GeV. (1.28)

The physical Higgs particle H can be introduced as a deviation from the vacuum:

φ(x) =

(
φ+(x)

φ0(x)

)
→

(
0

ν + (H/
√

2)

)
. (1.29)

The interactions with other bosons, obtained from the (Dµφ)†(Dµφ) term in Eq. 1.17

are:

L[H,W ,Z] = g2 v√
2
W+

µ W
−µH +

g2

4
W+

µ W
−µH2 +

+ g2 v

2
√

2 cos2 θW
ZµZ

µH +
g2

8 cos2 θW
ZµZ

µH2 . (1.30)

According to Eq. 1.27, the explicit dependency on the masses is:

L[H,W ,Z] = gmWW
+
µ W

−µH +
g2

4
W+

µ W
−µH2 +

+
gmZ

2 cos2 θW
ZµZ

µH +
g2

8 cos2 θW
ZµZ

µH2. (1.31)
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The generic coupling of H to a fermion of type f is given (after diagonalisation as in

Eq. 1.22) by:

L[H, ψ̄, ψ] =
gf√

2
ψ̄ψH, (1.32)

with
gf√

2
=

mf√
2ν

= 21/4G
1/2
F mf . (1.33)

The potential in Eq. 1.19 is minimum considering the replacement in Eq. 1.29, when:

v =

√
µ2

λ
, (1.34)

and its value is:

V = −µ2(v +
H√

2
)2 +

µ2

2v2
(v +

H√
2

)4 = −µ
2v2

2
+ µ2H2 +

µ2

√
2v
H3 +

µ2

8v2
H4 (1.35)

The mass term is then:

m2
H = 2µ2 = 2λv2 (1.36)

1.3 Higgs boson physics

The decays of the Higgs boson are driven by Eq. 1.31 and Eq. 1.32. The (lowest-order)

expressions for the dominant Higgs decay rates to fermion and vector boson pairs are [2]:

Γ(H → ff̄) = NC

GFmH m
2
f

4π
√

2

√
1−

4m2
f

m2
H

with NC = 3 (1) for f = q (`),

Γ(H → V V ) =
GFm

3
H

16π
√

2
RV (xV ), xV =

M2
V

m2
H

, (V = W,Z) (1.37)

with

RZ = R(xZ), RW = 2R(xW ), R(x) =
√

1− 4x (1− 4x+ 12x2) . (1.38)

A mass of about 125 GeV was measured by experiments (Sec. 1.3.1), this value provides

an excellent opportunity to explore the Higgs couplings to many SM particles. In partic-

ular the dominant decay modes are H → bb̄ and H → WW ∗, followed by H → gg,

H → τ+τ−, H → cc̄ and H → ZZ∗. With much smaller rates follow the decays

H → γγ, H → Zγ and H → µ+µ−. Since the decays to gluons, di-photons and Zγ

are loop induced, they provide indirect information on the Higgs to WW , ZZ and tt̄

couplings in different combinations [4]. The predicted branching ratios for the dominant

Higgs decay processes are reported in Fig. 1.3 for a wide range of mH .
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The total predicted width of a 125 GeV SM Higgs boson is ΓH = 4.07× 10−3 GeV, with

a relative uncertainty of +4.0%
−3.9% [20].
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Figure 1.3: The branching ratios for the main decays of the SM Higgs boson near
mH = 125 GeV. The theoretical uncertainties are indicated as a band [20, 21].

At high-energy proton-proton colliders, the Higgs boson production mechanism [4, 20]

with the largest cross section is the gluon-fusion process (ggF), gg → H +X, mediated

by the exchange of a virtual quark. Since contributions from light quarks propagating

in the loop are suppressed proportionally to mq the leading contribution arises from a

top quark.

The SM Higgs production mode with the second-largest cross section at the LHC is

the vector boson fusion (VBF). Higgs production via VBF, qq → qqH, proceeds by

the scattering of two (anti-)quarks, mediated by t- or u-channel exchange of a W or

Z boson, with the Higgs boson radiated off the weak-boson propagator. The scattered

quarks give rise to two hard jets in the forward and backward regions of the detector.

Because of the colour-singlet nature of the weak-gauge boson exchange, gluon radiation

from the central-rapidity regions is strongly suppressed. These characteristic features of

VBF processes can be exploited to distinguish them from a priori overwhelming QCD
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backgrounds, but also from gluon-fusion induced Higgs + 2 jet production, and from

s-channel WH or ZH production with a hadronically decaying weak boson. Experimen-

tally the VBF channel can be distinguished from other background processes by mean

of a selection on kinematic properties of the events that lead to a particularly clean

environment not only for Higgs searches but also for the determination of Higgs boson

couplings.

The next most relevant Higgs boson production mechanisms are associated production

with W and Z gauge bosons ((W/Z)H) originated from the processes pp → V H + X,

with V = W±, Z.

Higgs production from tt̄ fusion (tt̄H), pp → tt̄H, can provide important information

on the the top-Higgs Yukawa coupling. The cross sections for the dominant Higgs pro-

duction processes for mH = 125 GeV are presented in Fig. 1.5.

Fig. 1.4 represents diagrams for these dominant Higgs production processes.

W/Z

(a) (b)

(c) (d)

W/Z

H
H

H

H

t̄

t

Figure 1.4: Higgs production channels: (a) gluon-gluon fusion, (b) vector boson
fusion, (c) (W/Z)H associated productions and (d) tt̄H associated production [22].

Fig. 1.6 shows the dependency of the production cross section on the mass of the Higgs

boson for 7 TeV and 8 TeV energy in the centre-of-mass.

1.3.1 The long way to the discovery

The mass of the Higgs boson is a fundamental unpredictible parameter of the SM. An

upper limit can be obtained from the partial-wave unitarity condition for a tree diagram
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s, for pp collisions. The theoretical uncertainties are indicated as a
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Figure 1.6: Standard Model Higgs boson production cross sections at a centre-of-mass
energy (a)

√
s = 7 TeV and (b) 8 TeV [20, 21].

describing the two-body scattering of gauge bosons [23]:

mH .

√
8π

√
2

3
GF ∼ 1 TeV, (1.39)

while a lower bound of 114.4 GeV resulted from the searches at LEP, summarised in

Ref. [24]. In a such wide range of possible values the properties of the Higgs boson

are strongly dependent on its mass value, in particular the total decay width (ΓH) and

the preferred decay channels as reported in Fig. 1.7. The decay of the Higgs boson is

governed, at the leading order, by Eq. 1.37. For mH . 2mW the Higgs boson decays
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Figure 1.7: (a) Standard Model Higgs boson total width and (b) decay branching
ratios [20, 21].
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mainly to fermions with the higher mass accessible, with a proportionality ΓH ∼ mH

and it is a narrow resonance. For mH & 2mW the Higgs boson decays mainly to

vector bosons, the total decay width rapidly increases as ΓH ∼ m3
H and the Higgs

boson behaves as a broad resonance. For a Higgs boson with mH & 2mt the decay to

t-quarks is accessible but the branching ratio is still disadvantaged with respect to the

decay to vector bosons.

The Standard Model Higgs boson was searched for at the LHC in various decay channels,

the choice of which was given by the signal rates and the signal-to-background ratios in

the different mass regions [25]:

� H → ZZ∗ decays,

the decay channel H → ZZ∗ → `` `` provides a rather clean signature in the

intermediate mass region 115 GeV < mH < 2mZ. In addition to the irreducible

backgrounds from ZZ∗ and Zγ∗ production, there are large reducible backgrounds

from tt̄ and Zbb̄ production. Due to the large production cross section, the tt̄ events

dominate at production level, whereas the Zbb̄ events contain a genuine Z boson

in the final state and are therefore more difficult to reject. In addition, there is

background from ZZ continuum production, where one of the Z bosons decays

to a τ pair, with subsequent leptonic decays of the τ leptons, and the other Z

decays to an electron or muon pair. Calorimeter and track isolation together with

impact parameter measurements can be used to achieve the necessary background

rejection. For Higgs boson masses in the range 180 GeV < mH < 700 GeV,

the H → 4` decay mode is the most reliable one for the discovery of a Standard

Model Higgs boson at the LHC. The expected background, which is dominated by

the continuum production of Z boson pairs, is smaller than the signal. For larger

values of mH , the Higgs boson signal becomes very broad and the signal rate drops

rapidly.

� H → γγ decays,

the decay H → γγ is a rare decay mode, which is only detectable in a limited

Higgs boson mass region between 80 and 150 GeV, where both the production

cross section and the decay branching ratio are relatively large. Excellent energy

and angular resolution are required to observe the narrow mass peak above the

irreducible prompt γγ continuum. In addition, there is a large reducible back-

ground resulting from direct photon production or from two-jet production via

QCD processes.

� H →WW ∗ decays,

the dominant process for Higgs boson masses mH > 170 GeV, in the decay

H → WW ∗ → `ν `ν is possible to observe a peak in the distribution of the
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transverse mass, MT
2, computed from the leptons and the missing transverse mo-

mentum, even though the Higgs mass peak is not accessible because of the presence

of undetected neutrinos. The non resonant WW , tt̄ and single-top production pro-

cesses constitute severe backgrounds and the signal significance depends critically

on their absolute knowledge. In addition, it is possible to require that there is no

jet activity in the central region of the detector (jet veto).

A specific requirement on the production mode can be considered, the most clear pro-

duction mode is vector boson fusion. In vector boson fusion events, the Higgs boson

is accompanied by two jets in the forward regions of the detector, originating from the

initial quarks that emit the vector bosons. On the other hand, central jet activity is

suppressed due to the lack of colour exchange between the initial state quarks. This is

in contrast with most background processes, where colour flow appears in the t-channel.

Jet tagging in the forward region of the detector together with a veto of jet activity

in the central region are therefore powerful tools to enhance the signal-to-background

ratio.

The first bound to the mass of the Higgs boson was obtained at LEP [24], the main pro-

duction mode was the ZH associated production because of the e+e− colliding beams.

The maximum centre-of-mass energy was ∼ 206 GeV and the low mass region for the

Higgs boson was accessible, where the H → bb̄ decay is dominant. Multi-jets back-

grounds were very low because of the leptonic nature of the colliding beams. A lower

bound of 114.4 GeV was obtained from the combinaton of the four experiments hosted

at LEP.

The second important step in the search for the Higgs boson was achieved at Tevatron

[26]. In the pp̄ Tevatron collider at a centre-of-mass energy of 1.96 TeV, all the produc-

tion modes were accessible but the dominant one was the associated production with a

vector boson. The Higgs boson decay modes studied were H → bb̄, H → W+W−,

H → ZZ, H → τ+τ− and H → γγ. The regions 100 < mH < 120 GeV

and 139 < mH < 184 GeV were excluded and an excess corresponding to a local

significance of ∼ 3.0 standard deviations was found for mH ∼ 120 GeV,

Finally , the Higgs boson was found at the LHC by the ATLAS and CMS experiments

[27, 28]. The main production channel was ggF but VBF was also sizeable. The main

contribution to the discovery was due to the H → γγ and H → ZZ∗ decays.

As reported in Fig. 1.8, the probability for an excess as large as or larger than that

observed in the first 10 fb−1by each experiment to arise from a statistical fluctuation

of the background was very low. The excess was then interpreted as the observation

of a new particle with a mass near 125 GeV. The decays to two photons or to ZZ∗

2MT =
√

2p``TE
miss
T (1− cos ∆φ``).
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Figure 1.8: (a) The ATLAS observed (solid) local p0 as a function of mH in the
low mass range. The dashed curve shows the expected local p0 under the hypothesis
of a SM Higgs boson signal at that mass with its ±1σ band. The horizontal dashed
lines indicate the p-values corresponding to significances of 1 to 6 σ [27]. (b) The CMS
observed local p-value for 7 TeV and 8 TeV data, and their combination as a function
of the SM Higgs boson mass. The dashed line shows the expected local p-values for a

SM Higgs boson with a mass mH [28].

indicated that the new particle was a boson; the two-photon decay implied that its spin

was different from one.

The combination of the ATLAS and CMS mass measurement of the Higgs boson was

performed in Ref. [29], the result is

mH = 125.09± 0.24 GeV.

1.4 Limitations of the Standard Model

The discovery of the Higgs boson is the latest great success of the Standard Model of

particle physics. The Higgs’ mechanism is a cornerstone of the SM, with its elegant

way of breaking symmetry it makes possible for the elementary particles to acquire

masses. Over forty years, the SM has passed a series of increasingly stringent tests.

As the parameters of the model became better defned and its predictions tested more

incisively, points of disagreement between theory and experiment have faded away. Now

the last elementary particle predicted by this model has been observed. Is it the last

discovery of the SM?

There are many arguments outside the domain of the Higgs boson that support the idea

that Standard Model is incomplete as a description of nature [3, 30]. It is possible to

summarise the open issues in eleven items [31]:
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1. How do we understand the Higgs boson? What principle determines its couplings

to quarks and leptons? Why does it condense and acquire a vacuum value through-

out the Universe? Is there one Higgs particle or many? Is the Higgs particle

elementary or composite?

2. What principle determines the masses and mixings of quarks and leptons? Why

is the mixing pattern apparently different for quarks and leptons? Why is there

CP violation in quark mixing? Do leptons violate CP?

3. Why are neutrinos so light compared to other matter particles? Are neutrinos

their own antiparticles? Are their small masses connected to the presence of a

very high mass scale? Are there new interactions that are invisible except through

their role in neutrino physics?

4. What mechanism produced the excess of matter over anti-matter that we see in

the Universe? Why are the interactions of particles and antiparticles not exactly

mirror opposites?

5. Dark matter is the dominant component of mass in the Universe. What is the

dark matter made of? Is it composed of one type of new particle or several? What

principle determined the current density of dark matter in the Universe? Are the

dark matter particles connected to the particles of the Standard Model, or are

they part of an entirely new dark sector of particles?

6. What is dark energy? Is it a static energy per unit volume of the vacuum, or is it

dynamical and evolving with the Universe? What principle determines its value?

7. What did the Universe look like in its earliest moments, and how did it evolve to

contain the structures we observe today? The inflationary Universe model requires

new fields active in the early Universe. Where did these come from, and how can

we probe them today?

8. Are there additional forces that we have not yet observed? Are there additional

quantum numbers associated with new fundamental symmetries? Are the four

known forces unified at very short distances? What principles are involved in this

unification?

9. Are there new particles at the TeV energy scale? Such particles are motivated by

the problem of the Higgs boson, and by ideas about space-time symmetry such as

supersymmetry and extra dimensions. If they exist, how do they acquire mass, and

what is their mass spectrum? Do they provide new sources of quark and lepton

mixing and CP violation?
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10. Are there new particles that are light and extremely weakly interacting? Such

particles are motivated by many issues, including the strong CP problem, dark

matter, dark energy, inflation, and attempts to unify the microscopic forces with

gravity. What experiments can be used to find evidence for these particles?

11. Are there extremely massive particles to which we can only couple indirectly at cur-

rently accessible energies? Examples of such particles are seesaw heavy neutrinos

or grand unified scale particles mediating proton decay. How can we demonstrate

that these particles exist?

Answers to these questions may be found through the observation of new phenomena

hopefully in the near future.
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ATLAS and LHC

ATLAS is a particle physics detector at the Large Hadron Collider at CERN. LHC is the

world’s largest and most powerful particle accelerator, it is located in the tunnel (27 km)

that hosted LEP, in the border between France and Switzerland close to Geneve. LHC

first started up on 10 September 2008, and remains the latest addition to the accelerator

complex at CERN. Inside the accelerator, two high-energy particle beams travel at

close to the speed of light before they are made to collide at four locations around the

accelerator ring, corresponding to the positions of four particle detectors: ATLAS [32],

CMS [33], ALICE [34] and LHCb [35]. ATLAS is located at the Interaction Point One.

An overview of the LHC Complex and a description of the ATLAS detector will be given

in this Chapter.

2.1 The Large Hadron Collider

The aim of the LHC [36] is to reveal and study very rare physics processes such as

processes involving the Higgs boson or BSM processes.

The number of events per second generated in the LHC collisions is given by (Nevent):

Nevent = Lσevent, (2.1)

where σevent is the total inelastic cross section and L the machine luminosity. Assuming

Gaussian beam distributions, the luminosity is:

L =
N2
b nbfrevγr
4πεnβ∗

F, (2.2)

21
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where Nb is the number of particles per bunch, nb the number of bunches per beam, frev

the revolution frequency, γr the relativistic gamma factor, εn the normalised transverse

beam emittance [37], β∗ the beta function [37] at the collision point and F the generic

geometric luminosity reduction factor [36] due to the crossing angle at the interaction

point, which is about 0.9 at the LHC [38].

In order to reach 7 TeV per beam in the LHC ring, a complex accelerating system is

adopted (Fig. 2.1), it is constituted by: Linac2, Proton Synchrotron Booster, Proton

Synchrotron, Super Proton Synchrotron. The main LHC parameters are summarised

Figure 2.1: The LHC accelerator complex. [39].

in Tab. 2.1. The proton-proton integrated luminosity (Lint =
∫
Ldt) collected in Run-1

of LHC by the ATLAS detector is reported in Fig. 2.2 as well as the luminosity peak

of each operation day. Thanks to the good operation of the detector, almost the full

intensity delivered by LHC was recorded by ATLAS experiment and it is available for

physics analyses.
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Parameter 2011 2012 Design

Beam Energy [TeV] 3.5 4 7
Max Number of Bunches colliding 1854 1380 2808
Bunch Intensity [1011] 1.5 1.48 1.15
Bunch Spacing [ns] 50 50 25
Peak Inst. Lumi. [1033 cm−2 s−1] 3.65 7.73 10
Avg. Inelastic Interactions per crossing 〈µ〉 9.1 20.7 19
Peak Inelastic Interactions per crossing 34 72
Trans. Norm. Emittance [µm] 1.9-2.3 2.6 3.75
Longitudinal Emittance [eV s] 2.5
β∗ [m] 1 0.60 0.55
IP Beam Spot [µm] ≈25 19 16.7
Beam Current [A] 0.38 0.41 0.582
RMS Bunch Length [cm] ≥9 7.55
Crossing Angle [µrad] 240 290 285

Table 2.1: LHC main parameters [40].
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(a)

(b)

Figure 2.2: (a) ATLAS integrated luminosity (Lint =
∫
Ldt) for proton-proton colli-

sions; (b) ATLAS peak luminosity per day [41, 42].

As reported in Tab. 2.1 multiple beam-beam interaction occurs in a collision, Fig. 2.3

shows the distributions of the mean number of interactions per bunch crossing for the

Run-1 of LHC.
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Figure 2.3: Mean number of interactions per bunch crossing for the Run-1 of LHC
(ATLAS) [42].

2.2 ATLAS

ATLAS [32, 43] is a multi-purpose particle physics detector with a forward-backward

symmetric cylindrical geometry and close to 4π coverage in solid angle. From the in-

nermost part to the outermost ATLAS presents the typical structure of a HEP detector

allowing to identify and measure the properties of the particles produced in a collision as

shown in Fig 2.4. The ATLAS detector (Fig. 2.5) consists of an inner tracking detector

(ID) surrounded by a thin 2 T superconducting solenoid, electromagnetic (EMCal) and

hadronic calorimeters (HCal), and a muon spectrometer (MS) incorporating three large

superconducting toroid magnets, each with eight coils. The main performance goals of

the ATLAS detector are listed in Tab. 2.2. A three-level trigger system is used.

2.2.1 Inner Detector

The Inner Detector [45, 46] covers the pseudorapidity range |η| < 2.5 and consists

of multiple layers of silicon pixel and micro-strip detectors (SCT), and a straw-tube

transition radiation tracker (TRT).

The Inner Detector consists of three sub-detectors. The envelope of each sub-detector

is listed in Tab. 2.3 and shown in Fig. 2.6. At inner radii, high-resolution pattern
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Figure 2.4: The typical structure of a HEP particle detector. From the interaction
point to the outermost part of the detector the sub-detectors are: Tracking System,

Calorimeters, Muon Spectrometer. [44].

Detector Required resolution η coverage
component Measurement Trigger

Tracking σpT /pT = 0.05%pT ⊕ 1% ±2.5

EMCal σE/E = 10%/
√
E ⊕ 0.7% ±3.2 ±2.5

HCal (jets)

barrel and end cap σE/E = 50%/
√
E ⊕ 3% ±3.2 ±3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9

Muon Spectrometer σpT = 10% @ pT = 1 TeV ±2.7 ±2.4

Table 2.2: General performance goals of the ATLAS detector. Note that, for high-
pT muons, the muon-spectrometer performance is independent of the inner-detector

system. E and pT are expressed in GeV [32].
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Figure 2.5: Cut-away view of the ATLAS detector. The dimensions of the detector are
25 m in height and 44 m in length. The overall weight of the detector is approximately

7000 tonnes [44].

recognition capabilities are available using discrete space-points from silicon pixel layers

and stereo pairs of silicon micro-strip layers. At larger radii, the transition radiation

tracker comprises many layers of gaseous straw tube elements interleaved with transition

radiation material. With an average of 36 hits per track, it provides continuous tracking

to enhance the pattern recognition and improve the momentum resolution over |η| < 2.0

and electron identification complementary to that of the calorimeter over a wide range

of energies.

2.2.2 Calorimetry

Calorimeters [47] must provide good measurement and good containment for electromag-

netic and hadronic showers, and must also limit punch-through into the muon system.

Hence, calorimeter depth is an important design consideration. The total thickness of

the EM calorimeter is greater than 22 radiation lengths (X0) in the barrel and greater

than 24 X0 in the end caps. The approximate 9.7 interaction lengths (λ) of hadronic

active calorimeter in the barrel (10 λ in the end caps) are adequate to provide good

resolution for high-energy jets.

The calorimeter system covers the pseudorapidity range |η| < 4.9.

� The EM calorimeter is divided into a barrel part (|η| < 1.475) and two end-cap

components (1.375 < |η| < 3.2), each housed in their own cryostat. The EM
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(a)

(b)

Figure 2.6: (a) Cut-away view of the ATLAS Inner Detector and (b) zoom on the
barrel components [44].
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Item Radial extension (mm) Length (mm)

overall ID envelope 0 < R < 1150 0 < |z| < 3512
beam-pipe 29 < R < 36

Pixel overall 45.5 < R < 242 0 < |z| < 3092
3 cylindrical layers barrel 50.5 < R < 122.5 0 < |z| < 400.5
2× 3 disks end cap 88.8 < R < 149.6 495 < |z| < 650

SCT overall 255 < R < 549 (barrel) 0 < |z| < 805
251 < R < 610 (end cap) 0 < |z| < 2797

4 cylindrical layers barrel 299 < R < 514 0 < |z| < 749
2× 9 disks end cap 275 < R < 560 839 < |z| < 2735

TRT overall 554 < R < 1082 (barrel) 0 < |z| < 780
617 < R < 1082 (end cap) 0 < |z| < 2744

73 straw planes barrel 563 < R < 1066 0 < |z| < 712
160 straw planes end cap 644 < R < 1004 848 < |z| < 2710

Table 2.3: Main parameters of the inner-detector system [32].

calorimeter is a lead-LAr detector with accordion-shaped kapton electrodes and

lead absorber plates over its full coverage. In the region of |η| < 1.8, a presampler

detector is used to correct for the energy lost by electrons and photons upstream

of the calorimeter. The presampler consists of an active LAr layer of thickness

1.1 cm (0.5 cm) in the barrel (end-cap) region.

� The Hadronic Calorimeter consists of Tile Calorimeter, LAr Hadronic End-cap

Calorimeter, LAr Forward Calorimeter.

The Tile Calorimeter is placed directly outside the EM calorimeter envelope. Its

barrel covers the region |η| < 1.0, and its two extended barrels the range

0.8 < |η| < 1.7. It is a sampling calorimeter using steel as absorber and

scintillating tiles as active material. Radially, the Tile Calorimeter extends from

an inner radius of 2.28 m to an outer radius of 4.25 m.

The Hadronic End-cap Calorimeter consists of two independent wheels per end-

cap, located directly behind the end-cap electromagnetic calorimeter and sharing

the same LAr cryostats. Each wheel is divided into two segments in depth, for a

total of four layers per end-cap. The wheels closest to the interaction point are

built from 25 mm parallel copper plates, while those further away use 50 mm cop-

per plates (for all wheels the first plate is half-thickness).

The Forward Calorimeter (FCal) is integrated into the end-cap cryostats, as this

provides clear benefits in terms of uniformity of the calorimetric coverage as well

as reduced radiation background levels in the muon spectrometer. The FCal is ap-

proximately 10 interaction lengths deep, and consists of three modules in each
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end-cap: the first, made of copper, is optimised for electromagnetic measure-

ments, while the other two, made of tungsten, measure predominantly the energy

of hadronic interactions.

The pseudorapidity coverage and segmentation in depth of the calorimeters are sum-

marised in Tab. 2.4 and Fig. 2.7 shows an overview of the calorimeter system.

Figure 2.7: Cut-away view of the ATLAS calorimeter system [44].

2.2.3 Muon system

The conceptual layout of the muon spectrometer [48] is shown in Fig. 2.8. It is based on

the magnetic deflection of muon tracks in the large superconducting air-core toroid mag-

nets, instrumented with separate trigger and high-precision tracking chambers. Over

the range |η| < 1.4, magnetic bending is provided by the large air core toroid. For

1.6 < |η| < 2.7, muon tracks are bent by two smaller air core toroid end-cap magnets

inserted into both ends of the barrel toroid. Over 1.4 < |η| < 1.6, usually referred to

as the transition region, magnetic deflection is provided by a combination of barrel and

end-cap fields. This magnet configuration, in particular the air core toroids, provides a

field which is mostly orthogonal to the muon trajectories, while minimising the degra-

dation of resolution due to multiple scattering.

In the barrel region, tracks are measured in chambers arranged in three cylindrical layers

around the beam axis; in the transition and end-cap regions, the chambers are installed
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barrel end cap

EMCal

Number of layers and η coverage

Presampler 1 |η| < 1.52 1 1.5 < |η| < 1.8

Calorimeter 3 |η| < 1.35 2 1.375 < |η| < 1.5

2 1.35 < |η| < 1.475 2 1.5 < |η| < 2.5

2 2.5 < |η| < 3.2

Number of readout channels (# Readout)

Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)

LAr Hadronic end-cap

η coverage 1.5 < |η| < 3.2
Layers 4

# Readout 5632 (both sides)

LAr forward calorimeter

η coverage 3.1 < |η| < 4.9
Layers 3

# Readout 3524 (both sides)

Tile Calorimeter

barrel Extended
η coverage |η| < 1.0 0.8 < |η| < 1.7

Layers 3 3

# Readout 5760 4092 (both sides)

Table 2.4: Main parameters of the calorimeter system [32].

in planes perpendicular to the beam, also in three layers. Over most of the η-range, a

precision measurement of the track coordinates in the principal bending direction of the

magnetic field is provided by Monitored Drift Tubes (MDT) . At large pseudorapidities,

Cathode Strip Chambers (CSCs, which are multi-wire proportional chambers [4, 49]

with cathodes segmented into strips) with higher granularity are used in the innermost

plane over 2 < |η| < 2.7, to withstand the demanding rate and background conditions.

The trigger system covers the pseudorapidity range |η| < 2.4. The trigger chambers

for the muon spectrometer serve a threefold purpose: provide bunch-crossing identi-

fication, provide well-defined pT thresholds, and measure the muon coordinate in the

direction orthogonal to that determined by the precision-tracking chambers. Resistive

Plate Chambers (RPC) [4, 50] are used in the barrel and Thin Gap Chambers (TGC)

[51] in the end-cap regions.

The main parameters of the muon system are summarised in Tab. 2.5.
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Figure 2.8: Cut-away view of the ATLAS muon system [44].

Monitored drift tubes MDT
- Coverage |η| < 2.7 (innermost layer: |η| < 2.0)
- Number of chambers 1088 (1150)
- Number of channels 339 000 (354 000)
- Function Precision tracking

Cathode strip chambers CSC
- Coverage 2.0 < |η| < 2.7
- Number of chambers 32
- Number of channels 31 000
- Function Precision tracking

Resistive plate chambers RPC
- Coverage |η| < 1.05
- Number of chambers 544 (606)
- Number of channels 359 000 (373 000)
- Function Triggering, second coordinate

Thin gap chambers TGC
- Coverage 1.05 < |η| < 2.7 (2.4 for triggering)
- Number of chambers 3588
- Number of channels 318 000
- Function Triggering, second coordinate

Table 2.5: Main parameters of the muon system [32].
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2.2.4 Trigger system

The proton-proton interaction rate at the design luminosity of 1034 cm−2s−1 is ap-

proximately 1 GHz, while the event data recording, based on technology and resource

limitations, is limited to about 200 Hz. This requires an overall rejection factor of 5×106

against minimum-bias processes while maintaining maximum efficiency for the investi-

gation of rare processes involving for instance the Higgs boson, as reported in Fig. 2.9.
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Figure 2.9: Summary of several Standard Model processes production cross section
measurements, corrected for leptonic branching fractions, compared to the correspond-
ing theoretical expectations. The luminosity used for each measurement is indicated
close to the data point. Uncertainties on the theoretical predictions are quoted from

the original ATLAS publications [52].

The Level-1 (L1) trigger system uses a subset of the total detector information to make

a decision on whether or not to continue processing an event, reducing the data rate to

approximately 75 kHz (limited by the bandwidth of the readout system, which is up-

gradeable to 100 kHz). The subsequent two levels, collectively known as the high-level

trigger, are the Level-2 (L2) trigger and the event filter. They provide the reduction to

a final data-taking rate of approximately 200 Hz.

The L1 trigger searches for high transverse-momentum muons, electrons, photons, jets,

and τ−leptons decaying to hadrons, as well as large missing momentum and total trans-

verse momentum. Its selection is based on information from a subset of detectors. High
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transverse-momentum muons are identified using trigger chambers in the barrel and end-

cap regions of the spectrometer. Calorimeter selections are based on reduced-granularity

information from all the calorimeters. Results from the L1 muon and calorimeter trig-

gers are processed by the central trigger processor, which implements a trigger ‘menu’

made up of combinations of trigger selections. Pre-scaling of trigger menu items is also

available, allowing optimal use of the bandwidth as luminosity and background condi-

tions change. Events passing the L1 trigger selection are transferred to the next stages

of the detector-specific electronics and subsequently to the data acquisition via point-

to-point links. In each event, the L1 trigger also defines one or more Regions-of-Interest

(RoI), i.e. the geographical coordinates in η and φ, of those regions within the detec-

tor where its selection process has identified interesting features. The RoI data include

information on the type of feature identified and the criteria passed, e.g. a threshold.

This information is subsequently used by the high-level trigger.

The L2 selection is seeded by the RoI information provided by the L1 trigger over a

dedicated data path. L2 selections use, at full granularity and precision, all the avail-

able detector data within the RoI (approximately 2% of the total event data). The L2

menus are designed to reduce the trigger rate to approximately 3.5 kHz, with an event

processing time of about 40 ms, averaged over all events.

The final stage of the event selection is carried out by the event filter. Its selections are

implemented using offline analysis procedures within an average event processing time

of the order of four seconds.

A schematic view of the ATLAS trigger system is shown in Fig. 2.10.
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Figure 2.10: Schematic of the ATLAS trigger system [53].
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Physics objects used in the

analysis

Each collision of protons leads to a large amount of particles. In order to obtain the

most accurate reconstruction, the information from all the sub-detector is used: tracks

from ID and MS, and clusters from the calorimeters.

An overview of the objects used in the analyses described in the next Chapters: track

and vertices, electrons, muons, jets, MET.

3.1 Tracking and vertices

As reported in Ref. [43] several tools have been used in the track reconstruction. The

most relevant ones are global-χ2 and Kalman-filter techniques [54], dynamic noise ad-

justment [55], Gaussian-sum filters (GSF) [56] and deterministic annealing filters [57].

The reconstruction with the ID involves a pre-processing stage, a track-finding stage

and post-processing stage.

The pre-processing stage transforms the raw data from the pixel and SCT detectors to

clusters and then the clusters to space-points.

In the track-finding stage track seeds are constructed using space-points in the three

pixel layers and the first SCT layer. These tracks are extended throughout the SCT

to form track candidates. A fit to the track candidates permits to remove not compat-

ible clusters associated to the track, further quality cuts allow to resolve ambiguities

in the cluster-to-track association and to reject fake tracks. The surviving tracks are

then extended to the TRT and refitted with the full information of all three detectors

and “outliers” hits are removed as well. In order to improve the tracking efficiency for

36
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secondary tracks from conversions or decays of long-lived particles, additional tracks are

searched in the unused track segments in the TRT.

In the post-processing stage vertices are finded considering the tracks defined in the

previous stages.

The primary vertex, by definition, is the one with the largest sum of asociated-track

momenta (
∑

(pT)2) and it has at least three tracks with pT > 400 MeV.

3.2 Leptons

Muons are reconstructed in the region |η| < 2.5 by combining tracks reconstructed in

the MS and ID. This analysis uses muon candidates referred to as “Chain 1, CB muons”

in Ref. [58].

Electrons are identified within the region |η| < 2.47, except in the transition region be-

tween barrel and end-cap calorimeters (1.37 < |η| < 1.52), through the association of an

ID track to a calorimeter cluster whose shower profile is consistent with an electromag-

netic shower [59]. Information from both the calorimetric and tracking system are used

for the electron identification. A cut-based approach is adopted In the 7 TeV analysis

while a likelihood-based selection is also exploited in the 8 TeV analysis as described in

Ref. [60]. In all the analyses looser requirements are adopted for higher-pT leptons than

low-pT ones to increase acceptance to signal with poor increase of background accep-

tance. Tab. 3.1 summarises the lepton identification selections adopted in the different

event categories.

Category pT threshold Electron identification

3` pT > 15 GeV Loose LH (pT > 20 GeV) or Very Tight LH (pT < 20 GeV)

2` pT > 22, 15 GeV Medium++ (pT > 25 GeV)
or Very Tight LH (pT < 25 GeV)

4` pT > 25, 20, 15, 15 GeV Loose LH (pT >20 GeV) or Very Tight LH (pT < 20 GeV)

Table 3.1: Summary of lepton identification criteria in the different categories.

For the isolation requirement, both tracking and calorimeter information are used and

pT-dependent cuts are applied to the scalar sum of the transverse momenta of other

tracks from the primary vertex within a cone around the track (PtCone), and to the

scalar sum of the transverse energies measured in calorimeter cells within a cone (Et-

Cone), excluding the energy associated to the particle itself. The electron calorimeter-

based isolation algorithm uses topological clusters [60] while a cell-based isolation is used

for muons in the calorimeter.

Tab. 3.2 and Tab. 3.3 summarise the lepton isolation criteria adopted in the different

event categories.
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Category Cone Size pT range Calorimetric isolation Tracking isolation
EtCone / pT PtCone / pT

3`, 4` ∆R = 0.2 > 20 GeV < 0.10 < 0.04
< 20 GeV < 0.07 < 0.04

Table 3.2: Isolation criteria for the 8 TeV analysis adopted for the leptons in the 3`
and 4` channels.

Category Cone Size ET range Calorimetric isolation Tracking isolation
EtCone / ET(pT) PtCone / ET(pT)

> 25 GeV < 0.28 (0.30) < 0.10 (0.12)
2` ∆R = 0.3 20-25 GeV < 0.28 (0.18) < 0.10 (0.12)

< 20 GeV < 0.24 (0.12) < 0.08 (0.08)

Table 3.3: Isolation criteria for the 8 TeV analysis adopted for the electrons (muons)
in the 2` channels.

For all the analysed SRs the same optimised impact parameter cuts used in Ref. [61]

are applied. The optimal cuts are found using the same procedure as for the isolation

and the identification optimisations. The absolute value of z0 × sin θ is required to be

smaller than 0.4 mm for electrons and 1.0 mm for muons, where z0 is the longitudinal

impact parameter of the track evaluated with respect to the reconstructed primary ver-

tex. The significance of the transverse impact parameter d0, evaluated with respect to

the reconstructed primary vertex, is required to be smaller than three.

3.3 Jets

Jets are reconstructed from three-dimensional topological clusters [62] over the region

|η| < 4.5 using the anti-kt algorithm [63] with radius parameter R = 0.4. Jets are re-

quired to have pT larger than 25 GeV except for the forward region, |η| > 2.4, in which

the threshold is raised to 30 GeV. The contamination of jets from pile-up is reduced

requiring a Jet Vertex Fraction (JVF) larger than 0.5 (0.75) for the 8 (7) TeV data

samples, for all jets with pT < 50 GeV and |η| < 2.4. The JVF is the ratio of the energy

of the tracks associated (within ∆R < 0.4) to the jet with respect to energy of tracks

shared between the jet and the primary vertex.

Jets containing a b-hadron are tagged with the MV1 b-jet identification algorithm [64].

In Refs. [65, 66], for b-jets with |η| < 2.5 and pT > 20 (25) GeV in the 8 (7) TeV data

analysis, an efficiency of 85% and a rejection of a factor of 10 against jets originating

from light quarks or gluons is estimated using simulated tt̄ events.
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When a reconstructed lepton (jet) is close, i.e. ∆ R < 0.1 (0.35), to another recon-

structed lepton, these are considered as generated by the same object. The following

rules are used:

� electron-electron or muon-muon, the lepton with higher pT is kept;

� electron-muon, electron is kept;

� electron-jet, electron is kept;

� muon-jet, muon is kept.

3.4 Missing transverse momentum

This study considers two definitions of missing transverse momentum (MET) [67, 68].

A calorimeter-based MET (Emiss
T , whose magnitude is defined as Emiss

T ) has a large

rapidity coverage. The quantity Emiss
T is calculated as the negative vector sum of the

momenta associated to energy deposits in the calorimeter, including contribution from

neutral particles and deposits not associated to reconstructed objects (“soft term”). In

the 8 TeV analysis, to suppress the pile-up effect, the ratio of the scalar pT sum of all

soft term tracks associated with the primary vertex to the scalar pT sum of all soft term

tracks from all vertices is employed. This ratio is used to scale all soft-event contributions

to Emiss
T [69].

A track-based MET (pmiss
T , whose magnitude is defined as pmiss

T ) is also used in order to

reduce the effects of pile-up on the resolution of the calorimeter-based variant [70]. It is

calculated as the vector sum of the transverse momenta of tracks with pT > 500 MeV

that originate from the primary vertex. The neutral components of the jets are also

included in this calculation replacing the momenta of jet-associated tracks with the

energy measured in the calorimeter.
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The V H (H→WW ∗) analysis

A search for Higgs boson production in the V H mode (H→WW ∗) with the Run-1

ATLAS data is presented. Four analyses are considered.

The four-leptons analysis targets the ZH production mode with fully leptonic decay of

the Z boson. The main backgrounds to this channel are non-resonant ZZ∗ and ZWW ∗

production.

The three-leptons analysis targets the WH production with fully leptonic decay of the

associate W . The most prominent background to this channel is WZ/Wγ∗ production;

followed by the non-resonant WWW ∗ production presenting the same final state as the

signal.

The two-leptons Different-Flavour Opposite-Sign (DFOS) analysis is designed to select

WH events in which the associated W decays to hadrons. After requiring two leptons

of different flavour, the leading backgrounds for this channel are tt̄ and Wt processes.

The two-leptons Same-Sign (SS) analysis is designed to select WH events in which one

W from the Higgs boson decays hadronically. The main backgrounds in this channel are

WZ/Wγ∗, Wγ and W+jets production, WW , Z+jets and t-quark processes.

Although the three-leptons and two-leptons analyses are designed for the WH associ-

ated production, these analyses also have sensitivity to the ZH associated production.

Therefore the ZH associated production is treated as signal in all the analyses, and a

combined V H search result is obtained from these four analyses. The analyses presented

herein were performed in a “blind” way: the algorithms and selection procedures were

formally approved and fixed before the results from data in the Signal Region (SR) were

examined. The 8 TeV analysis will be described as first. 3`, 4` and 2`-DFOS analy-

ses are also performed on the 7 TeV data sample. Each analysis has been optimised

on the 8 TeV sample, which corresponds to a larger integrated luminosity and to more

demanding experimental conditions, due to the higher level of pileup, and then applied

40
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with minor differences to the 7 TeV data sample as well, this second analysis, whose

limited statistics does not allow a full illustration of the selection, will be described later

in the Chapter.

The four analyses will be described in this Chapter, focusing on the three-leptons analysis

I mainly contributed.

4.1 Physics processes

Higgs boson production in the WH and ZH associated modes, which will collectively

be referred to as the V H associated production, provides important information on the

Higgs boson couplings to gauge bosons. In particular, in the WH associated production

mode with H→WW ∗ decay, the Higgs boson couples only to W bosons thus this process

is sensitive exclusively to the Higgs to W boson coupling constant. The ZH associated

production mode, with H→WW ∗ decay, contributes as well to the study of the Higgs

couplings to gauge bosons. The Higgs boson decays to a W boson pair with rates

compatible with the SM expectation [61]. In the SM, the cross section of the WH and

ZH associated production, followed by H→WW ∗ decay, is predicted to be 0.151 pb−1

and 0.089 pb−1, for mH = 125 GeV [20].

Helicity conservation in the decay of the two W bosons from a scalar Higgs boson leads

in general to a small opening angle between the leptons originating from the Higgs

boson decay, while additional leptons from the decay of the recoiling boson tend to be

at a large angle with respect to the other two. This allows to define a topology based

naming scheme which applies to all the channels which is implemented in Fig. 4.1. In

the following the pair of opposite sign leptons which are candidate to come from the

H→WW ∗ decay chain, and appear to be either closer in angle to each other or present

the smaller invariant mass, will be called `0 and `1. Lepton(s) from the decay of the

associated boson are labelled `2 (`3).

From the four final states eight Signal Regions are defined through a further split of

the categories described in Sec. 4.1.1, Sec. 4.1.2, Sec. 4.1.3 and Sec. 4.1.4 and applying

the selections described in the Sec. 4.3. This further splitting permits the optimisation

of dedicated selections for each sub-channel in which signal and backround contents

are sensitively different as well the signal-to-backround ratio. As example, in the 3`

final state, in a SR with no Same Flavour Opposite Sign (SFOS) lepton pairs the main

backround involves products of t-quarks decay while backrounds with Z bosons decay

products are negligible. The main contribution of such background, on the other hand,

is redirected to the complementary SR and it can be reduced using a Multivariate
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(a) (b)

(c) (d)

Figure 4.1: Tree-level Feynman diagrams of the V H(H→WW ∗) topologies studied
in this analysis: (a) 4` channel, (b) 3` channel, (c) 2`-DFOS channel and (d) 2`-SS
channel. For charged lepton external lines, the directions of arrows refer to the super-
scripted sign. Relevant arrows are assigned to the associated neutrino external lines

[71].

Analysis (MVA). A summary of the categories and the associated SRs is given in Tab. 4.1.
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Channel Category Description

3` 3SF three SF leptons with two possible SFOS pairs (eee and µµµ)
1SFOS three leptons with one SFOS pair (eeµ and eµµ)
0SFOS three leptons with no SFOS pair

2`-DFOS DFOS two DFOS leptons

2`-SS 1jet two SS leptons with one jet
2jets two SS leptons with two jets

4` 1SFOS four leptons with one SFOS pair
2SFOS four leptons with two SFOS pairs

Table 4.1: Event categories studied in this analysis.
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4.1.1 WH→W (`ν)WW (∗)→ `ν`ν`ν phenomenology

The 3` analysis is designed to search this process. The signature studied is three leptons

with total charge ±1, eventually in presence of missing transverse momentum. It is

common to a number of physics processes which represent the background to the WH

signal. The main backgrounds with three real isolated leptons are due to the di-boson

production of WZ/Wγ∗, as well as the ZZ(∗) production with an undetected lepton.

Since the leptons are prompt ones and are isolated, these backgrounds cannot be reduced

by the application of tight lepton identification criteria. However these backgrounds are

characterised by the presence of at least one pair of Same Flavour Opposite Sign leptons.

For this reason the analysis distinguishes between events with at least one pair of SFOS

leptons and events without any such pair. The sample with a SFOS pair contains 3/4

of the signal, but suffers from the backgrounds listed above, while the sample without

such pairs contains only 1/4 of the signal but is affected mainly by backgrounds that are

reducible through lepton identification criteria. The selection criteria are optimised sep-

arately for these two samples. Three categories, listed in Tab. 4.1 as 3`-3SF, 3`-1SFOS

and 3`-0SFOS, are therefore defined in the 3` channel.

At a significantly lower rate, but comparable to the signal, tri-boson production, in par-

ticular WWW (∗), represents an irreducible background, while the associated production

of tt̄ pairs with vector bosons can be reduced through a t-quark veto based on the re-

quirement of no jets identified as generated by a b-quark in the final state.

Final states with fewer than three prompt leptons and/or without real missing transverse

momentum may contribute to the background due to instrumental effects. Fake leptons

include both jets which have been misidentified as leptons and real non-isolated leptons

from light flavour, beauty and charm decays. Background processes with two prompt

leptons, such as WW , Z+jets, tt̄ and Wt production, must be accompanied by a fake

lepton to enter the selection. They can therefore be significantly reduced by isolation

requirements on the three leptons. Final states with only one prompt lepton, such as

W boson production or single top quarks produced through the s-channel or t-channel,

would require two fake leptons and are strongly suppressed by isolation requirements.

The leptons in the event are classified by identifying `0 as the lepton with unique charge,

`1 as the lepton closer in ∆R to `0, and `2 as the remaining one.

4.1.2 WH→W (jj)WW (∗)→ j j `ν`ν phenomenology

The 2`-DFOS analysis is designed for this decay channel. The signature of this channel

is the presence of two isolated charged leptons with overall null charge together with

two jets from the hadronic decay of the associated W boson. The involved leptons are
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labelled `0 and `1.

In the analysis only the final state which contains no SFOS lepton pairs is considered.

This reduces the Z+jets and di-boson backgrounds that contain one or more Z bosons

decaying to a pair of electrons or muons. In such no SFOS data sample, the main

background contribution comes from the W+jets, tt̄, WW and Z → ττ productions.

W+jets production is reduced significantly by requiring isolation on the two leptons but

it still is a major background. To reduce the tt̄ production a t-quark veto, which is

based on the identification of no b-jets in the final state, is deployed. Rejecting events

with lepton pairs with a large invariant mass reduces the tt̄ production further as well

as the WW production. Rejecting events with a large vectorial pT sum of energetic

objects reduces the W+jets and tt̄ production by utilising the momentum imbalance of

that processes. For the Z → ττ a dedicated cut on the invariant mass reconstructed

with collinear approximation [72] is applied. After all the selections, about a half of

total background in the 2`-DFOS comes from the tt̄ production, and the remaining

contribution is equally shared by W+jets, WW and Z → ττ production processes.

In the analysis, tt̄ and Z → ττ contributions are normalised by using dedicated control

samples, whereas the shape and normalisation of WW prediction is purely relying on

Monte Carlo simulations. W+jets estimation is obtained by the data driven method

used in Ref. [61].

4.1.3 WH→W (`ν)WW (∗)→ `ν`νjj phenomenology

The 2`-SS analysis is designed for this decay channel. The signature of this channel is

the presence of two isolated charged leptons with overall charge ±2 together with one or

two jets (2`-SS-1jet and 2`-SS2jets in Tab. 4.1 respectively) supposed to be associated

with the hadronic decay of one of the two W bosons from the decay of the Higgs boson.

The involved leptons are labelled `1 and `2, where `1 is the lepton assumed to come

from the decay chain ofthe Higgs boson and is identified as the lepton that minimises

the invariant mass with the decay products of the other W boson from the Higgs boson

decay, i.e. which minimises m`1jj in events with two jets or m`1j when only one jet is

present.

Most of the backgrounds in the 2`-SS analysis are reducible. Processes involving fake lep-

tons include the Wγ and W+jets productions. The W+jets and multi-jets background

estimations are obtained by the data driven method used in Ref. [61]. The Z+jets and

tt̄ productions contribute when a lepton is reconstructed with the wrong charge (charge

flip). However, these background processes can be almost entirely eliminated using a cut

on missing transverse momentum and a t-quark veto respectively. W+W− production

also contributes via a charge flip, but is more difficult to eliminate. WZ/Wγ∗, ZZ(∗),
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and tt̄ pair production with an associated vector boson contribute when a lepton is lost

due to not passing the identification criteria, pT acceptance, η acceptance, or isolation

requirements. Irreducible processes include same sign WW production, tt̄ production in

association with a vector boson and Wt. The last two are greatly reduced by the use of

a t-quark veto, however same sign WW production is difficult to reduce due to its final

state sharing many similarities with the signal final state.

4.1.4 ZH→ZWW (∗)→ ```ν`ν phenomenology

The 4` analysis is designed for this decay channel. The signature is presence of four

leptons with total charge zero, and missing transverse momentum carried away by the

neutrinos. The tri-boson processes with the same final state are irreducible backgrounds.

The tt̄Z process can also produce four leptons and missing transverse momentum but

can be reduced by t-quark veto.

Processes containing fake leptons or fake missing transverse momentum can also con-

tribute to the background. Di-boson production of WZ/Wγ∗+jets with the presence of

a fake lepton gives the same topology as the signal but can be reduced through lepton

identification criteria. The ZZ(∗) → ```` process with fake missing transverse momen-

tum, from mis-measured jets and/or leptons or due to multiple pp interactions (pileup),

can also contribute. The ZZ(∗) → ```` background is characterised by the fact that,

when the Z boson does not decay to τ -leptons, the final state consists of two pairs of

SFOS leptons. Therefore the distinction based on the number of SFOS pairs is crucial in

the ZH analysis, as the sample containing only one SFOS pair (4`-1SFOS in Tab. 4.1)

will suffer from a lower background contribution than the sample with two SFOS pairs

(4`-2SFOS).

The 2SFOS channel has some acceptance also for the H → ZZ(∗) → ```` process; to

avoid overlaps with other searches [73, 74] this process is removed with a lower cut on

the invariant mass of the four leptons.

The reconstruction of the ZH→ZWW (∗)→ ```ν`ν decay proceeds through the identifi-

cation of the two lepton candidates from the recoiling Z boson, hereafter called `2 and

`3, followed by the identification of the lepton candidates from the Higgs boson decay

chain, labelled `0 and `1.

4.2 Data and Monte Carlo samples

Focusing on the 8 TeV analysis, the data were selected using inclusive single lepton

triggers and di-lepton triggers. The actual thresholds and isolation requirements on the

leptons have been tightened with the increase of the instantaneous luminosity of LHC.
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As a general rule the unprescaled single lepton triggers with the lowest threshold have

been used for the purely leptonic channels (3` and 4` categories) while di-lepton triggers

were added in the selections for the 2` channels. Tab. 4.2 and Tab. 4.3 show the trigger

selection for the 8 TeV run.

The two main single lepton triggers require the transverse momentum of the lepton with

respect to the beam line, pT, to exceed 24 GeV and that the lepton is isolated: the scalar

sum of the pT of charged particles within ∆R = 0.2 of the lepton direction is required

to be less than 0.10 and 0.12 times the lepton pT for electrons and muons, respectively.

Auxiliary triggers for high pT (pT > 60 GeV for electrons, pT > 35 GeV for muons)

single leptons without isolation requirement are also used to recover efficiency. The

additional di-lepton triggers used for 2`-DFOS and 2`-SS channels select two electrons

with pT > 12 GeV, two muons with pT > 18 GeV and pT > 8 GeV, or an electron with

pT > 12 GeV and a muon with pT > 8 GeV. In the 2`-DFOS and 2`-SS analysis, W+jets

and mulijets background are estimated by using a fake factor method in Ref. [61], and

supporting triggers are used to measure the lepton fake probability in the method.

The trigger efficiencies, measured as a function of pT , η and data-taking period using

leptonic Z decays, are approximately 95% for electrons and 90% (70%) for muons in the

endcap (barrel) with respect to the offline reconstructed leptons. Normalisation factors

have been applied to Monte Carlo to correct the efficiency of each of the used triggers

to data.

Optimal data-taking conditions for the detector system are required for an event to be

accepted by the offline analysis. The data set used in the 8 TeV analysis corresponds to

an integrated luminosity of 20.3 fb−1.

electrons EF e24vhi medium1 OR EF e60 medium1

muons EF mu24i tight OR EF mu36 tight

Table 4.2: 8 TeV run – trigger selection for 3` and 4` cahnnels.

ee EF e24vhi medium1 OR EF e60 medium1 OR
channel EF 2e12Tvh loose1 OR EF 2e12Tvh loose1 L2StarB

µµ EF mu24i tight OR EF mu36 tight
channel OR EF mu18 tight mu8 EFFS

eµ & µe EF e24vhi medium1 OR EF e60 medium1 OR EF mu24i tight OR
channels EF mu36 tight OR EF e12Tvh medium1 mu8

Table 4.3: 8 TeV run – trigger selection for 2` channels.

In modelling the data with Monte Carlo simulations the signal contribution is given by
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the associated production process. The gluon fusion production process, the vector bo-

son fusion production process are also considered, and they are treated as backgrounds

in the search for the V H process. Monte Carlo simulated signal events are generated

using Pythia8 [75]. The signal cross sections are then normalised to Next-to-Next-to

Leading Order (NNLO) calculations [20, 76, 77, 78, 79]. The Higgs boson decay branch-

ing ratios are calculated with Hdecay [80]. The Monte Carlo generators used to model

signal and background processes are listed in Tab. 4.4 together with the assumed cross

sections and normalisation up to NNLO and next-to-next-to-leading-logarithm (NNLL).

The normalisation to the higher order is performed introducing a scale factors referred

as k-factor. For the backgrounds for which a control region is built, the normalisation is

then corrected using data. To model W production, Alpgen [81] interfaced to Pythia6

is used, while it is interfaced to Herwig [82] using the MLM matching scheme [83] to

model the production of Z/γ(∗) bosons in association with jets (Drell-Yan). In 3` anal-

ysis, in order to have a better modelling of real photon radiation, the Zγ production

(with a real photon) is simulated with the Sherpa [84] generator. The duplicated phase

space, involving Final-State-Radiation (FSR) of photons, is removed from Alpgen with

a dedicated filter. Electroweak Z/γ∗ production with two jets is modelled with Sherpa.

In 2` and 4` analyses the Z/γ∗ production is treated as a part of Z/γ(∗) process, which

is modelled by Alpgen+Herwig.

Processes involving t-quarks are normalised to higher order available in Ref. [85]. The

tt̄ production is simulated with Powheg [86] with Pythia6 for the parton shower and

hadronisation. AcerMC [87], using Pythia6 for showering and hadronisation, is used

for the generation of single t-quark quark production in the t-channel. For Wt and

s-channel production Powheg interfaced to Pythia6 is used while for Zt production

MadGraph [88, 89] interfaced to Pythia6 is used. The tt̄W and tt̄Z backgrounds are

generated with MadGraph interfaced to Pythia6.

Powheg with Pythia6 with Perugia tune [90] is used for the generation of WZ/Wγ∗

(with mγ∗ > 7 GeV) production and for WW production with the exception of the 2`-

DFOS channel, in which the latter is modelled with Sherpa. An additional contribution

to the WW background from gluon-initiated diagrams is modelled using gg2WW [91] in-

terfaced to Herwig. WW+2jets and WZ+2jets processes are generated with Sherpa.

Wγ production (with a real photon) is modelled with Alpgen while Sherpa is em-

ployed for WZ/Wγ∗ [92] (with mγ∗ < 7 GeV). The ZZ(∗) final states, including the low

mass Z∗/γ∗ (an off-shell photon) contribution are modelled by two generators: Powheg

interfaced with Pythia8 for the invariant masses of the two SFOS lepton pairs larger

than 4 GeV and Sherpa when one mass of the two SFOS lepton pairs is smaller than

4 GeV. The additional gluon-initiated diagrams are modelled using gg2ZZ [93] interfaced

to Herwig and Jimmy [94]. Electroweak ZZ(∗) production with two jets is modelled

with Sherpa. For the tri-boson production (V V V ) simulation MadGraph [88, 89]
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interfaced to Pythia is used. A k-factor of 1.5 is introduced to account for NLO cross

section correction [95] to cross sections of the WWW ∗, ZWW ∗ and ZZZ∗ backgrounds.

The CT10 parton distribution function (PDF) set [96] is used for the MC@NLO sam-

ples and the Powheg samples; CTEQ6L1 [97] is used for the Alpgen, MadGraph and

Pythia samples, with the Alpgen Z/γ(∗) sample reweighted to the MRSTMCal [98]

PDF set as this better models the lepton kinematics [99]. Wherever parton showering is

performed with Herwig, Jimmy [94] is used for the simulation of the underlying event.

Acceptances and efficiencies are obtained for most processes from a full simulation [100]

of the ATLAS detector using GEANT4 [101]. Given that the data reconstruction is

affected by the detector response to pileup a realistic treatment of the pileup conditions

is included in the simulation. In the 2012 data the average number of pileup is about

20 (Fig. 2.3).

All samples are processed using the full ATLAS detector simulation [100] based on

Geant4 [101], except for WH, WZ/Wγ∗ with m`` > 7 GeV, qq/qg →WW , WWγ∗, tt̄

and single top, which are instead simulated with Atlfast-II [102], a parameterisation

of the response of the electromagnetic and hadronic calorimeters, and with Geant4 for

other detector components. The events are reweighted to ensure that the distribution

of pile-up observed in the data is correctly reproduced.

In the plots and tables in the analysis, similar processes are presented collectively as

a single category. Tab. 4.5 shows the categorisation of the physics processes listed in

Tab. 4.4 in each analysis. The names of the categories are used in plots and tables in

the analysis. A set of plots and tables are reported from the publication in Ref. [71],

where a simplified categorisation has been used: V , V V , V V V backgrounds following

the number of involved vector bosons; t-quark processes; other Higgs involving ggF/VBF

production.

4.3 Event selection

This Section describes the variables and the selections identified in each analysis for the

optimal extraction of the signal from the background. The background expectations are

taken from the simulation and are normalised when needed through the application of

the normalisation factors discussed in Sec. 4.5.

The channels studied in this analysis have various common features.

� The presence in the final state of at least two high pT leptons. The applied thresh-

olds are listed in Tab. 3.1.
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Process 3` cat. 2`-DFOS cat. 2`-SS cat. 4` cat.

WH/ZH VH VH VH VH
ggF ggF ggF ggF ggF
VBF VBF VBF VBF —
tt̄H tt̄H — — —

inclusive W
— W+jets W+jets —

inclusive W+HF
inclusive Z/γ∗ high mass

Z/γ∗ Z/γ∗ Z/γ∗ Z/γ∗inclusive Z/γ∗ low mass
inclusive Z/γ∗+HF
Z/γ∗ + 2 jets (EWcoupling)
inclusive Zγ Zγ This process is treated as a part of Z/γ∗
tt̄

t-quark t-quark t-quark
—

tqb
tb
tW
tZ
tt̄W/Z tt̄V
qq̄/g →WW

WW WW WW —gg →WW
WW + 2 jets (6EWcoupling)
WZ/Wγ∗(m(Z/γ∗) > 7) GeV

WZ/Wγ∗
WZ/Wγ∗

WZ/Wγ∗
WZ/Wγ∗

WZ/Wγ∗(m(Z/γ∗) < 7) GeV

WZ + 2 jets (6EWcoupling)
Wγ Wγ Wγ

qq̄/g → Z(∗)Z(∗) → 4l

ZZ∗ ZZ∗ ZZ∗ ZZ∗
qq̄/g → Z(∗)Z(∗) → 4l low mass

gg → Z(∗)Z(∗) → 4l
ZZ + 2 jets (6EWcoupling)
WWW ∗, ZWW ∗, ZZZ∗,WWg∗ V V V V V V V V V V V V
QCD — QCD QCD —

Table 4.5: Process categorisation in each analysis.’—’ represents a null contribution.

� The low multiplicity of jets in the final state but for the ones from the decay of

one of the vector bosons in the 2`-SS and 2`-DFOS channels. In the following only

events with at most one jet will be considered for the 3` and 4` channels, with one

or two jets for the 2`-SS channel, and with two jets for the 2`-DFOS channel.

� The absence of jets from the hadronisation of b-quarks. This is an important

feature which allows to to contrast the background induced by events containing

the t-quark(s) .

� Whenever a SFOS lepton pair is present, besides the `2`3 pair in the 4` channel,

a selection on its invariant mass is applied rejecting events in the low mass region

and in the mass window around the Z boson pole to reduce the background from

inclusive γ∗ and Z production respectively.
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Category Pre-selection

3` three isolated leptons with pT > 15 GeV
3` pre-selection trigger match, total charge ± 1

2`-DFOS two isolated leptons with different flavour and pT > 22, 15 GeV
DFOS pre-selection trigger match, total charge zero

2`-SS two isolated leptons with pT > 10 GeV
SS pre-selection trigger match, total charge ± 2

4` four isolated leptons with pT > 15 GeV containing at least one SFOS pair
4` pre-selection trigger match, total charge zero

Table 4.6: Summary of pre-selection cuts in the different categories.

� All the channels under study have at least two neutrinos in the final state, however

their transverse momenta can partly balance each other, therefore the requirement

of a minimum Emiss
T in the event is applied only for the channels in which a further

reduction of the background from Z+jets production is needed.

� The decay products of the Higgs boson decay tend to be close to each other and

separate from the associate vector boson decay ones. The angular separation

or the invariant mass between the candidate decay products are the preferred

discriminating variables.

In the following, the selections on the number of isolated leptons with the identification

criteria described in Sec. 3.2, and the requirements on the total charge of the leptonic

system, are called pre-selections and are summarised in Tab. 4.6.

In all the analyses at least one lepton in an event is required to match one of the triggers

in Tab. 4.2 and Tab. 4.3. In the matching, leptons are required to have a pT higher

enough to be in the plateau of the trigger efficiency. The trigger scale factors have been

applied on each lepton in MC taking the correlation between single and di-lepton triggers

into account, and regardless of the result of the trigger matching. In the application of

the scale factor the trigger efficiency is assumed to be zero below a certain threshold to

avoid the difficulty of the turn-on modelling.

Hereafter, the MC distributions are scaled with the NFs reported in Tab. 5.1, evaluated

according to the statistical treatment described in Sec. 5.1; the error band in plots

includes statistical uncertainty on the event yield, experimental systematic uncertainties,

theoretical systematic uncertainties and the statistical component of fitting uncertainties

on the background NFs; the last bin of the plots contains the overflow event. The result

of the Kolmogor-Smirnov (KS) test [113] is reported on the left top of plots as a measure

of the agreement between data and MC distributions.

The 3` analysis is further described in Sec. 4.4, details of the 2`/4` analyses can be found

in Ref. [71].
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4.4 3` analysis

The 3` pre-selection requires exactly three isolated leptons with pT > 15 GeV of total

charge ±1, one of which should be matched to the trigger. The pre-selection suppresses

completely some background sources which will not be discussed further in the follow-

ing. These are inclusive W boson production and production of bb̄ pairs. A contribution

from single top production, despite the reduction due to the isolation requirements, is

present at all the stages of the event selection and is treated in plots and tables together

with the tt̄ one.

For the event selection, events are divided into 3SF+1SFOS and 0SFOS samples, the

former has at least one SFOS lepton pair and the latter has not. In order to reduce the

tt̄ background, events are then required to contain at most one jet of transverse mo-

mentum above 25 GeV (Fig. 4.2). The background from t-quark production is further

suppressed by vetoing the presence on any b-tagged jet with pT above 20 GeV (Fig. 4.2

(c) and (d)). This requirement will be referred to as “t-quark veto” in the following.

In order to select final states with neutrinos escaping detection, Emiss
T is required to be

above 30 GeV and pmiss
T above 20 GeV in 3SF+1SFOS (Fig. 4.3). Due to the lower back-

grounds in the 0SFOS category, Emiss
T selections are not required. Masses of all SFOS

pairs are required to be at least 25 GeV away from the Z boson mass, which is only

applicable to the 3SF+1SFOS sample. This requirement suppresses the WZ/Wγ∗ and

ZZ∗ irreducible backgrounds and further reduces the Drell-Yan backgrounds (Fig. 4.4).

A lower threshold is set on the smallest invariant mass of opposite sign leptons at 12 GeV

and 6 GeV in the 3SF+1SFOS and 0SFOS samples respectively. In addition, an upper

threshold is set on the largest invariant mass of opposite sign leptons at 200 GeV in both

cases. These selections reject events from a region which could be populated by heavy

flavour backgrounds and reduce the WZ/Wγ∗ background. The latter can present large

mass values since, in addition to the s-channel that is present also in WH production,

it can proceed through the t- and u-channels (Fig. 4.5).

The angular separation between `0 and `1, ∆R`0,`1 , is required to be smaller than two

in 3SF+1SFOS. This cut favours the Higgs boson decay topology with respect to that

of WZ/Wγ∗ events (Fig. 4.6). The above selections result from an optimisation which

minimises the expected limit for a Higgs boson of mass 125 GeV produced in the WH

associated production mode.

The lepton identification and isolation criteria are different with respect to what have

been adopted in the H→WW ∗ ggF, VBF [61] and in 2`-SS analysis, thus some small

overlap between the selected events may occur and has to be removed. These selections

are labelled as “SS-leptons OR” and “`ν`ν OR” in the cutflow tables.

Tab. 4.8 and Tab. 4.9 summarise the effect of the different cuts on Monte Carlo samples.

It is possible to observe the different signal over V V ratio between 3SF and 1SFOS,
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Figure 4.2: MC distributions after pre-selection: (a) number of jets with pT above
25 GeV in 3SF+1SFOS, (b) number of jets with pT above 25 GeV in the 0SFOS sample,
(c) number of b-tagged jets in the 3SF+1SFOS sample, and (d) number of b-tagged
jets in the 0SFOS sample. The background expectation from the simulation of the
background components is shown as a stacked filled histograms. Expectations for SM
Higgs boson associated production with mH = 125 GeV are multiplied by a factor 20

and presented as a non-stacked unfilled histogram.
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Figure 4.3: MC distributions after the t-quark veto in the 3SF+1SFOS sample: (a)
Emiss

T , (b) pmiss
T . The background expectation from the simulation of the background

components is shown as a stacked filled histograms. Expectations for SM Higgs boson
associated production with mH = 125 GeV are multiplied by a factor 20 and presented

as a non-stacked unfilled histogram.
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Figure 4.4: MC distributions after Emiss
T selections in the 3SF+1SFOS sample: (a)

the invariant mass of the opposite sign lepton-pair with smaller ∆R, (b) the invariant
mass of the opposite sign lepton-pair with larger ∆R. The background expectation
from the simulation of the background components is shown as a stacked filled his-
tograms. Expectations for SM Higgs boson associated production with mH = 125 GeV

are multiplied by a factor 20 and presented as a non-stacked unfilled histogram.



Chapter 4. The V H (H→WW ∗) analysis 56

E
ve

nt
s 

/ 1
0 

G
eV

-210

-110

1

10

210

310

 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]ll,minm

0 5 10 15 20 25 30 35 40 45 50

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(a)

E
ve

nt
s 

/ 1
0 

G
eV

-210

-110

1

10

210

 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (0SFOS)

 [GeV]ll,minm

0 5 10 15 20 25 30 35 40 45 50

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(b)

E
ve

nt
s 

/ 2
0 

G
eV

-210

-110

1

10

210

310
 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]ll,maxm

0 50 100 150 200 250 300

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(c)

E
ve

nt
s 

/ 2
0 

G
eV

-210

-110

1

10

210

 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (0SFOS)

 [GeV]ll,maxm

0 50 100 150 200 250 300

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(d)

Figure 4.5: MC distributions after the Z-mass veto in the 3SF+1SFOS sample and
after the t-quark veto in the 0SFOS: (a) smallest invariant mass of opposite sign leptons
in the 3SF+1SFOS sample, (b) smallest invariant mass of opposite sign leptons in the
0SFOS sample, (c) largest invariant mass of opposite sign leptons in the 3SF+1SFOS
sample, and (d) largest invariant mass of opposite sign leptons in the 0SFOS sample.
The background expectation from the simulation of the background components is
shown as a stacked filled histograms. Expectations for SM Higgs boson associated
production with mH = 125 GeV are multiplied by a factor 20 and presented as a

non-stacked unfilled histogram.
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Figure 4.6: MC distributions after mmin
`` and mmax

`` selections: (a) ∆R`0,`1 in the
3SF+1SFOS sample, (b) ∆R`0,`1 in the 0SFOS sample. The background expectation
from the simulation of the background components is shown as a stacked filled his-
tograms. Expectations for SM Higgs boson associated production with mH = 125 GeV

are multiplied by a factor 20 and presented as a non-stacked unfilled histogram.

which is the reason why the two categories are considered separately, although the se-

lections are the same.

The above selection is complemented by the discrimination between signal and back-

ground based on the shape of the ∆R`0,`1 variable in the 0SFOS and of a multivariate

classifier in 3SF and 1SFOS, as discussed in Sec. 4.4.1 and Sec. 5.2.



Chapter 4. The V H (H→WW ∗) analysis 58

S
ig

n
a
l

S
el

ec
ti

o
n

s

C
u

t
3
S

F
+

1
S

F
O

S
0
S

F
O

S
P

re
-s

el
ec

ti
on

3
is

o
la

te
d

le
p

to
n

s
(p

T
>

1
5

G
eV

),
tr

ig
g
er

,
to

ta
l

ch
ar

g
e
±

1
J
et

m
u

lt
ip

li
ci

ty
N

je
t
≤

1
t-

q
u

ar
k

ve
to

N
b
−
ta

g
=

0
E

m
is
s

T
cu

t
E

m
is
s

T
>

3
0

G
eV

,
p
m
is
s

T
>

2
0

G
eV

D
i-

le
p

to
n

m
as

s
cu

ts
|m

``
−
m
Z
|>

2
5

G
eV

,
m
m
in

``
>

1
2

G
eV

,
m
m
a
x

``
<

2
0
0

G
eV

m
m
in

``
>

6
G

eV
,
m
m
a
x

``
<

2
0
0

G
eV

A
n

gu
la

r
cu

t
∆
R
` 0
` 1
<

2
.0

S
S

-l
ep

to
n

ov
er

la
p

re
m

ov
al

re
m

ov
e

ov
er

la
p

w
it

h
S

S
-l

ep
to

n
a
n

a
ly

si
s

(S
S

-l
ep

to
n

s
O

R
)

gg
F

/V
B

F
O

v
er

la
p

re
m

ov
a
l

re
m

ov
e

ov
er

la
p

w
it

h
g
g
F

/
V

B
F
H
→
W
W

a
n

a
ly

si
s

(`
ν
`ν

O
R

)

T
a
b
l
e
4
.7
:

S
u

m
m

a
ry

o
f

th
e

se
le

ct
io

n
cr

it
er

ia
d

efi
n

in
g

th
e

3
`

si
g
n

a
l

re
g
io

n
s.



Chapter 4. The V H (H→WW ∗) analysis 59

W
(H
→
W
W

)
Z

(H
→
W
W

)
W

(H
→
τ
τ
)

Z
(H
→
τ
τ
)

V
H

(1
25

G
eV

)
T

o
ta

l
B

k
g
.

si
gn

.
O

b
s.

D
at

a
/M

C
D

a
ta

/
(M

C
+

S
ig

)

P
re

-s
el

ec
ti

on
(`
``

)
6.

78
±

0.
76

20
.4
±

2.
9

1.
21
±

0.
15

2
.6

1
±

0
.3

0
31

.0
±

4
.0

3
8
79
±

51
3

0.
4
9
7
±

0.
08

6
4
1
66

1
.0

7
±

0.
1
2

1.
0
7
±

0.
1
2

3S
F

+
1
S
F

O
S

(`
``

)
5.

12
±

0.
60

20
.0
±

2.
9

0.
92
±

0.
12

2
.5

7
±

0
.3

0
28

.6
±

3
.9

3
8
32
±

50
9

0.
4
6
2
±

0.
08

8
4
1
16

1
.0

7
±

0.
1
4

1.
0
7
±

0.
1
4

n
u
m

.
je

ts
<

2
(`
``

)
4.

59
±

0.
54

12
.5
±

1.
9

0.
81
±

0.
11

1
.9

6
±

0
.2

4
19

.9
±

2
.8

3
1
65
±

42
3

0.
3
5
3
±

0.
06

9
3
2
95

1
.0

4
±

0.
1
4

1.
0
3
±

0.
1
4

to
p
-v

et
o

(`
``

)
4.

33
±

0.
52

10
.4
±

1.
7

0.
76
±

0.
10

1
.5

5
±

0
.2

1
17

.1
±

2
.5

2
9
11
±

38
9

0.
3
1
6
±

0.
06

2
3
0
49

1
.0

5
±

0.
1
4

1.
0
4
±

0.
1
4

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(`
``

)
3.

49
±

0.
42

6.
9
±

1.
1

0.
52

1
±

0.
07

3
1
.0

3
±

0
.1

4
11

.9
±

1
.7

1
2
80
±

14
3

0.
3
3
3
±

0.
06

1
1
2
82

1
.0

0
±

0.
1
2

0.
9
9
±

0.
1
1

Z
m

a
ss

v
et

o
(`
``

)
2.

51
±

0.
30

0.
52
±

0.
13

0.
27

1
±

0.
04

1
0.

0
6
9
±

0
.0

14
3.

3
7
±

0
.4

5
1
1
3
±

17
0
.3

1
4
±

0
.0

6
4

1
04

0
.9

2
±

0.
1
7

0.
8
9
±

0.
1
6

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(`
``

)
2.

18
±

0.
26

0.
39

5
±

0.
09

7
0.

25
0
±

0.
03

8
0.

0
5
5
±

0
.0

11
2.

8
8
±

0
.3

7
8
0
±

13
0
.3

1
9
±

0
.0

6
7

8
1

1
.0

1
±

0.
2
0

0.
9
7
±

0.
1
9

∆
R
ll
<

2.
0

(`
``

)
2.

06
±

0.
25

0.
35

1
±

0.
09

1
0.

17
3
±

0.
02

7
-

2.
6
2
±

0
.3

4
57

.1
±

8.
5

0
.3

44
±

0
.0

6
8

6
2

1
.0

8
±

0.
2
1

1.
0
4
±

0.
2
0

S
S
-l

ep
to

n
s

O
R

(`
``

)
2.

05
±

0.
23

0.
35

1
±

0.
09

0
0.

17
3
±

0.
02

7
-

2.
6
2
±

0
.3

2
57

.0
±

6.
7

0
.3

44
±

0
.0

5
9

6
2

1
.0

9
±

0.
1
9

1.
0
4
±

0.
1
8

`ν
`ν

O
R

(`
``

)
2.

00
±

0.
24

0.
34

7
±

0.
09

0
0.

17
0
±

0.
02

7
-

2.
5
6
±

0
.3

3
55

.3
±

8.
2

0
.3

41
±

0
.0

6
7

6
0

1
.0

9
±

0.
2
1

1.
0
4
±

0.
2
0

3S
F

(e
ee

+
µ
µ
µ

)
1.

75
±

0.
21

9.
9
±

1.
5

0.
33

6
±

0.
04

9
1
.2

2
±

0
.1

5
13

.2
±

1
.9

1
8
44
±

26
8

0.
3
0
8
±

0.
06

3
1
9
82

1
.0

7
±

0.
1
6

1.
0
7
±

0.
1
6

n
u
m

.
je

ts
<

2
(e
ee

+
µ
µ
µ

)
1.

56
±

0.
19

6.
5
±

1.
1

0.
27

7
±

0.
04

1
0
.9

4
±

0
.1

2
9.

3
±

1
.4

15
3
0
±

2
23

0
.2

3
8
±

0
.0

5
0

1
6
02

1
.0

5
±

0.
1
6

1.
0
4
±

0.
1
5

to
p
-v

et
o

(e
ee

+
µ
µ
µ

)
1.

48
±

0.
18

5.
37
±

0.
93

0.
26

1
±

0.
03

9
0.

74
±

0.
1
0

7.
8
±

1
.2

14
1
2
±

2
06

0
.2

0
9
±

0
.0

4
5

1
4
75

1
.0

4
±

0.
1
6

1.
0
4
±

0.
1
5

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(e
ee

+
µ
µ
µ

)
1.

18
±

0.
15

3.
42
±

0.
64

0.
17

7
±

0.
02

8
0.

4
9
4
±

0
.0

71
5.

2
8
±

0
.8

7
6
4
0
±

85
0
.2

0
8
±

0
.0

4
4

6
35

0
.9

9
±

0.
1
4

0.
9
8
±

0.
1
4

Z
m

a
ss

v
et

o
(e
ee

+
µ
µ
µ

)
0.

70
3
±

0.
08

8
0.

29
±

0.
11

0.
05

8
±

0.
01

3
-

1.
0
8
±

0
.1

9
43

.5
±

8.
6

0
.1

63
±

0
.0

4
3

3
2

0
.7

4
±

0.
1
9

0.
7
2
±

0.
1
9

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(e
ee

+
µ
µ
µ

)
0.

59
8
±

0.
07

4
0.

19
4
±

0.
07

5
0.

05
3
±

0.
01

3
-

0.
8
7
±

0
.1

4
29

.3
±

6.
3

0
.1

59
±

0
.0

4
3

2
5

0
.8

5
±

0.
2
5

0.
8
3
±

0.
2
4

∆
R
ll
<

2.
0

(e
ee

+
µ
µ
µ

)
0.

57
0
±

0.
07

1
0.

17
2
±

0.
07

2
-

-
0.

8
0
±

0
.1

3
21

.6
±

3.
7

0
.1

71
±

0
.0

4
0

2
2

1
.0

2
±

0.
2
8

0.
9
8
±

0.
2
7

S
S
-l

ep
to

n
s

O
R

(e
ee

+
µ
µ
µ

)
0.

56
9
±

0.
06

5
0.

17
2
±

0.
07

2
-

-
0.

8
0
±

0
.1

2
21

.5
±

2.
7

0
.1

71
±

0
.0

3
4

2
2

1
.0

2
±

0.
2
5

0.
9
9
±

0.
2
4

`ν
`ν

O
R

(e
ee

+
µ
µ
µ

)
0.

56
3
±

0.
06

0
0.

16
8
±

0.
07

2
-

-
0.

7
9
±

0
.1

2
21

.2
±

2.
6

0
.1

70
±

0
.0

3
0

2
2

1
.0

4
±

0.
2
4

1.
0
0
±

0.
2
3

1S
F

O
S

(e
eµ

+
µ
µ
e)

3.
37
±

0.
41

10
.1
±

1.
6

0.
58

8
±

0.
08

2
1
.3

6
±

0
.1

7
15

.4
±

2
.2

1
9
87
±

29
3

0.
3
4
4
±

0.
07

0
2
1
34

1
.0

7
±

0.
1
6

1.
0
7
±

0.
1
6

n
u
m

.
je

ts
<

2
(e
eµ

+
µ
µ
e)

3.
03
±

0.
37

6.
0
±

1.
0

0.
53

3
±

0.
07

6
1
.0

2
±

0
.1

3
10

.6
±

1
.5

1
6
34
±

24
3

0.
2
6
2
±

0.
05

5
1
6
93

1
.0

4
±

0.
1
6

1.
0
3
±

0.
1
5

to
p
-v

et
o

(e
eµ

+
µ
µ
e)

2.
85
±

0.
35

5.
07
±

0.
86

0.
49

4
±

0.
07

1
0.

82
±

0.
1
1

9.
2
±

1
.4

14
9
8
±

2
22

0
.2

3
8
±

0
.0

5
0

1
5
74

1
.0

5
±

0.
1
6

1.
0
4
±

0.
1
6

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(e
eµ

+
µ
µ
e)

2.
30
±

0.
28

3.
48
±

0.
61

0.
34

4
±

0.
05

2
0.

5
4
0
±

0
.0

75
6.

7
±

1
.0

63
9
±

86
0
.2

6
3
±

0
.0

5
3

6
47

1
.0

1
±

0.
1
4

1.
0
0
±

0.
1
4

Z
m

a
ss

v
et

o
(e
eµ

+
µ
µ
e)

1.
80
±

0.
22

0.
23

2
±

0.
05

3
0.

21
3
±

0.
03

4
-

2.
2
9
±

0
.3

0
7
0
±

11
0
.2

7
2
±

0
.0

5
8

7
2

1
.0

3
±

0.
2
1

0.
9
9
±

0.
2
0

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(e
eµ

+
µ
µ
e)

1.
58
±

0.
19

0.
20

1
±

0.
04

5
0.

19
7
±

0.
03

2
-

2.
0
1
±

0
.2

6
50

.9
±

8.
9

0
.2

80
±

0
.0

6
1

5
6

1
.1

0
±

0.
2
4

1.
0
6
±

0.
2
3

∆
R
ll
<

2.
0

(e
eµ

+
µ
µ
e)

1.
49
±

0.
18

0.
17

9
±

0.
04

2
0.

13
3
±

0.
02

3
-

1.
8
2
±

0
.2

4
35

.6
±

6.
2

0
.3

03
±

0
.0

6
6

4
0

1
.1

2
±

0.
2
7

1.
0
7
±

0.
2
5

S
S
-l

ep
to

n
s

O
R

(e
eµ

+
µ
µ
e)

1.
48
±

0.
17

0.
17

9
±

0.
04

1
0.

13
3
±

0.
02

2
-

1.
8
2
±

0
.2

2
35

.5
±

4.
5

0
.3

03
±

0
.0

5
3

4
0

1
.1

3
±

0.
2
3

1.
0
7
±

0.
2
2

`ν
`ν

O
R

(e
eµ

+
µ
µ
e)

1.
44
±

0.
17

0.
17

9
±

0.
04

2
0.

13
0
±

0.
02

1
-

1.
7
7
±

0
.2

1
34

.0
±

4.
3

0
.3

01
±

0
.0

4
6

3
8

1
.1

2
±

0.
2
2

1.
0
6
±

0.
2
0

0S
F

O
S

(`
``

)
1.

66
±

0.
20

0.
37
±

0.
12

0.
28

3
±

0.
04

0
-

2.
3
6
±

0
.3

2
47

.4
±

8.
8

0
.3

40
±

0
.0

7
8

5
0

1
.0

6
±

0.
2
5

1.
0
1
±

0.
2
3

n
u
m

.
je

ts
<

2
(`
``

)
1.

49
±

0.
18

0.
16

6
±

0.
04

2
0.

25
4
±

0.
03

9
-

1.
9
4
±

0
.2

5
24

.8
±

4.
4

0
.3

84
±

0
.0

8
4

2
6

1
.0

5
±

0.
2
8

0.
9
7
±

0.
2
5

to
p
-v

et
o

(`
``

)
1.

40
±

0.
17

0.
14

5
±

0.
04

0
0.

24
0
±

0.
03

7
-

1.
8
1
±

0
.2

4
15

.2
±

2.
4

0
.4

56
±

0
.0

9
3

1
8

1
.1

8
±

0.
3
3

1.
0
6
±

0.
3
0

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(`
``

)
1.

32
±

0.
16

0.
14

5
±

0.
04

0
0.

23
0
±

0.
03

5
-

1.
7
2
±

0
.2

3
13

.3
±

2.
1

0
.4

62
±

0
.0

9
6

1
5

1
.1

2
±

0.
3
4

1.
0
0
±

0.
3
0

S
S
-l

ep
to

n
s

O
R

(`
``

)
1.

32
±

0.
15

0.
14

5
±

0.
03

9
0.

23
0
±

0.
03

4
-

1.
7
2
±

0
.2

1
13

.1
±

1.
9

0
.4

66
±

0
.0

8
9

1
5

1
.1

5
±

0.
3
4

1.
0
1
±

0.
3
0

`ν
`ν

O
R

(`
``

)
1.

28
±

0.
15

0.
14

5
±

0.
03

0
0.

22
5
±

0.
03

3
-

1.
6
8
±

0
.2

1
11

.7
±

1.
8

0
.4

78
±

0
.0

8
7

1
4

1
.1

9
±

0.
3
3

1.
0
4
±

0.
2
2

T
a
b
l
e
4
.8
:

8
T

eV
3`

an
al

y
si

s:
n
u

m
b

er
of

ex
p

ec
te

d
ev

en
ts

fo
r

th
e

si
g
n

a
l

a
n

d
to

ta
l

M
C

a
t

ea
ch

st
ep

o
f

th
e

ev
en

t
se

le
ct

io
n

d
es

cr
ib

ed
in

T
a
b

.
4
.7

.
T

h
e

”s
ig

n
.”

in
th

e
la

st
co

lu
m

n
st

an
d

s
fo

r
si

gn
ifi

ca
n

ce
,

w
h

ic
h

is
d
efi

n
ed

th
ro

u
g
h

th
e

fo
rm

u
la
√ 2

((
s

+
b)

ln
(1

+
s b
)
−
s)

,
w

h
er

e
s

re
p

re
se

n
ts

th
e

n
u

m
b

er
o
f

si
gn

al
ev

en
ts

an
d
b

th
e

b
ac

k
gr

ou
n

d
o
n

es
.

T
h

e
b

re
a
k
d
ow

n
o
f

b
a
ck

g
ro

u
n

d
so

u
rc

es
in

p
re

se
n
te

d
in

T
a
b

.
4
.9

.



Chapter 4. The V H (H→WW ∗) analysis 60

V
H

(1
25

G
eV

)
W
Z
/W

γ
∗

W
γ

Z
Z
∗

W
W

V
V
V

Z
/γ
∗

Z
γ

to
p

g
g
F
/
V
B
F
/t
tH

T
o
ta

l
B

k
g.

P
re

-s
el

ec
ti

on
(`
``

)
31

.0
±

4.
0

20
71
±

13
4

0.
03

8
±

0.
06

9
94

1
±

14
7

1
.0

3
±

0.
17

2
1.

85
±

0.
93

30
8
±

6
5

31
9
±

57
2
01
±

43
14

.7
0
±

0
.6

2
3
87

9
±

51
3

3S
F

+
1S

F
O

S
(`
``

)
28

.6
±

3.
9

20
66
±

19
9

0.
03

8
±

0.
06

9
93

9
±

14
8

0
.8

0
±

0.
16

1
7.

3
±

4.
3

30
7
±

65
31

9
±

57
16

6
±

3
5

13
.8
±

1.
2

3
83

2
±

50
9

n
u

m
.

je
ts
<

2
(`
``

)
19

.9
±

2.
8

17
17
±

16
9

0.
01

0
±

0.
02

6
82

8
±

13
1

0
.6

8
±

0.
16

1
5.

4
±

3.
8

26
0
±

58
28

7
±

51
47
±

1
0

9
.0

1
±

0.
82

3
16

5
±

42
3

to
p

-v
et

o
(`
``

)
17

.1
±

2.
5

15
95
±

16
0

0.
01

0
±

0.
02

5
77

1
±

12
3

0
.6

3
±

0.
15

1
4.

2
±

3.
6

23
2
±

51
27

0
±

48
17

.9
±

4.
3

8.
10
±

0.
76

2
91

1
±

38
9

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(`
``

)
11

.9
±

1.
7

11
24
±

11
2

0.
01

0
±

0.
02

5
88
±

14
0.

51
±

0.
15

12
.0
±

3.
0

26
.2
±

8.
4

1
3.

4
±

3.
0

14
.8
±

3
.5

1.
08
±

0
.1

3
1
28

0
±

14
3

Z
m

as
s

v
et

o
(`
``

)
3.

37
±

0.
45

76
.1
±

7.
9

0.
01

0
±

0.
02

5
14

.1
±

3.
0

0
.3

17
±

0.
08

0
5
.9
±

1.
6

3.
9
±

2.
2

6.
3
±

1.
7

6.
8
±

1
.7

0
.2

41
±

0.
03

3
11

3
±

1
7

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(`
``

)
2.

88
±

0.
37

50
.3
±

5.
2

-
11

.1
±

2.
4

0
.2

35
±

0.
07

2
4
.0
±

1.
1

3.
5
±

2.
2

5.
2
±

1.
4

5.
7
±

1
.4

0
.2

22
±

0.
03

2
80
±

1
3

∆
R
ll
<

2.
0

(`
``

)
2.

62
±

0.
34

37
.1
±

3.
8

-
7.

5
±

1.
5

0
.1

75
±

0.
06

1
3.

02
±

0.
81

2.
21
±

0.
69

3
.0

4
±

0
.9

5
4.

0
±

1.
0

0.
17

7
±

0
.0

28
57

.1
±

8.
5

S
S

-l
ep

to
n

s
O

R
(`
``

)
2.

62
±

0.
32

37
.0
±

2.
7

-
7.

5
±

1.
5

0
.1

75
±

0.
06

1
3.

01
±

0.
19

2.
21
±

0.
69

3
.0

4
±

0
.9

5
3.

89
±

0.
98

0.
17

7
±

0.
02

4
57

.0
±

6.
7

`ν
`ν

O
R

(`
``

)
2.

56
±

0.
32

36
.1
±

2.
6

-
7.

4
±

1.
5

0
.1

71
±

0.
06

4
2
.9

54
±

0
.0

92
2.

08
±

0.
66

3
.0

4
±

0
.9

5
3.

34
±

0.
85

0.
17

3
±

0.
01

8
55

.3
±

6.
2

3S
F

(e
ee

+
µ
µ
µ

)
13

.2
±

1.
9

10
38
±

12
4

0.
03

8
±

0.
06

9
46

9
±

74
0.

28
±

0.
12

6
.5
±

2.
2

13
5
±

3
2

12
0
±

22
67
±

14
6.

53
±

0
.7

6
1
84

4
±

26
8

n
u

m
.

je
ts
<

2
(e
ee

+
µ
µ
µ

)
9.

3
±

1.
4

86
3
±

10
5

0.
01

0
±

0.
02

6
41

5
±

66
0.

25
±

0.
12

5
.7
±

1.
9

11
5
±

2
8

10
8
±

19
1
7.

3
±

3
.9

4.
58
±

0
.5

4
1
53

0
±

22
3

to
p

-v
et

o
(e
ee

+
µ
µ
µ

)
7.

8
±

1.
2

80
1
±

99
0.

01
0
±

0.
02

5
38

8
±

62
0.

23
±

0.
12

5
.3
±

1.
8

10
5
±

2
5

10
1
±

18
6.

3
±

1
.5

4.
15
±

0
.5

0
1
41

2
±

20
6

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(e
ee

+
µ
µ
µ

)
5.

28
±

0.
87

56
6
±

70
0.

01
0
±

0.
02

5
45

.5
±

7.
4

0.
21
±

0.
12

4
.5
±

1.
5

12
.6
±

5.
3

5.
1
±

1.
5

5.
3
±

1
.3

0
.5

40
±

0.
07

7
64

0
±

8
5

Z
m

as
s

v
et

o
(e
ee

+
µ
µ
µ

)
1.

08
±

0.
19

30
.1
±

3.
9

0.
01

0
±

0.
02

5
6.

1
±

1.
4

0
.0

92
±

0.
04

4
1.

57
±

0.
54

1.
5
±

2.
0

2.
29
±

0.
81

1
.7

0
±

0
.4

4
0.

0
98
±

0
.0

17
43

.5
±

8.
6

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(e
ee

+
µ
µ
µ

)
0.

87
±

0.
14

18
.9
±

2.
4

-
4.

7
±

1.
1

0
.0

70
±

0.
04

2
0.

97
±

0.
34

1.
4
±

2.
0

1.
80
±

0.
67

1
.3

3
±

0
.3

6
0.

0
91
±

0
.0

16
29

.3
±

6.
3

∆
R
ll
<

2.
0

(e
ee

+
µ
µ
µ

)
0.

80
±

0.
13

14
.7
±

1.
9

-
3.

32
±

0
.7

8
0.

0
70
±

0.
04

2
0.

82
±

0.
29

0.
22
±

0.
16

1
.3

2
±

0
.5

3
1.

02
±

0.
30

0.
07

9
±

0.
01

5
21

.6
±

3.
7

S
S

-l
ep

to
n

s
O

R
(e
ee

+
µ
µ
µ

)
0.

80
±

0.
12

14
.7
±

1.
1

-
3.

32
±

0
.7

7
0.

0
70
±

0.
04

2
0
.8

11
±

0
.0

75
0.

22
±

0.
16

1
.3

2
±

0
.5

3
0.

99
±

0.
30

0.
07

9
±

0.
01

3
21

.5
±

2.
7

`ν
`ν

O
R

(e
ee

+
µ
µ
µ

)
0.

79
±

0.
12

14
.5
±

1.
1

-
3.

32
±

0
.7

6
0.

0
70
±

0.
04

2
0
.8

04
±

0
.0

28
0.

22
±

0.
16

1
.3

2
±

0
.5

3
0.

91
±

0.
26

0.
07

9
±

0.
01

3
21

.2
±

1.
6

1S
F

O
S

(e
eµ

+
µ
µ
e)

15
.4
±

2.
2

10
28
±

12
3

-
47

0
±

74
0.

53
±

0.
10

10
.8
±

3.
7

17
2
±

3
7

19
8
±

35
99
±

21
7.

25
±

0
.8

1
1
98

7
±

29
3

n
u

m
.

je
ts
<

2
(e
eµ

+
µ
µ
e)

10
.6
±

1.
5

85
3
±

10
4

-
41

2
±

65
0
.4

34
±

0.
09

5
9
.7
±

3.
3

14
5
±

3
3

17
9
±

32
3
0.

2
±

6
.8

4.
43
±

0
.5

2
1
63

4
±

24
3

to
p

-v
et

o
(e
eµ

+
µ
µ
e)

9.
2
±

1.
4

79
3
±

97
-

3
83
±

61
0
.4

03
±

0.
09

3
8
.9
±

3.
0

12
7
±

2
9

16
8
±

30
1
1.

6
±

2
.8

3.
95
±

0
.4

7
1
49

8
±

22
2

E
m
is
s

T
,S
T
V
F

an
d
E
m
is
s

T
,T
r
a
ck
H
W
W

cu
ts

(e
eµ

+
µ
µ
e)

6.
7
±

1.
0

55
7
±

68
-

42
.5
±

7.
2

0
.3

04
±

0.
07

7
7
.6
±

2.
6

13
.6
±

5.
3

8.
4
±

1.
8

9.
6
±

2
.3

0
.5

43
±

0.
08

1
63

9
±

8
6

Z
m

as
s

v
et

o
(e
eµ

+
µ
µ
e)

2.
29
±

0.
30

45
.9
±

5.
7

-
8.

1
±

1.
8

0
.2

25
±

0.
06

6
4
.3
±

1.
5

2.
41
±

0.
71

4.
0
±

1.
1

5.
1
±

1.
3

0.
14

3
±

0
.0

24
70
±

1
1

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(e
eµ

+
µ
µ
e)

2.
01
±

0.
26

31
.5
±

4.
0

-
6.

4
±

1.
5

0
.1

65
±

0.
05

7
3
.0
±

1.
0

2.
07
±

0.
68

3
.3

7
±

0
.9

3
4.

3
±

1.
1

0.
13

1
±

0
.0

23
50

.9
±

8.
9

∆
R
ll
<

2.
0

(e
eµ

+
µ
µ
e)

1.
82
±

0.
24

22
.3
±

2.
8

-
4.

16
±

0
.9

1
0.

1
05
±

0.
04

5
2.

20
±

0.
75

2.
00
±

0.
67

1
.7

2
±

0
.6

0
2.

96
±

0.
74

0.
09

8
±

0.
02

0
35

.6
±

6.
2

S
S

-l
ep

to
n

s
O

R
(e
eµ

+
µ
µ
e)

1.
82
±

0.
22

22
.3
±

1.
7

-
4.

16
±

0
.9

1
0.

1
05
±

0.
04

5
2.

20
±

0.
14

2.
00
±

0.
67

1
.7

2
±

0
.6

0
2.

89
±

0.
73

0.
09

7
±

0.
01

7
35

.5
±

4.
5

`ν
`ν

O
R

(e
eµ

+
µ
µ
e)

1.
77
±

0.
21

21
.6
±

2.
7

-
4.

04
±

0
.8

9
0.

1
01
±

0.
04

5
2.

15
±

0.
14

1.
87
±

0.
62

1
.7

2
±

0
.6

0
2.

43
±

0.
63

0.
09

4
±

0.
01

6
34

.0
±

4.
0

0S
F

O
S

(`
``

)
2.

36
±

0.
32

5.
17
±

0.
47

-
1.

71
±

0
.3

0
0.

2
25
±

0.
07

1
4.

51
±

0.
42

0.
51
±

0.
20

0.
09

7
±

0.
09

3
34

.2
±

7
.4

0
.9

21
±

0.
09

6
47

.4
±

8.
8

n
u

m
.

je
ts
<

2
(`
``

)
1.

94
±

0.
25

4.
17
±

0.
41

-
1.

30
±

0
.2

3
0.

1
95
±

0.
06

8
4.

13
±

0.
39

0.
43
±

0.
17

0.
09

7
±

0.
09

3
14

.5
±

3
.3

0
.0

54
±

0.
01

8
24

.8
±

4.
4

to
p

-v
et

o
(`
``

)
1.

81
±

0.
24

3.
89
±

0.
40

-
1.

22
±

0
.2

2
0.

1
87
±

0.
07

4
3.

90
±

0.
38

0.
38
±

0.
16

0.
09

7
±

0.
09

3
5
.5
±

1
.3

0
.0

34
±

0.
01

6
15

.2
±

2.
4

m
ll
,m
in

an
d
m
ll
,m
a
x

cu
ts

(`
``

)
1.

72
±

0.
23

3.
58
±

0.
37

-
1.

11
±

0
.2

0
0.

1
47
±

0.
06

2
3.

00
±

0.
29

0.
37
±

0.
15

0.
09

7
±

0.
09

3
5
.0
±

1
.2

0
.0

32
±

0.
01

6
13

.3
±

2.
1

S
S

-l
ep

to
n

s
O

R
(`
``

)
1.

72
±

0.
21

3.
56
±

0.
32

-
1.

11
±

0
.2

0
0.

1
47
±

0.
06

2
3.

00
±

0.
18

0.
37
±

0.
15

0.
09

7
±

0.
09

3
4
.8
±

1
.2

0
.0

32
±

0.
01

6
13

.1
±

1.
9

`ν
`ν

O
R

(`
``

)
1.

68
±

0.
21

3.
42
±

0.
31

-
1.

07
±

0
.1

9
0.

1
16
±

0.
04

9
2.

93
±

0.
18

0.
37
±

0.
15

0.
09

7
±

0.
09

3
3.

7
2
±

0
.9

1
-

11
.7
±

1.
8

T
a
b
l
e
4
.9
:

8
T

eV
3
`

an
al

y
si

s:
n
u

m
b

er
of

ex
p

ec
te

d
ev

en
ts

fo
r

th
e

d
iff

er
en

t
b

a
ck

g
ro

u
n

d
p

ro
ce

ss
es

a
t

ea
ch

st
ep

o
f

th
e

ev
en

t
se

le
ct

io
n

d
es

cr
ib

ed
in

T
a
b

.
4
.7

.



Chapter 4. The V H (H→WW ∗) analysis 61

4.4.1 3` Multivariate analysis

A Multivariate Analysis (MVA) based on Boosted Decision Trees (BDT) [114] has been

used to enhance the sensitivity in 3`-3SF and 3`-1SFOS SRs. The main purpose of this

MVA analysis is to reject the dominant WZ/Wγ∗ and ZZ∗ background, but it has a

considerable rejection power also for the other background sources.

A decision tree is a collection of cuts used to classify events as signal or background

(Appendix A). The input events are successively split using a set of discriminant vari-

ables. At each split, the variable which gives the best separation between signal and

background is found, as well as the optimal value of the cut on this variable. The tree

is complete after a given number of splits. At this point the tree contains leaves, with

each leaf having predominantly signal or background events: a given event is classified

as signal or background depending on the majority classification of the training events

that end up in the same final leaf node. At this point, a second tree is grown to cor-

rectly identify the signal or background events that were misidentified by the first tree.

Such events are given an increased weight or boost, relative to correctly identified events.

Then a third tree is grown and so on until there is a forest of O(1000) trees. A weighted

average is taken from all trees to form a discriminant, or BDT Score. The boosting

stabilises the response of the decision trees with respect to fluctuations in the training

samples and is able to considerably enhance the performance with respect to a single

tree. The performance of the boosted decision trees depends on the type of boosting

used. In this analysis a gradient boosted decision trees (Appendix A) has been adopted.

The default values of most BDT parameters, as suggested in Ref. [114], are kept, except

of the ones listed below, which have been modified to optimise the performance:

� the number of trees in the forest (NTrees = 1000);

� the minimum number of events requested in a leaf (nEventsMin = 1430);

� the use of only a random sub-sample of all events for growing the trees in each

iteration (UseBaggedGrad);

� the fraction of events to be used at each iteration (GradBaggingFraction = 0.5);

� the learning rate of the BDT (Shrinkage = 0.1);

� the maximum number of layers in one tree (MaxDepth = 3).

The main changes with respect to the default values concern the BDT parameters which

depend on the number of input variables and on the number of events used in the

training, these BDT parameters have been tuned in order to ensure that there is no
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overtraining, i.e. that the BDT is robust against statistical fluctuations in the training

samples. The values used for the modified BDT parameters are very similar to the ones

used in Ref. [115].

4.4.1.1 Training of the Boosted Decision Trees

The MC samples used in this analysis are the ones already described in Sec. 4.2. The

training of the BDT has been performed using the WH signal and the WZ/Wγ∗ and

ZZ∗ as background. All the other background samples are used in the final classifi-

cation. Following the recommendations in the Toolkit for Multivariate Data Analysis

(TMVA) [114], the training samples are divided into even and odd samples. The training

is then performed separately for even and odd events and two sets of weight files are

produced. Each training consists of WH 45000 signal events and 180000 background

events (WZ/Wγ∗ plus ZZ∗). The weight file produced when training with even events

is used to classify odd events and vice-versa. The KS test [113] in Fig. 4.11 is used to

check that the BDT method is not affected by statistical fluctuations in the training

samples: the results from the training and test samples are compared and the KS prob-

ability is evaluated. The high values of the KS test probability (0.74 for signal, 0.89 for

background) are an indication of the robustness of the BDT training.

The input events, on which the training is performed, are the ones selected by the pre-

selection cuts defined for the 3` channel described in Sec. 4.3. They contain exactly

three isolated leptons with pT > 15 GeV of total charge ± 1, one of which should be

matched to the trigger. Before performing the training procedure, the following cuts are

also applied to the input events:

Cut 1: Selection of 3SF and 1SFOS SRs;

Cut 2: “jet-veto”, at most one jet with pT > 25 GeV;

Cut 3: “top-veto”, no b-tagged jets with pT > 20 GeV;

Cut 4: Emiss
T > 15 GeV.

An optimisation study has been done in order to identify the input discriminating vari-

ables, used in the training, that give the best separation between signal and background,

the following ones have been used:

� p`0T , p`1T , p`2T , |ΣpT
lep|,

� m`0`1 , m`0`2 , ∆R`0`1 ,
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� Emiss
T , pmiss

T .

Fig. 4.7, Fig. 4.8 and Fig. 4.9 show the shapes of the input variables for signal and

background after the training cuts. Fig. 4.10 shows the linear correlation among the in-

put variables for both signal and background. Non-negligibe linear correlation is present

among training variables, anyway the optimisation has guaranteed that alternative train-

ings even with less variables have worse performances.

(a) (b)

(c) (d)

Figure 4.7: Shapes of the input training variables for background (stacked filled
histograms) and WH signal (non-stacked unfilled histogram multiplied by a factor

500) after the training cuts 1, 2 and 3: (a) p`0T , (b) p`1T , (c) p`2T , (d) |ΣpT
lep| [71].

Tab. 4.10 shows the separation and importance for the training variable. The separation

< S2 > of a variable y is defined by the integral:

< S2 >=
1

2

∫
(ŷS(y)− ŷB(y))2

(ŷS(y) + ŷB(y))
dy,

where ŷS and ŷB are the signal and background PDFs of y, respectively [114]. The

importance of a variable is derived by counting how often the variable is used to split

decision tree nodes, weighting each split occurrence by the separation gain-squared it has

achieved and by the number of events in the node. In MVA analyses the ranking based
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(a) (b)

(c) (d)

Figure 4.8: Shapes of the input training variables for background (stacked filled
histograms) and WH signal (non-stacked unfilled histogram multiplied by a factor
500) after the training cuts 1, 2 and 3: (a) m`0`1 , (b) m`0`2 , (c) Emiss

T , (d) pmiss
T [71].

(a)

Figure 4.9: Shapes of the input training variables for background (stacked filled
histograms) and WH signal (non-stacked unfilled histogram multiplied by a factor

500) after the training cuts 1, 2 and 3: ∆R`0`1 [71].
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Figure 4.10: Linear correlation among the input variables for (a) the signal and (b)
the WZ/Wγ∗ plus ZZ∗ background. In this table pmiss

T and Emiss
T are referred with

MET TrackHWW and MET STVF respectively.

on the importance can be slightly different by the ranking based on the separation, what

matters is that on average the variables with the higher importance have also higher

separation and this is what is happening in our case, as shown in Tab. 4.10.

Variable Separation (%) Importance (%)

m`0`1 42.9 19.1
∆R`0`1 29.9 14.1
m`0`2 16.4 17.5
Emiss

T 6.81 9.3

p`0T 4.7 7.6
pmiss

T 4.3 6.0
|ΣpT

lep| 3.5 10.0

p`2T 1.9 8.1

p`1T 0.4 8.4

Table 4.10: Separation and importance for 3` MVA training variables.

4.4.1.2 Classification of data and MC samples

The training produces two sets of weight files which are used, in the final classification,

to assign a BDT Score to data and MC events: the weight file produced when training

with even events is used to classify odd events and vice-versa. The best sensitivity is

obtained performing a fit to the shape of the BDT Score distribution for 3SF+1SFOS

as described in Sec. 5.2 instead of adopting a simple cut.
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Figure 4.11: Result of the Kolmogorov-Smirnov test to check the compatibility of the
training and testing samples for the signal and the background.

Fig. 4.12 shows the BDT Score distribution for the signal and for all the backgrounds,

after the selection performed by the seven cuts listed above.
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Figure 4.12: Distribution of BDT Score for background (stacked filled histograms)
and V H signal (non-stacked unfilled histogram multiplied by a factor 20).
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4.5 Control samples

Control Regions, defined in a phase space disjoint but close to the signal phase space,

are used to normalise the prediction of some of the backgrounds to the yield estimated

using data. Given the requirement of selecting a phase space close to the SRs, different

CRs can be defined for the same background to normalise the predictions for different

SRs. Selections are defined granting the orthogonality between the CRs used for the

background normalisation in a given analysis. The normalisation of the backgrounds in

the SRs are extracted from the final fit, described in Sec. 5.2, where both SRs and CRs

are used taking into account properly all the correlations. A simultaneous likelihood

fit to the relevant SRs and CRs is performed; the inputs to the fit are the numbers

of observed events in the SRs and CRs and the expected contributions of each process

contributing to the CRs. The free parameters in the fit are the NFs of the most relevant

backgrounds as well as the signal strength. The other free parameters are the systematic

uncertainties on the expected background yield that are included as nuisance parameters

with gaussian constraint in the fit. The correlations between different regions are taken

into account with common nuisance parameters in the fitting procedure. The list of

backgrounds normalised in such a way depends on the SRs and is described in the

following Sections.

The 3` analysis is further described in Sec. 4.5.1, details of the 2`/4` analyses can be

found in Ref. [71].

4.5.1 3` analysis

In the 3` analysis normalisation factors are defined for each of the following backgrounds:

� WZ/Wγ∗, the dominant background in 3SF+1SFOS;

� ZZ∗, the second background in 3SF+1SFOS;

� t-quark processes;

� Z+jets (e-fake, µ-fake);

� Zγ.

It is not always possible to define selections providing pure CRs for the above listed

backgrounds, for instance the Z+jets component cannot be easily disentangled from

WZ/Wγ∗, ZZ∗ and Zγ. Tab. 4.11 lists for all the CRs defined for the 3` analysis

the differences in selections with respect to the SR, the target background(s) and the
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SR to which the NFs, extracted from the final fit to CRs and SRs, are applied. The

CRs are defined within 3SF and 1SFOS topologies, and the normalisation factors are

applied also to 0SFOS. This choice is dictated by the larger number of events available

in 3SF and 1SFOS. Tab. 5.1 shows the normalisation factors extracted from the final

fit to CRs and SRs analysis while Tab. 4.12 shows the background composition in the

defined CRs after applying the NFs. 3`-WZ-CR and 3`-ZZ-CR have the highest purity

for WZ/Wγ∗ and ZZ∗ respectively. Since the features of the Z+jets background are

expected to be different when the additional fake lepton is an electron or a muon, two

distinct CRs and normalisation factors have been introduced for 3`-Zjets-CR. They

apply separately to events with the flavour combinations µµe + eee (3`-Zjets-CR-e-

fake) and µµµ+ eeµ (3`-Zjets-CR-µ-fake). 3`-Top-CR is designed for t-quark processes

but presents a non-negligible contribution of other backgrounds with jets. 3`-Zγ-CR

is designed for processes with a on-shell Z boson and a photon, in approximately half

of the CR an off-shell Z boson is present instead of the photon anyway Zγ and ZZ∗

are treated as separate processes, i.e. a NF for the former and another one for the

latter, no constraints are assumed on their relation in the fit procedure. As explained

in Sec. 5.2, a simultaneous fit is performed to both CRs and SRs, it takes into account

all the contributions included the small signal “contamination” in the CRs.

Data and MC distributions are presented from Fig. 4.13 to Fig. 4.17. Fig. 4.18 shows in

each CR the distribution of the BDT Score defined in Sec. 4.4.1.



Chapter 4. The V H (H→WW ∗) analysis 69

N
am

e
M

ai
n

b
ac

k
gr

ou
n

d
R

ef
er

en
ce

S
R

C
h

an
ge

s
w

.r
.t

.
S

R
to

b
e

a
p

p
li

ed
to

S
R

3
`-
W
Z

-C
R

W
Z
/W

γ
∗

3S
F

,
1S

F
O

S
≥

1
S

F
O

S
p

ai
r

w
it

h
|m

``
−
m
Z
|<

25
G

eV
3
S

F
,

1
S

F
O

S
,

0
S

F
O

S

3
`-
Z
Z

-C
R

Z
Z
∗

3S
F

,
1S

F
O

S
n

o
Z

-m
as

s
ve

to
on

ly
µ
µ
µ
,e
eµ

|m
``
`
−
m
Z
|<

15
G

eV
3
S

F
,

1
S

F
O

S
,

0
S

F
O

S
(E

m
is

s
T

<
30

G
eV

or
p

m
is

s
T

<
20

G
eV

)
ve

to
ee
e

an
d
µ
µ
e

ch
an

n
el

s

3
`-
Z

je
ts

-C
R

Z
+

je
ts

3S
F

,
1S

F
O

S
≥

1
S

F
O

S
p

ai
r

w
it

h
|m

``
−
m
Z
|<

25
G

eV
3
S

F
,

1
S

F
O

S
,

0
S

F
O

S
(µ

/
e)

-f
ak

e
W
Z
/W

γ
∗ ,

(E
m

is
s

T
<

30
G

eV
an

d
p

m
is

s
T

<
20

G
eV

)
Z
Z
∗ ,
Z
γ

|m
``
`
−
m
Z
|>

15
G

eV

3
`-

T
op

-C
R

T
op

3S
F

,
1S

F
O

S
n

o
m
m
a
x

``
an

d
∆
R
` 0
` 1

cu
ts

3
S

F
,

1
S

F
O

S
,

0
S

F
O

S
at

le
as

t
1

je
t,

at
le

as
t

1
b-

ta
gg

ed
je

t

3
`-
Z
γ

-C
R

Z
γ

,
Z
Z
∗

3S
F

,
1S

F
O

S
n

o
Z

-m
as

s
ve

to
on

ly
ee
e,
µ
µ
e

|m
``
`
−
m
Z
|<

15
G

eV
3
S

F
,

1
S

F
O

S
,

0
S

F
O

S
(E

m
is

s
T

<
30

G
eV

or
p

m
is

s
T

<
20

G
eV

)
ve

to
µ
µ
µ

an
d
ee
µ

ch
an

n
el

s

T
a
b
l
e
4
.1
1
:

3`
a
n

a
ly

si
s:

su
m

m
a
ry

o
f

th
e

co
n
tr

o
l

re
g
io

n
s.



Chapter 4. The V H (H→WW ∗) analysis 70

E
ve

nt
s 

/ 1
0 

G
eV

20

40

60

80

100

120

140

160

180

200

220
 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]l0,l1m

0 20 40 60 80 100 120 140

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(a)

E
ve

nt
s 

/ 1
0 

G
eV

50

100

150

200

250

300

 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]l0,l2m

0 50 100 150 200 250

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(b)

E
ve

nt
s 

/ 1
0 

G
eV

20

40

60

80

100
 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]l1,l2m

0 20 40 60 80 100 120 140 160 180 200

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(c)

E
ve

nt
s 

/ 1
0 

G
eV

20

40

60

80

100

120

 Data
 Bkg. Uncert.

*γ WZ/W
*

 ZZ

γ Z
*γ Z/

 Top  Others

 20× VH [125 GeV] 

ATLAS Work in Progress
-1 L dt = 20.3 fb∫ = 8 TeV, s

3-leptons (1SFOS + 3SF)

 [GeV]l0,l1,l2m

0 50 100 150 200 250 300 350 400

D
at

a 
/ M

C

0

0.5

1

1.5

2

D
at

a 
/ M

C

(d)

Figure 4.13: Distributions of different invariant mass combinations in the 3` control
region 3`-WZ-CR: (a) invariant mass of opposite-sign lepton pair with smaller ∆R,
(b) invariant mass of opposite-sign lepton pair with larger ∆R, (c) invariant mass of
same-sign lepton pair, and (d) tri-lepton invariant mass. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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Figure 4.14: Distributions of different invariant mass combinations in the 3` control
region 3`-ZZ-CR: (a) invariant mass of opposite-sign lepton pair with smaller ∆R,
(b) invariant mass of opposite-sign lepton pair with larger ∆R (c) invariant mass of
same-sign lepton pair, and (d) tri-lepton invariant mass. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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Figure 4.15: Distributions of different invariant mass combinations in the 3` control
region 3`-Zjets-CR: (a) invariant mass of opposite-sign lepton pair with smaller ∆R,
(b) invariant mass of opposite-sign lepton pair with larger ∆R, (c) invariant mass of
same-sign lepton pair, and (d) tri-lepton invariant mass. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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Figure 4.16: Distributions of different invariant mass combinations in the 3` control
region 3`-Top-CR: (a) invariant mass of opposite-sign lepton pair with smaller ∆R,
(b) invariant mass of opposite-sign lepton pair with larger ∆R, (c) invariant mass of
same-sign lepton pair, and (d) tri-lepton invariant mass. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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Figure 4.17: Distributions of different invariant mass combinations in the 3` control
region 3`-Zγ-CR: (a) invariant mass of opposite-sign lepton pair with smaller ∆R,
(b) invariant mass of opposite-sign lepton pair with larger ∆R, (c) invariant mass of
same-sign lepton pair, and (d) tri-lepton invariant mass. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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Figure 4.18: Distributions of BDT Score in the 3` control regions: (a) 3`-WZ-CR, (b)
3`-ZZ-CR, (c) 3`-Zjets-CR, (d) 3`-Top-CR, (e) 3`-Zγ-CR. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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4.6 Analysis of the 7 TeV data sample

4`, 3` and 2`-DFOS analyses have been performed on the 7 TeV data sample as well. In

this Section the differences between the 8 TeV and 7 TeV analyses are highlighted and

the results of the latter are presented.

4.6.1 Data and Monte Carlo samples

The data used for this analysis were collected in 2011 and amount to 4.5 fb−1. The data

were collected using inclusive single muon and single electron triggers with different

thresholds with respect to 8 TeV data analyses. The two main triggers require the

transverse momentum of the lepton with respect to the beam line, pT, to exceed 18 GeV

in case of the muon and between 20 and 22 GeV for the electron. An auxiliary trigger

for high pT muons (pT >40 GeV) using only muon spectrometer reconstruction is also

used to recover efficiency. The processes considered as part of the signal or of the

backgrounds are listed in Tab. 4.13 together with the generator adopted to model them

and the cross-section assumed in the default normalisation.

Process Generator Cross section (
√
s = 7 TeV [pb]) Notes

WH/ZH Pythia v6.425 0.20 (mH=125 GeV) H→WW ∗

ggF Powheg-Box v1.0 + Pythia v6.425 0.34 (mH=125 GeV) H→WW ∗ → `ν`ν
VBF Powheg-Box v1.0 + Pythia v6.425 0.027 (mH=125 GeV) H→WW ∗ → `ν`ν

inclusive W Alpgen v2.14 + Herwig v6.520 26000× (k = 1.20) W → `ν
inclusive W+HF Alpgen v2.14 + Herwig v6.520 1300× (k = 1.20) Wc, Wcc, Wbb
inclusive Z/γ∗ high mass Alpgen v2.14 + Herwig v6.520 2600× (k = 1.25) Z → ``
inclusive Z/γ∗ low mass Alpgen v2.14 + Herwig v6.520 9600× (k = 1.22) Z → ``
inclusive Z/γ∗ + bb Alpgen v2.14 + Herwig v6.520 30× (k = 1.25) with Z → ``
inclusive Z/γ∗ + cc Alpgen v2.14 + Herwig v6.520 20 with Z → ee, µµ
inclusive Zγ Sherpa v1.4.3 82 Z → ``
Z/γ∗ + 2 jets (EWcoupling) Sherpa v1.3.1 2.8 Z → ``
tt̄ MC@NLO v4.0.1 + Herwig v6.520 177.3
tqb AcerMC v3.8+Pythia v6.425 20.9 W → `ν
tb Powheg-Box v1.0 + Pythia v6.425 1.5 W → `ν
tW Powheg-Box v1.0 + Pythia v6.425 1.65 both W → `ν
tZ MadGraph5 v1.3.27 +Pythia v6.425 0.24
tt̄W/Z MadGraph5 v1.3.27 +Pythia v6.425 0.25 0 and 1 jet
qq̄/g →WW Powheg-Box v1.0 + Pythia v6.425 4.68 both W → `ν
gg →WW gg2WW v2.4.0 + Herwig v6.520 0.12 both W → `ν
WW + 2 jets (6EWcoupling) Sherpa v1.4.0 0.027 both W → `ν
WW + 2 jets (6EWcoupling, like-sign) Sherpa v1.4.0 0.023
WW (4EWcoupling, like-sign) Sherpa v1.4.0 0.016
WZ/Wγ∗(m(Z/γ∗) > 7) GeV Powheg-Box v1.0+Pythia v6.425 10.7 `ν(``)

WZ/Wγ∗(m(Z/γ∗) < 7) GeV MadGraph v1.3.27 + Pythia v6.425 6.3× (k = 2.01) `ν(``)

WZ + 2 jets (6EWcoupling) Sherpa v1.4.0 0.0085 ```ν final states
Wγ Alpgen v2.14+Herwig v6.520 272× (k = 1.15)

qq̄/g → Z(∗)Z(∗) → 4l Powheg-Box v1.0+Pythia v6.425 0.79 ```` and ``νν

qq̄/g → Z(∗)Z(∗) → 4l low mass Sherpa v1.4.3 6.7× (k = 0.88) both Z → ``
ZZ + 2 jets (6EWcoupling) Sherpa v1.4.0 0.0014 ```` and ``νν
WWW ∗, ZWW ∗, ZZZ∗ MadGraph5 v1.5.12 + Pythia v6.427 0.0045× (k = 1.5) to 3/4` final states

Table 4.13: MC generators used to model the signal and background processes. The
generator used for the simulation of each process and the one for the parton showering
of the events are reported, the nominal cross section used as reference and the noted

regarding additional filters.
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4.6.2 Object identification and event selection

The differences of the 7 TeV with respect to 8 TeV selection are:

� The electron isolation is based on the energy associated to calorimeter cells instead

of topological clusters;

� the pT threshold in track isolation calculation is 900 MeV instead of 400 MeV;

� the GSF algorithm is not used in electron trackings;

� the electron pT cuts and identification have been re-optimised as summarised in

Tab. 4.14;

� the lepton isolation criteria in 2`-DFOS analysis have been re-optimised as reported

in Ref. [71];

� the electron impact parameter (z0 × sin θ) is required to be less than 1.0 mm and

d0/σd is required to be smaller than 10;

� the JVF cut for jets pT < 50 GeV is 75% instead of 50%;

Category pT threshold electron ID

3` pT>15 GeV(with trigger match) Medium++

2`-DFOS pT>22, 15 GeV Tight++

4` pT>25, 20, 15, 10 GeV Medium++

Table 4.14: Summary of the additional lepton identification criteria in the different
categories.

The 3` analysis is further described in Sec. 4.6.3, details of the 2`/4` analyses can be

found in Ref. [71].

4.6.3 3` analysis

Tab. 4.15 and Tab. 4.16 summarise the effect of the different cuts on Monte Carlo

samples.
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The basic features of the 3` Multivariate Analysis for the 7 TeV data are identical to

the ones already described for the 8 TeV data analysis, namely the same set of input

variables and of training events. For this reason the same values of the optimised BDT

parameters used for 8 TeV data analysis have been used also for the 7 TeV data analysis.

With these parameters the training with 7 TeV MC samples has been done.

Fig. 5.3 shows the BDT Score distribution for the signal and for all the backgrounds,

after the event selection.

The only difference in the 7 TeV CRs with respect to 8 TeV selection is that the following:

the Z+jets µ-fake CR has been dropped in the 3` analysis due to the very limited

statistics Also for the 7 TeV analysis, in order to achieve the best sensitivity, a fit to the

shape of the BDT Score distribution for 3SF+1SFOS has been performed as well as a fit

to the shape of ∆R`0,`1 distribution in 0SFOS reported in Fig. 5.3. To acknowledge the

low statistics of 7 TeV analysis an example BDT Score distribution in CRs is reported

in Fig. 4.19. The fit is performed in the limit setting procedure as explained in Sec. 5.2.

Tab. 4.17 summarises the expected composition of the background events and the num-

ber of observed events in the control regions. Tab. 5.1 shows the normalisation factors

extracted from the final fit.
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Figure 4.19: Distributions of BDT Score in the 3` control regions: (a) 3`-WZ-CR, (b)
3`-ZZ-CR, (c) 3`-Zjets-CR, (d) 3`-Top-CR, (e) 3`-Zγ-CR. Data (dots) are compared to
background expectation from the simulation of the background components, normalised
using the NFs from the final fit (stacked filled histograms). Expectations for SM Higgs
boson associated production with mH = 125 GeV are multiplied by a factor 20 and

presented as a non-stacked unfilled histogram.
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4.7 Systematic uncertainties

Theoretical and experimental uncertainties are evaluated on the background and signal

events yield both in the CRs and in the SRs. Contributions from minor backgrounds

that do not have any visible effect on the final result are neglected. In applying the

systematic uncertainties in the final statistical fit, the signal and background processes

are categorised in one of the following three types depending on how they are estimated:

� Purely MC predicted processes;

� Background processes normalised from CRs;

� Fully data-driven estimated background processes.

For MC predicted processes the various sources of common and specific systematic un-

certainties described in the following sub-sections are applied to evaluate the effects on

the theoretical expected yield. For background processes normalised with data the ef-

fects of the systematic uncertainties in the CRs (that, in general, are different from the

effects in the SR) are taken into account in the fitting procedure. The experimental

systematic variations are applied to both SRs and CRs and the effects are correlated in

the fit. The theory systematic uncertainties are assigned to the extrapolation factor α

defined in the following

NSR, est
bkg =

NSR
MC, bkg

NCR
MC, bkg

× (NCR
data −NCR

MC, other bkg),

= α× (NCR
data −NCR

MC, other bkg), (4.1)

where NSR, est
bkg is estimated number of the events from a background source in the SR,

NSR
MC, bkg and NCR

MC, bkg are the number of MC events from that source in the SR and

CR, respectively. NCR
data is the number of observed events in the CR, and NCR

MC, other bkg

is the number of expected MC events from the other background processes in the CR.

The only fully data-driven estimated background is the W+jet and QCD contribution

in the 2`-SS and 2`-DFOS analyses. The systematic uncertainties on this estimation are

summarised in Ref. [61].

In the following sub-section the different sources of systematic uncertainties, both of

theoretical and experimental origin, are explained in more detail for the 8 TeV analysis.

Sec. 4.7.5 details the uncertainties in the 7 TeV one.
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4.7.1 Theoretical systematics

The common theoretical uncertainties on the Higgs boson production cross section and

branching ratio are summarised in Tab. 4.18 which also includes the naming conven-

tion for the associated nuisance parameters adopted in the statistical calculation. The

main uncertainty on the V H (H→WW ∗) signal, shown in the ‘V H Acceptance’ row of

Tab. 4.18, accounts for the variations in the acceptance of the signal processes. It is dom-

inated by the missing higher order QCD contributions in the qq → V H Pythia8 simu-

lation, evaluated comparing with Powheg-Box+Pythia8 MC, followed by the parton

shower uncertainty evaluated comparing the predictions of Powheg-Box+Pythia8

with Powheg-Box+Herwig. The uncertainty on the gg → ZH acceptance has been

estimated to be 5% in the 4` categories, in which the process is the most relevant. A

conservative estimate of 100% is assigned in the other categories.

Theoretical uncertainties on the Higgs boson production cross sections and branching

ratios are evaluated following the recommendation of the LHC Higgs cross section work-

ing group [20, 76, 77]. These uncertainties are used commonly to the four analyses. The

uncertainty on the the H→WW ∗ branching ratio arises from two main sources, miss-

ing high-order corrections (theoretical uncertainties) and experimental errors on the SM

input parameters, such as quark masses or αs (parametric uncertainties). Higher order

correction can also affect the pT distribution of the radiating gauge boson produced in

association with the Higgs boson. The main theoretical systematics are summarised in

Tab. 4.18.

Source of Uncertainty Name in statistical calculation Affected Sample

QCD scales QCDscale Higgs VH WH,ZH
QCDscale Higgs ggZH ZH
QCDscale Higgs ggH ggF
QCDscale Higgs qqH VBF
QCDscale Higgs ttH ttH

PDF and αS pdf Higgs qqH WH,ZH,VBF
pdf Higgs ggH ggF

Higgs V V branching ratio ATLAS BR VV WH,ZH
Higgs ττ branching ratio ATLAS BR tautau WH,ZH

VH pT reweighting ATLAS VHPT Reweight WH,ZH

VH Acceptance VH xxx ggZH ACCEPT ZH
VH xxx LO2NLO WH

Table 4.18: The common Higgs-related theoretical sources of systematic uncertainties
and the samples to which they are applied.

Other theoretical uncertainties on the non Higgs processes are assessed in each analysis

as described in Sec. 4.7.4 for the 3` analysis and in Ref. [71] for the 2`/4` analyses.
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4.7.2 Experimental systematics

The impact of the experimental uncertainties has been evaluated in a variety of aspects.

These sources include the physics objects reconstruction and identification efficiency, the

energy resolution, and the energy scales.

The uncertainty of the Jet Energy Scale (JES) is evaluated using a combination of in-situ

techniques exploiting the transverse momentum balance between a jet and a reference

object as in Ref. [116]. For central jets with 20 ≤ pjet
T ≤ 800 GeV, photons or Z bosons

are used as reference objects. A system of low-pT jets is used to extend the JES variation

up to the TeV regime. For pjet
T > 1 TeV the JES uncertainty is estimated from single

hadron response measurements in-situ and in beam tests. The JES uncertainty for

forward jets is derived from di-jet pT balance measurements. The effect of pileup on

JES is corrected for as a function of the measured number of primary vertices (NPV)

and the expected numbers of pileup events (µ), and an uncertainty is evaluated using

in-situ techniques. In 2012, there are two additional components of pileup uncertainty.

One component accounts for the residual pT dependence of the pileup correction as a

function of NPV and µ, while the other accounts for the residual dependence on the

underlying event of the jet energy scale following the jet area-based pileup correction

that is currently used. Additional JES uncertainties due to specific event topologies,

such as selections of event samples with an enhanced content of jets originating from

light quarks or gluons, as well as the uncertainty on the calorimeter response to b-jets, are

also evaluated. For a sample of inclusive jets under the average conditions of NPV = 10

and µ = 8.5 with an RMS of three for both NPV and µ, the total JES uncertainty is

evaluated to be below 2%.

The Jet Energy Resolution (JER) uncertainty is evaluated by smearing the jets pT by

+1σ of a measured uncertainty in a Monte Carlo sample.

The reconstruction, identification, isolation, and trigger efficiencies for electrons and

muons, as well as their momentum scales and resolutions, are estimated using Z → ``,

J/ψ → `` and W → `ν events. With the exception of the uncertainty on the elec-

tron selection efficiency, which varies up to 5% as a function of pT and η, the resulting

uncertainties per lepton are all at the percent level. Uncertainties of the electron recon-

struction and identification efficiency are divided into four nuisance parameters based

on correlated or uncorrelated characteristics.

The efficiency of the b-tagging algorithm is calibrated using samples containing muons

reconstructed in the vicinity of jets [117]. The uncertainties related to b-jet identification

are decomposed into six uncorrelated components using the so called eigenvector method.

The resulting uncertainty on the b-jet tagging efficiency varies between 2% and 30%
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as a function of jet pT for b-jets. The b-tagging efficiencies for c-jets and light jets

are also evaluated by using a sample of D∗+ mesons reconstructed within a jet in the

D∗+ → D0(→ K−π+)π+ final state, and inclusive jet samples, respectively [118, 119].

The resulted size of the uncertainty on the c-jet tagging efficiency is found between 1%

and 25% depending on jet pT. The uncertainty of the light jet tagging efficiency resulted

in the range from 1% to 30%.

The changes in jet energy and lepton energy/momentum due to systematic variations

are propagated to Emiss
T and Emiss

T ; the changes in the high-pT object energy/momentum

and in the Emiss
T quantities are, therefore, fully correlated. Additional contributions to

the Emiss
T and Emiss

T uncertainty arise from jets with pT < 20 GeV as well as from low-

energy calorimeter deposits not associated with reconstructed physics objects [67]. In

addition, uncertainties are assigned to the scale and resolution of the remaining pmiss
T

component not associated with charged leptons. It is decomposed into the parallel

and perpendicular components with respect to the direction of the hard pmiss
T . These

uncertainties are calculated by comparing the properties of pmiss
T in Z events in data and

MC simulation, as a function of the sum of the hard pT objects in the event.

In 8 TeV data, to improve the modelling of the pileup condition, an event-by-event

weight is applied on MC samples according the number of interactions per bunch crossing

(µ). In 7 TeV data, the MC modelling of the pileup condition is satisfactory, thus no

such reweighting is applied. The related systematic uncertainty is given by the variation

of the µ rescaling to 0.8 and 1.0.

The uncertainty on the integrated luminosity for the 2012 data is ± 2.8% and ±1.8%

for 2011 data. It is derived following the methodology detailed in Ref. [120].

These uncertainties common to the four analysis, are summarised in Tab. 4.19 with the

naming convention adopted in the statistical calculation. The experimental systematics

are applied to all samples, with the exception of the luminosity uncertainty which is

only applied on fully MC predicted processes.

4.7.3 Experimental systematic uncertainty estimation

The impact of the sources of uncertainties are assessed by varying the components one

by one. The procedure is illustrated in the following.

� The systematic source of interest is varied by 1σ,

� All the Monte Carlo samples are re-reconstructed with this change and the analysis

is repeated without changing anything else,
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Source of Uncertainty Name in the statistical calculation Comments

Jet Energy Scale (JES) ATLAS JES 201X Detector1 In-situ method: detector description
ATLAS JES 201X Modelling1 In-situ method: physics modelling
ATLAS JES 201X Statistical11 In-situ method: statistical modelling
ATLAS JES Eta Modelling η inter-calibration: physics modelling
ATLAS JES 2012 Eta StatMethod η inter-calibration: statistical method (in 2012)
ATLAS JES 2011 Eta TotalStat η inter-calibration: statistical method (in 2011)
ATLAS JES FlavComp Jet flavour (gluon/quark) composition
ATLAS JES FlavResp Calorimeter response to gluon jet
ATLAS JES BJET Calorimeter response to b-jet
ATLAS JES 2012 PilePt Pileup correction: jet pT dependence (in 2012)
ATLAS JES 2012 PileRho Pileup correction: UE modelling dependence (in 2012)
ATLAS JES MU Pileup correction in terms of µ
ATLAS JES NPV Pileup correction in terms of NPV

ATLAS JES NonClosure XXX Difference in simulation conditions

JER ATLAS JER

Electrons ATLAS EL EFF ID CORRLOW Reconstruction/identification efficiency
ATLAS EL EFF ID HIGHPT Reconstruction/identification efficiency
ATLAS EL EFF RECOID80015 Reconstruction/identification efficiency
ATLAS EL EFF RECO CORR Reconstruction/identification efficiency
ATLAS EF EFF ISO Isolation efficiency
ATLAS EL ESCALE Energy Scale
ATLAS EL RES Energy Resolution

Muons ATLAS MU EFF Reconstruction efficiency
ATLAS MU EFF ISO Isolation efficiency
ATLAS MU ESCALE Energy Scale
ATLAS MU ID RES Energy Resolution on inner detector tracks
ATLAS MU MS RES Energy Resolution on muon spectrometer tracks

Trigger ATLAS EL TRIGGER VH Single electron trigger efficiency
ATLAS MU TRIGGER VH Single muon trigger efficiency
ATLAS DIL TRIGGER VH Di-lepton trigger efficiency

b-jet tagging ATLAS Btag BxEFF Efficiency for b-jet (x=1-6)
ATLAS Btag CEFF 201X Efficiency for c-jet
ATLAS Btag LEFF Efficiency for light jet

Emiss
T soft term ATLAS MET SCALESOFT Emiss

T soft term energy scale
ATLAS MET RESOSOFT Emiss

T soft term energy resolution
ATLAS TRACKMET RESOPARASOFT pmiss

T energy resolution
ATLAS TRACKMET RESOPERPSOFT pmiss

T energy resolution
ATLAS TRACKMET SCALESOFT pmiss

T energy scale

Pileup ATLAS MU RESCALE lvlv 2012 µ rescaling

Luminosity ATLAS LUMI 201X 2.8% (1.8%) in 2012 (2011)

Fake Factor FakeRate EL XXX HWW Electron fake rate of jets
FakeRate MU XXX HWW Muon fake rate of jets
FakeRateXXX QCD XXX HWW Fake rate for QCD estimate

Table 4.19: Common experimental sources of systematic uncertainty.

� The impact of the systematic source is evaluated as the impact on the number of

events in the signal regions extracted from the statistical fit described in Sec. 5.2.

This procedure is repeated in each analysis to evaluate the uncertainties in its specific

phase space. The impact of both the theoretical and experimental uncertainties in each

analysis will be presented in the following sections showing the relative events yield for

both signal and background.

The 3` analysis is further described in Sec. 4.7.4, details of the 2` and 4` analyses can

be found in Ref. [71].
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4.7.4 3` analysis

As discussed in Sec. 5.2, in the 3` analysis a fit of the shape of the distributions of the

BDT Score and of the ∆R`0,`1 is performed. Fig. 5.2 show the signal and the background

content in each bin used to extract the results.

The contributions of theory uncertainties in 3` analysis on the V H signal is around

5% for each SR. It arises from uncertainties on the Higgs branching ratio, on the QCD

factorisation and renormalisation scales and on PDFs.

The QCD renormalisation and factorisation scales on WZ/Wγ∗ are varied up and down

independently by a factor of two. The relative uncertainties (QCDscale Bkg WZ) are

determined for each bin of the BDT Score in the 3SF and 1SFOS taking the larger one

from the comparison of different variations (3-5%). The impact on the final expected

limit is negligible. The following PDF uncertainties on the acceptance are evaluated in

each signal region bin for the background processes:

� pdf Bkg gg ACCEPT: PDF acceptance uncertainties on t-quark backgrounds,

� pdf Bkg qq ACCEPT: PDF acceptance uncertainties on WZ, ZZ∗, V V V and

Z/γ∗ backgrounds.

Each PDF, renormalisation and factorisation scales systematic uncertainty is computed

independently for each process as the largest difference between the nominal sample and

the ones with “alternative” hypotheses. As example, PDF uncertainties are evaluated

by taking the largest difference between the nominal CT10 [96] PDF set and either the

MSTW2008 [98] or the NNPDF2.3 [10] PDF set.

The effect of Monte Carlo modelling on the WZ/Wγ∗ background (referred as MCMod-

elling Bkg WZ) is estimated comparing samples generated with MC@NLO + Herwig

to the nominal sample generated with Powheg + Pythia. From the comparison of the

event yield a 11% uncertainty in the 3SF+1SFOS, and 3% effect in the WZ/Wγ∗ CR

have quoted. The impact on the extrapolation parameter is 10%. The effect is negligi-

ble in the 0SFOS if compared with the Monte Carlo statistical uncertainties. The final

effect of the Monte Carlo modelling uncertainty is about 2% in the 3SF+1SFOS limit,

while it is negligible in the total 3` combined limit. The theoretical uncertainty on the

total background from the VVV normalisation contributes with about 1-2% in 3SF and

1SFOS and less then 1% in 0SFOS where V V V represents one of the main backgrounds.

A charge flip systematic is applied in 0SFOS to account for the WZ/Wγ∗ µee contri-

bution. Systematic uncertainties on JES and JER are one of the main experimental

components on both signal and the total background.
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Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Zγ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 0 4.2 0
V H NLO EW correction 1.9 0 0 0 0 0 0 0 0 0
QCD scale 1.2 0 1.4 0 0 0 0 0 7.2 0.96
MC Modelling 0 0 10 0 0 0 0 0 0 7
PDF and αs 2.1 0 0 2.2 0.51 0.3 0.4 6 7.2 0.33
V V V Kfactor 0 0 0.19 0 0 0 0.45 33 0 1.1
Luminosity 2.8 2.8 0 0 0 0 0 2.8 2.8 0.11
b-jet tagging 0.9 0.44 0 0.8 4.5 0.62 7.4 0.81 1.7 0.55
Trigger 0.39 0.49 0.26 0.22 0.32 1.1 0.16 0.28 0.7 0.16
Electrons 1.6 4.1 0.89 2 4.6 7.3 2.3 1.9 2.2 0.98
Muons 2.2 1.4 0.46 0.76 0.44 0.72 2.3 2.1 2.5 0.4
JER 2 0 0.64 7.5 6.7 3.9 4.5 2.4 1.5 1.6
JES 1.5 17 1.9 8.3 17 24 15 1.2 7.1 2.8
MET soft terms 0 0 0.29 7 15 6.5 2.9 0.91 6.9 1.8
µ rescale 2 13 0.85 11 4.3 15 4.1 3.4 1.4 1.4
Charge Flip 0 0 0 0 0 0 0 0 0 0

Table 4.20: 8 TeV relative uncertainties associated with each experimental and theo-
retical systematic source on the signal and different background components in the 3SF

analysis. Numbers smaller than 0.1 are rounded as 0 in this table.

Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Zγ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 0 4.2 0
V H NLO EW correction 1.9 0 0 0 0 0 0 0 0 0
QCD scale 1 0 1.5 0 0 0 0 0 7.1 0.94
MC Modelling 0 0 10 0 0 0 0 0 0 6.6
PDF and αs 2.2 0 0 2.2 0.51 0.29 0.59 6.2 7.1 0.35
V V V Kfactor 0 0 0.19 0 0 0 0.45 33 0 1.9
Luminosity 2.8 2.8 0 0 0 0 0 2.8 2.8 0.17
b-jet tagging 0.82 0.7 0 0.71 1.8 0.47 8.9 0.72 1.5 0.79
Trigger 0.26 0.23 0.17 0 0.39 0.31 0.14 0.19 0.38 0
Electrons 2.2 2.9 0.48 2.9 5.4 4.1 2.4 2.2 3.5 0.35
Muons 1.8 1.4 0.23 0.92 2 12 1.3 1.8 1.9 0.68
JER 1.6 11 0.96 10 11 14 4.7 0.32 5.2 0.14
JES 1.9 0 0.59 2.4 8.5 16 13 1.4 6.3 1.8
Emiss

T soft terms 0 0 0.25 9.5 11 11 1.5 0.62 7.5 1.9
µ rescale 1.4 8 0.98 2.4 6.5 15 1.8 1.7 3.5 0.32
Charge Flip 0 0 0 0 0 0 0 0 0 0

Table 4.21: 8 TeV relative uncertainties associated with each experimental and the-
oretical systematic source on the signal and different background components in the

1SFOS analysis. Numbers smaller than 0.1 are rounded as 0 in this table.

Tab. 4.20, Tab. 4.21 and Tab. 4.22 show the post-fit contribution of systematic uncer-

tainties, grouped by categories, on the signal, each background component and on the

total background.
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Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 4.2 0
V H NLO EW correction 1.9 0 0 0 0 0 0 0 0
QCD scale 1 0 0 0 0.13 0 0 7.2 0
MC Modelling 0 0 0 0 0 0 0 0 0
PDF and αs 2.2 0 0.97 0.32 1.4 0.37 7 7.2 1.6
V V V Kfactor 0 0 0.19 0 0 0.45 3 0 0.52
Luminosity 2.8 2.8 0 0 0 0 2.8 2.8 0.68
b-jet tagging 0.8 0.17 0.22 1.1 0.61 7.8 0.7 1 2.6
Trigger 0.27 0.41 0.19 0.2 0.24 0 0.13 0.59 0
Electrons 2.2 4.7 0.9 1.6 3.1 0.65 2.2 2.9 1.1
Muons 1.7 1.3 0.31 1.2 1.3 0.69 1.7 2.2 0.24
JER 1.3 0 1.7 1.1 0.74 0.81 0.45 3 0.7
JES 2.6 0 0.89 0.99 1 13 1.9 0.38 4
MET soft terms 0 0 0.88 0.4 4.3 1.8 0 4.4 0.59
µ rescale 0.82 12 1.5 5.1 14 0.59 2.2 5.6 1.2
Charge Flip 0 0 5 0 0 0 0 0 1.4

Table 4.22: 8 TeV relative uncertainties associated with each experimental and the-
oretical systematic source on the signal and different background components in the

0SFOS analysis. Numbers smaller than 0.1 are rounded as 0 in this table.
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Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Zγ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 0 4.2 0
V H NLO EW correction 1.8 0 0 0 0 0 0 0 0 0
QCD scale 1.1 0 1.7 0 0 0 0 0 7.4 1.1
MC Modelling 0 0 10 0 0 0 0 0 0 7
PDF and αs 2.6 0 0 1.3 0.21 0.33 0.73 6.1 7.4 0.1
V V V Kfactor 0 0 0.11 0 0 0 0.2 33 0 0.49
Luminosity 1.8 1.8 0 0 0 0 0 1.8 1.8 0
b-jet tagging 0.26 0.54 0.12 0.11 0.62 0.25 7.6 0.18 0.21 0.28
Trigger 0.2 0.5 0.15 0 0.19 0.12 0.12 0.14 0.1 0
Electrons 1.5 6.1 0.56 1.4 2.7 7.2 1.7 1.6 1.6 0.98
Muons 0.56 0 1.4 3.1 0.32 0.71 0.98 2.3 1.7 1.1
JER 0.49 0 2.6 5.4 5 5.2 43 0 2.3 3.6
JES 0.89 0 1.9 21 16 16 23 1.8 4.1 4
MET soft terms 0 0 0.98 4.3 10 4.2 2 0.72 4.9 1.1
Charge Flip 0 0 0 0 0 0 0 0 0 0
MET mismodelling 0 0 3 0 0 0 0 0 0 2

Table 4.23: 7 TeV relative uncertainties associated with each experimental and theo-
retical systematic source on the signal and different background components in the 3SF

analysis. Numbers smaller than 0.1 are rounded to 0.

4.7.5 Systematic uncertainties in the 7 TeV analysis

The sources of systematic uncertainties in the
√
s = 7 TeV analysis are very similar to

those described for the 8 TeV data analysis in Sec. 4.7. The differences with respect to the

8 TeV data systematic sources are the introduction of two systematic contributions AT-

LAS JES NonClosure and ATLAS JES Eta TotalStat. ATLAS JES NonClosure which

accounts for residual transverse momentum or energy differences between reconstructed

simulation and data after the application of the JES corrections to the nominal MC

[121, 122]. ATLAS JES Eta TotalStat, which accounts to the statistical limitations in

the MC JES η inter-calibration. For the 3` analysis a Emiss
T mis-modelling systematic

has also been evaluated.

The impact from the different sources on the event yield after the fit is presented in

Tab. 4.23, Tab. 4.24 and Tab. 4.25.
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Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Zγ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 0 4.2 0
QCD scale 1.1 0 2 0 0 0 0 0 7.1 1.2
V H NLO EW correction 1.8 0 0 0 0 0 0 0 0 0
MC Modelling 0 0 10 0 0 0 0 0 0 5.9
PDF and αs 2.6 0 0.11 2.2 0.21 0.29 0.47 6.3 7.3 0.19
V V V Kfactor 0 0 0.11 0 0 0 0.2 33 0 0.89
Luminosity 1.8 1.8 0 0 0 0 0 1.8 1.8 0
b-jet tagging 0.27 2.4 0.12 0.14 0.22 0.69 5.5 0.31 0.49 0.43
Trigger 0.1 0.16 0 0.14 0 0 0.18 0 0 0
Electrons 2.1 14 1.2 1.2 12 12 11 2.1 2.2 1.7
Muons 0.45 0.37 0.86 0.56 9.6 0.7 0.97 0.44 1.2 1.2
JER 0.47 0 1.3 20 29 16 5.3 1 30 3.5
JES 1.1 54 1.6 27 12 30 17 0.97 32 6.3
MET soft terms 0 36 1.2 21 14 9.6 7.6 1 4.8 3.6
Charge Flip 0 0 0 0 0 0 0 0 0 0
MET mismodelling 0 0 3 0 0 0 0 0 0 1.7

Table 4.24: 7 TeV relative uncertainties associated with each experimental and the-
oretical systematic source on the signal and different background components in the

1SFOS analysis. Numbers smaller than 0.1 is rounded as 0 in this table.

Source V H (125 GeV) WW WZ/Wγ∗ ZZ∗ Z/γ∗ top V V V ggF/V BF/ttH total. bkg
(%) (%) (%) (%) (%) (%) (%) (%) (%)

V H Acceptance 9.9 0 0 0 0 0 0 0 0
Higgs branching ratio 4.2 0 0 0 0 0 0 4.2 0
V H NLO EW correction 1.8 0 0 0 0 0 0 0 0
QCD scale 1.1 0 0 0 0 0 0 6.7 0
MC Modelling 0 0 0 0 0 0 0 0 0
PDF and αs 2.6 0 0.91 0.1 0.13 0.34 7 6.6 0.9
V V V Kfactor 0 0 0.11 0 0 0.2 2.8 0 0.27
Luminosity 1.8 1.8 0 0 1.7 0 1.8 1.8 0.59
b-jet tagging 0.26 0.54 0.24 0 0.42 4 0.27 0 0.77
Trigger 0.11 0.24 0 0.16 0 0 0 0.16 0
Electrons 2.1 2.7 1.1 1.3 2 1.7 2.1 1.7 1.3
Muons 0.45 0.29 0.23 0.21 0.34 0.97 0.44 0.33 0.21
JER 0.41 0 2.6 0.61 0.33 32 0.48 0 5
JES 1.1 0 1.2 0.74 0.22 9.8 1.3 2.9 1.5
MET soft terms 0 49 0.83 0.57 0.22 9.1 0.14 0 1.7
Charge Flip 0 0 5 0 0 0 0 0 1.6
MET mismodelling 0 0 0 0 0 0 0 0 0

Table 4.25: 7 TeV relative uncertainties associated with each experimental and the-
oretical systematic source on the signal and different background components in the

0SFOS analysis. Numbers smaller than 0.1 is rounded as 0 in this table.
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Results

A statistical treatment of the results in each considered channel is required in order

to obtain information on the physics processes under investigation. The events yield

in the SRs and CRs, the MC prediction, the statistical and systematic uncertainties,

the theoretical uncertainties together with possible correlations need to be taken into

account properly.

This Chapter presents the event yield measured after the selections for each channel and

the statistical tools adopted to extract the results from the data. The significance of

signal events will be given in the end of the Chapter.

5.1 Event yield and Normalisation Factors

As described in Sec. 5.2, each background prediction is scaled by a normalisation factor

(Tab. 5.1).

The outcome of the selections described in Chapter 4 is summarised in Tab. 5.2 and

Tab. 5.3.

As confirmed by the expected number of events at the end of the selections, the most

sensitive SR for the V H production1 is the 3` one, driven by the 0SFOS channel with

an expected significance of about 0.7, including the 3SF+1SFOS contribution the 3`

SR reaches an expected significance of about 0.8. On the other hand the 4` SR gives

an expected significance of 0.4 and 0.6 is expected in the 2` SR. Each contribution is

important in order to obtain a global picture of V H production.

1Assuming a Higgs mass mH ∼ 125 GeV.

94
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(a) 8 TeV data sample

Channel 4` 3` 2`

Category 2SFOS, 1SFOS 3SF, 1SFOS, 0SFOS DFOS SS2jet, SS1jet

Process

WZ/Wγ∗ — 1.08+0.08
−0.06 — 0.94± 0.10

ZZ∗ 1.03+0.11
−0.10 1.28+0.22

−0.20 — —
OS WW — — — 0.80± 0.33
Wγ — — — 1.06± 0.12

Zγ — 0.62+0.15
−0.14 — —

Z/γ∗ — 0.80+0.68
−0.53 (µ-misid) 0.90+0.18

−0.16 0.86± 0.30

0.33+0.12
−0.11 (e-misid)

Top — 1.36+0.34
−0.30 1.05+0.16

−0.14 1.04± 0.08

(b) 7 TeV data sample
Process

WZ/Wγ∗ — 1.02+0.12
−0.11 —

ZZ∗ 1.59+0.36
−0.31 1.78+0.51

−0.42 —

OS WW — — —
Wγ — — —

Zγ — 0.45+0.09
−0.09 —

Z/γ∗ — 0.68+0.16
−0.15 (e-misid) 1.11+0.38

−0.34

Top — 1.25+0.66
−0.52 0.93+0.16

−0.14

Table 5.1: Summary of background normalisation factors in the (a) 8 TeV and (b)
7 TeV data samples. The uncertainties include both the statistical and systematic
components (Sec. 5.2). “—” denotes that the background process, when considered, is

normalised by MC simulation [71].
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(a) 8 TeV data sample

Process 4` 3` 2`

Category 2SFOS 1SFOS 3SF 1SFOS 0SFOS DFOS SS2jet SS1jet

Higgs boson
V H (H →WW ∗) 0.203±0.030 0.228±0.034 0.73±0.10 1.61±0.18 1.43±0.16 2.15±0.30 1.04±0.18 2.04±0.30
V H (H → ττ) 0.0084±0.0032 0.012±0.004 0.057±0.011 0.152±0.023 0.248±0.035 — 0.036±0.008 0.27±0.04
ggF — — 0.076±0.015 0.085±0.018 — 2.4±0.5 — —
VBF — — — — — 0.180±0.025 — —
ttH — — — — — — — —

Background
V — — 0.22±0.16 1.9±0.6 0.37±0.15 14±4 8±4 15±5
V V 1.17±0.20 0.31±0.06 19±3 28±4 4.7±0.6 10.1±1.6 11.2±2.1 26±4
V V V 0.12±0.04 0.10±0.04 0.8±0.3 2.2±0.7 2.93±0.29 — — 0.47±0.05
Top 0.014±0.011 — 0.91±0.26 2.4±0.6 3.7±0.9 24±4 0.75±0.19 1.3±0.5
Others — — — — — 2.3±0.9 0.71±0.30 0.60±0.24
Total 1.30±0.23 0.41±0.09 22±4 34±6 11.7±1.8 50±5 21±5 44±6

Table 5.2: Number of predicted events in the SRs and their composition in the
8 TeV data sample. Background processes that contribute less than 1% of the total
background, and Higgs boson production modes that contribute less than 1% of the
V H(H→WW ∗) process, are not included in the table. The uncertainties on the event

yields include both the statistical and systematic components [71].

7 TeV data sample
Process 4` 3`
Category 2SFOS 1SFOS 3SF 1SFOS 0SFOS DFOS
Higgs boson
V (H →WW ∗) 0.0226±0.0033 0.0208±0.0031 0.129±0.013 0.325±0.034 0.291±0.031 0.28±0.05
V (H → ττ) 0.0031±0.0012 0.0014±0.0008 0.0163±0.0035 0.041±0.006 0.067±0.010 0.0075±0.0032
ggF — — 0.0045±0.0015 0.0045±0.0019 0.0048±0.0027 0.32±0.09
VBF — — — — — 0.021±0.004
tt̄H — — — 0.006±0.004 0.0041±0.0032 —

Background
V — — 0.36±0.30 0.59±0.34 0.36±0.22 3.4±1.3
V V 0.37±0.14 0.031±0.013 4.1±0.6 5.7±1.0 1.3±0.2 0.89±0.27
V V V 0.014±0.005 0.0095±0.0033 0.082±0.028 0.21±0.07 0.338±0.031 —
Top 0.006±0.004 — 0.12±0.14 0.4±0.3 0.44±0.29 3.2±0.8
Others — — — — — —
Total 0.39±0.15 0.041±0.016 4.6±1.1 7.0±1.9 2.5±0.7 7.5±1.7

Table 5.3: Number of predicted events in the SRs and their composition in the
7 TeV data sample. Background processes that contribute less than 1% of the total
background, and Higgs boson production modes that contribute less than 1% of the
V H(H→WW ∗) process, are not included in the table. The uncertainties on the event

yields include both the statistical and systematic components [71].
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5.2 Statistical procedure

The statistical interpretation, which is based on the method in Ref. [61], employs a

binned likelihood function. The function is constructed as the product of Poisson prob-

ability terms (Ps), obtained from the number of expected signal (Sij), and background

(Bij) events and from the observed (Nij) data in each i-th signal region considered:

L(µ,θ) =

NSR∏
i

Nbin∏
j

Ps(Nij | µSij(θ) +Bij(θ))×A(θ) (5.1)

NSR is the number of signal regions considered, Nbin, as explained later, corresponds to

the number of considered bins in the shape analysis for 3` SRs, θ = {θ1, θ2...} is a vector

of the nuisance parameters (NPs) that take into account the background normalisation

and the systematic uncertainties. A signal strength parameter µ (Eq. 5.2), measuring

the signal contribution relative to the Standard Model expectations, represents the Pa-

rameter of Interest. Together with the NPs (Eq. 5.2), it is a free parameters and it is

fitted from likelihood maximisation procedure. The signal and background expectations

are functions of the nuisance parameters θ. The form of these functions depends on the

source.

1. In the case of Gaussian systematics Y = Yexp(1 + θ∆Y );

2. Lognormal systematics take the form Y = Yexp(1 + ∆Y )θ;

3. For the Poisson systematics Y = Yexpθ.

Where Yexp is the nominal value of the signal (S) or background (B) and ∆Y is its vari-

ation. Systematics uncertainties NPs are taken into account with Gaussian auxiliary

constraints and lognormal Monte Carlo expectation parametrisation. Each θj repre-

sents a different systematic source and since one source can affect multiple signal and

background rates in a correlated way the same θj can be used everywhere to represent

it. The correlation is implemented in the fit procedure where it is needed, for example

most of the experimental systematics are correlated between different samples. When

correlated, a single systematic source affecting more than one sample is treated as a

single NP in the fit.

The background normalisation NPs, are constrained by including the additional mea-

surements from control regions, presented in Sec. 4.5, that provide information on the

background rates. A(θ) is an auxiliary constraint, that, in case of only one control region

defined, can be written as

A(τ) = Ps(NCR | τBCR) (5.2)
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where NCR and BCR are the numbers of observed and expected events, respectively,

and τ is the normalisation factor. The fitted values for the background NFs are used

to present the background expectations in the tables and plots shown in Chapter 4.

The minor backgrounds, which do not have floating NPs, as well as data-driven W+jets

estimates, are added to the Poisson expectations in Eq. 5.2. When combining all the

sub-analyses 107 NPs are present in the fit: 92 from statistical and systematic uncer-

tainties and 15 from background NFs.

The signal is defined as the V H production in which the Higgs boson decays to a W

boson pairs. A small contribution from H → ττ channel is accepted by the event selec-

tion and is also included in the statistical interpretation as signal. The ggF and VBF

productions are treated as background processes with a the cross section fixed to the

SM. The number of events from the background sources found in the different SRs are

allowed to fluctuate within the systematic uncertainties, which have been discussed in

Sec. 4.7. Further uncertainties, extracted from the fits to the CRs, are assigned to the

background processes.

In the 4` analysis two SRs are considered, 4`-2SFOS and 4`-1SFOS. In the 2` analysis,

2`-DFOS is a single SR, 2`-SS1jet and 2`-SS2jet are further split for each flavour combi-

nation (ee, µµ, eµ, µe). In the 3` analysis, the different signal and background shapes,

of the BDT Score in the 3`-3SF and 3`-1SFOS, and of the ∆R`0,`1 in 3`-0SFOS, to gain

the maximum sensitivity. The BDT Score is separated into six bins with bounds (-1.0,

0.0, 0.4, 0.6, 0.8, 0.9, 1.0 ) while ∆R`0,`1 is divided in four bins with bounds (0.0, 0.5, 1.0,

1.5, 5.0). In the BDT Score analysis, the signal region is split in 3`-3SF and 3`-1SFOS,

defined by different flavour compositions. These two regions are further subdivided into

six regions according to the BDT Score bin boundaries above. Fig. 5.2 and Fig. 5.3 show

the distributions the variables with the binning used to extract the results. While the

binning was optimised to give the best statistical sensitivity, the number of bins used

was limited by the available MC statistics.

To properly take into account both the statistical and systematic variations in the shape

of the distributions each bin is given its own statistical and systematic error and cor-

relations due to systematic effects are taken into account within the global fit through

common nuisance parameters. The systematic uncertainties are extrapolated from con-

trol region to signal region in the fit as well. In the shape analysis, each bin is treated

as a separate SR so that one can consider the shape fit as a cut and count analysis in

each bin. In this case the likelihood function is built from the product over the number

of BDT Score and ∆R`0,`1 bins Nbin.

The systematic uncertainties are propagated in each BDT Score and ∆R`0,`1 bin for

each source, and properly correlated adopting the same NPs in each bin. Since the rate

of each signal and background source is modified independently in each bin according
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to the predicted variation for the MC, a systematic effect will change both the normal-

isation and the shape at the same time with the proper correlation predicted by the

MC.

5.3 Statistical results

The signal extraction is performed using the profile likelihood ratio method, which con-

sists of maximising a binned likelihood function L(µ,θ | n), where n represents the

observed events in each SR and CR.

The test statistic qµ is defined as

qµ = −2ln
L(µ, θ̂µ)

Lmax
= −2lnΛ. (5.3)

The symbol θ̂µ indicates the nuisance parameter values at the maximum of the likelihood

for a given µ. The denominator is the maximum value of L obtained floating both µ

and θ. When the denominator is maximised, µ takes the value of µ̂. The p0 value is

computed for the test statistic q0 evaluated at µ = 0 in Eq. 5.3, and is defined to be the

probability to obtain a value of q0 larger than the observed value under the background-

only hypothesis. There are no bounds on µ̂, although q0 is defined to be negative if µ̂ ≤ 0.

The equivalent formulation, expressed in terms of the number of standard deviations, σ,

is referred to as the local significance Z0. In this case it is computed in the context of the

statistical framework in which the asymptotic limit is valid and the parameters follow

a Gaussian distribution, while in the tables of Chapter 4 the significance is computed

assuming a Poisson counting experiment.

Applying the selections described in Sec. 4.3, the expected significance can be computed

for a range of different values of the Higgs boson mass. The significance does not change

much, as shown in Fig. 5.1, since the H→WW ∗ decay channel has a rather poor mass

resolution for mH . 2mW . The main limitation to the sensitivity to V H(H→WW ∗)

process is the H→WW ∗ branching ratio. The signal acceptance for all production

modes and decays are computed assuming the SM Higgs boson with mH = 125.36 GeV,

corresponding to the combination of the masses measured in the H → γγ and H → 4`

decays by ATLAS [123]. The acceptance for this mass results from an interpolation

between the acceptances computed at mH = 125 GeV and 130 GeV.

For a Higgs boson with a mass mH ∼ 125 GeV a 0.9 significance is expected.
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Figure 5.1: Search for Higgs boson production in association with a W or a Z boson
in the H→WW ∗ decay. The dashed line shows the expected values given the presence
of a signal at each x-axis value. The expected values for mH = 125.36 GeV (signal

injected) are given by a purple line [71].

5.3.1 Characterisation of the excess

The observed events at the end of the selections are reported in Tab. 5.4, the main

signal target is also reported as well the predicted total background. A global excess

with respect to the only-background hypothesis is observed.

In Fig. 5.2 and Fig. 5.3 the 3` variables relevant for the statistical procedure are shown.

8 TeV data sample

Process 4` 3` 2`

Category 2SFOS 1SFOS 3SF 1SFOS 0SFOS DFOS SS2jet SS1jet

V H (H →WW ∗) 0.203±0.030 0.228±0.034 0.73±0.10 1.61±0.18 1.43±0.16 2.15±0.30 1.04±0.18 2.04±0.30

Total Background 1.30±0.23 0.41±0.09 22±4 34±6 11.7±1.8 50±5 21±5 44±6

Observed events 0 3 22 38 14 63 25 62

7 TeV data sample

Process 4` 3` 2`

Category 2SFOS 1SFOS 3SF 1SFOS 0SFOS DFOS
V (H →WW ∗) 0.0226±0.0033 0.0208±0.0031 0.129±0.013 0.325±0.034 0.291±0.031 0.28±0.05
Total Background 0.39±0.15 0.041±0.016 4.6±1.1 7.0±1.9 2.5±0.7 7.5±1.7

Observed events 1 0 5 6 2 7

Table 5.4: Number of observed and predicted events in the SRs in the 8 TeV and
7 TeV data sample. SS analysis is not performed in 7 TeV data sample. The total
background and the Higgs signal target V H(H→WW ∗) are included in the table. The
uncertainties on the event yields include both the statistical and systematic components

[71].

The expected sensitivity (Z0) to the SM Higgs boson with mass mH = 125.36 GeV, the

observed Z0 for H→WW ∗ decays and the measured µ value using the 4`, 3` and 2`
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(a) (b)

(c)

Figure 5.2: Distributions of relevant quantities for the 3` analyses, using 8 TeV
data: (a) BDT Score in 3`-3SF and (b) in 3`-1SFOS, and (c) the angular separation
in R of the two opposite-sign leptons with smaller ∆R distance, ∆R`0`1 , in 3`-0SFOS.
Data (dots) are compared to the background plus V H(H→WW ∗) (mH=125 GeV)
signal expectation (stacked filled histograms). The hatched area on the histogram
represents the total uncertainty on the background estimate including the statistical

and systematic uncertainties added in quadrature [71].

categories are shown in Tab. 5.4. A global excess with respect to a background-only

hypotesis is observed except of in 4`-2SFOS, 3`-3SF and 3`-1SFOS SRs and this reflects

to a negative µ obtained in such SRs from the global fit. Anyway the measured µ in 4`,

3` and 2` channels are still compatible with SM expectation at 95% C.L. (Fig. 5.7) and

it is mostly affected by the limited statistics at the end of selections.

The numbers in Tab. 5.4 are computed adding the contributions from the ggF and

VBF production to the signal component and the relative strengths of the V H, ggF

and VBF productions are fixed to the SM values and constrained with their theoretical

uncertainties. Fig. 5.5 presents expected and observed p0 as a function of the mass

hypothesis. A deviation from a background-only hypothesis corresponding at 2.4σ has

been observed for a Higgs boson mass of mH = 125.36 GeV.

Given the missing observation of V H production mode in the analysis, it is useful to
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(a) (b)

(c)

Figure 5.3: Distributions of relevant quantities for the 3` analyses, using 7 TeV
data: (a) BDT Score in 3`-3SF and (b) in 3`-1SFOS, and (c) the angular separation
in R of the two opposite-sign leptons with smaller ∆R distance, ∆R`0`1 , in 3`-0SFOS.
Data (dots) are compared to the background plus V H(H→WW ∗) (mH=125 GeV)
signal expectation (stacked filled histograms). The hatched area on the histogram
represents the total uncertainty on the background estimate including the statistical

and systematic uncertainties added in quadrature [71].

report exclusion limits on the related cross section for 110 GeV < mH < 200 GeV.

The hypothesis of a SM Higgs boson of mass mH is excluded at 95% C.L. if the value

µ = 1 is excluded for that mass. Fig. 5.6 presents the 95% upper limits on µ as a

function of the Higgs boson mass hypothesis for the WH and ZH production modes and

their combination, V H. When extracting the upper limit on WH production the ZH

contribution is treated as a background and measured in the ZH optimised categories.

The opposite applies to the extraction of the limit on the ZH production, where WH is

considered as a background. In absence of the signal, the analysis is expected to exclude

the V H production of a SM Higgs boson in the range 142 GeV < mH < 174 GeV while,

due to the observation of an excess of events, no mass range is excluded. The expectation

in case a Higgs boson of mass mH = 125.36 GeV is present in the data is also shown to

check the consistency between this result and the already observed boson.



Chapter 5. Results 103

Figure 5.4: Signal significance Z0, and the H→WW ∗ signal strength µ evaluated
in the signal regions, combining 8 TeV and 7 TeV data. The expected (exp.) and
observed (obs.) values are shown. The two plots represent the observed significance
and the observed µ. In the µ plot the statistical uncertainty (stat.) is represented by
the thick line, the total uncertainty (tot.) by the thin line. All values are computed for

a Higgs boson mass of 125.36 GeV [71].

Figure 5.5: Search for Higgs boson production in association with a W or a Z boson
in the H→WW ∗ decay. The observed values are shown as a solid line. The dashed
line shows the expected values given the presence of a signal at each x-axis value. The
expected values for mH = 125.36 GeV (signal injected) are given by a purple line [71].
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(a) (b)

(c)

Figure 5.6: The CLs exclusion for the SM production of a Higgs boson with mass in
the range 110−200 GeV: the expected and observed exclusion is shown for (a) the WH
production, (b) the ZH production, and (c) their combination V H. The continuous
lines represent the observation and the dashed lines the expectation for an Higgs boson
at that mass. The inner shaded band represents the ±1σ uncertainty on the expected
values, and the larger shaded band represents the ±2σ uncertainty. The purple line is
the expectation curve in case a Higgs boson of mass mH = 125.36 GeV is present in

the data.
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Figure 5.7: The value of the test statistic as a function of µWH and µZH , for mH =
125.36 GeV. The contours correspond to the values of (µWH , µZH) associated with the
68%, 90% and 95% confidence levels. The black cross indicates the best fit to the data

and the open circle represents the SM expectation (µWH , µZH)=(1,1) [71].



Chapter 6

What about Run-2?

First collisions at 13 TeV were observed on the evening of May 20th 2015, when LHC

started its Physics Run-2. The 13 TeV centre-of-mass energy leads to higher cross

sections, moreover, in order to achieve same and even better performances as in Run-1,

ATLAS detector has been improved in the long shotdown before restarting.

An overview of the main differences between Run-2 and Run-1 of ATLAS and LHC will

be given in this Chapter and the 13 TeV on-going analysis will be briefly introduced.

6.1 New scenario

The first and most clear characteristic in the Run-2 is the centre-of-mass energy of

13 TeV that leads to the increase of cross-sections for all processes, some are reported in

Fig. 6.1. Electroweak processes present roughly an increase of a factor two, V H signal

and diboson backgrounds are included among these ones. Processes involving t-quarks

increase approximately by a factor three to four.

The proton bunch spacing within trains is halved from 50 ns to 25 ns, for a large fraction

of the year 2015 (Fig. 6.2). The detector read-out, however, is optimised for this change,

which leads to the expectation of only a small increase of out-of-time pileup.

The luminosity of 1.3 × 1034cm−2s−1 with respect to 7.73 × 1033cm−2s−1 in 2012, will

allow to collect 100 fb−1 by the end of 2018. The main upgrade for the ATLAS detector

is the addition of a further silicon pixel layer, IBL for Insertable B-Layer [124], 3.3 cm far

from the beam and the addition of a Fast Track (FTK) trigger system. IBL is installed in

the ATLAS detector between a new beam pipe with a smaller radius and the previously

existing pixel detector. Due to the significantly improved impact parameter resolution,
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Figure 6.1: Cross-section increase for some processes in the Run-2 of LHC with
respect to to Run-1.

Figure 6.2: Luminosity-weighted distribution of the mean number of interactions per
crossing for the 2015 pp collision data recorded from 3 June - 22 September at 13 TeV
centre-of-mass energy. All data delivered to ATLAS during stable beams is shown, and

the integrated luminosity and the mean mu value are given in the figure [42].
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the IBL has a major impact on the b-tagging performance. In addition, the tracking and

b-tagging algorithms have been revisited [125, 126]. In the track reconstruction domain

one of the main changes is an improved handling of pixel hits shared between multiple

tracks in the core of high transverse momentum, pT, jets [127], based on a Neural

Network pixel hit clustering [128]. The improvements to the b-tagging algorithms lead

to a 10% relative improvement in the b-tag efficiency for same light-jet rejection.

Several algorithms have been developed to quantify MET [129]. In addition to Emiss
T and

pmiss
T as in Run-1 [67, 69], a track-based soft term (TST) MET is now available and it

is the primary method of MET reconstruction in Run-2. TST MET uses a track-based

soft term, but combines this with calorimeter-based measurements for the hard objects.

This presents a good compromise between the calorimeter- and track-based approaches,

it takes into account the contribution of neutral particles in the computation and it is

robust even with increased pileup.

6.2 On-going 3` analysis

The Run-1 analysis is the baseline for the on-going studies, given that the analysis is in

a very early stage, the whole analysis will be not described in detail but few items will

be illustrated such as new relevant improvement to MC samples, a preliminary cutflow

and the general behaviour of signal and backgrounds.

In the new analysis, V H hard processes are simulated with Powheg [130] and parton

shower with Pythia8. This strategy will avoid the introduction of an acceptance sys-

tematics, which affected mostly the theoretical systematics of Run-1 in the 3` channel

(Sec.4.7).

The effect of a Run-1-like selection applied to 13 TeV MC samples is shown in Tab. 6.1,

a strategy for main backgrounds normalisation and control regions has not yet been

defined. As a first estimation diboson backgrounds still remain the major component in

3SF+1SFOS category, in the 0SFOS category t-quark processes exceed diboson back-

grounds. Samples with higher statistics are required for processes involving a Z boson

and jets, the statistical uncertainty at the end of the cutflow prevent to draw conclusions

on such background.
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Chapter 7

Conclusions

In this thesis I described the analyses of data from the ATLAS detector at the LHC using

the H→WW ∗ channel in the search for the associated production mode with a gauge

boson (W or Z). Up to 4.5 fb−1 of data collected at centre-of-mass energy of 7 TeV and

20.3 fb−1 at 8 TeV are used. Four channel were studied, from two leptons in the final

state up to four leptons. In each channel a selection was optimised in order to reject the

main backgrounds. In the 3` channel further sub-signal-regions were defined according

to the number of Same Flavour Opposite Sign leptons in the final state: 0SFOS, 1SFOS,

3SF. This channel is designed to investigate the WH production in which all W bosons

in the event decay to electrons or muons (plus neutrinos).

I contributed developing the Multivariate Analysis in the 3`-1SFOS and 3`-3SF and

following its deployement from the early stages to the production of final plots that

have been published [71]. In particular I defined the training from an optimisation

study where the configuration with the smallest number of variables and best separation

has been chosen. The training region has been chosen as wide as possible, requiring

minimal selections to preserve the MC statistics for both signal and backgrounds, in

order to exploit the kinematic differences among signal and background and to avoid

the overtraining of the BDT. After the definition of the analysis on the Monte Carlo

simulated events, I followed all the validations of the BDT Score and of the background

modelling in the CRs with data events. After this validation I finally produced the

plots for the 3` SRs. My own contribution, together with the other analyses and the

statistical combination of all the channels, gave a complete picture of the V H associated

production in the H→WW ∗ decay channel of the Higgs boson.

A deviation from a background-only hypotesis corresponding at 2.4σ was observed for a

Higgs boson mass of mH = 125.36 GeV. V H results are also included in the whole AT-

LAS measurement of the Higgs boson production and decay rates and coupling strengths
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reported in Ref. [131].



Appendix A

What is a Multivariate Analysis?

Each generation of high-energy physics experiments is grander in scale than the previous,

more powerful, more complex, and more demanding in terms of data handling and

analysis. The greatest challenge in these pursuits is to extract the extremely rare signals,

if any, from the huge backgrounds that arise from known physics processes. The use of

advanced analysis techniques is crucial in achieving this goal.

In this Appendix a brief description of the multivariate approaches will be given with

particular emphasis on the Decision Trees widely used in HEP.

A.1 General overview

Classification of objects or events is, by far, the most important analysis task in HEP

[132, 133, 134]. Common examples are the identification of electrons, photons, τ lep-

tons, b-quark jets, and so on, and the discrimination of signal events from background

processes. Optimal discrimination between classes is crucial to obtain signal-enhanced

samples for precision physics measurements. Characterising an object or an event gen-

erally involves multiple quantities referred to as feature variables. These may be, for

example, the four-vectors of particles, energy deposited in calorimeter cells, derived kine-

matic quantities, and global event characteristics. In general, the variables can also be

correlated. To extract results with maximum precision, it is necessary to treat these

variables in a fully multivariate way. The feature variables that describe an object or

an event can be represented by a vector x = (x1, x2, ..., xd) in a d-dimensional feature

space. The objects or events of a particular type or class can be expected to occupy

specific contiguous regions in the feature space. When correlations exist between vari-

ables, the effective dimensionality of the problem is smaller than d. Given x, the goal is

to construct a function y = f(x) with properties that are useful for subsequent decision
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making and inference.

The availability of vast amounts of data, along with challenging scientific and industrial

problems characterised by multiple variables, paved the way for the development of au-

tomated algorithms for learning from data. The primary goal of learning is to respond

correctly to future data. In conventional statistical techniques, one starts with a math-

ematical model and finds parameters of the model either analytically or numerically by

using some optimisation criteria. This model then provides predictions for future data.

In machine learning, an approximating function is inferred automatically from the given

data without requiring a priori information about the function. In machine learning, the

most powerful approach to obtain the approximation f(x,w) of the unknown function

f(x) is supervised learning, in which a training data set that comprises feature vectors

(inputs) and the corresponding targets (that is, desired outputs) is used. The training

data set y,x, where y are the targets [from the true function f(x)], encodes information

about the input-output relationship to be learned. In HEP, the training data set gen-

erally comes from Monte Carlo simulations. The function f(x) is usually discrete for

classification, i.e. 0, 1 or −1, 1 for binary classification.

In all approaches to functional approximation (or function fitting), the information loss

incurred in the process has to be minimised. The information loss is quantified by a loss

function, L{y, f(x,w)}. In practice, the minimisation is more robust if one minimises

the loss function averaged over the training data set. A learning algorithm, therefore,

directly or indirectly,minimises the average loss (known as the risk), which is quantified

by a risk function, R(w), that measures the cost of mistakes made in the predictions

and finds the best parameters w. The empirical risk (an approximation to true risk) is

defined as the average loss over all (N) predictions [132],

R(w) =
1

N

N∑
i=1

L{yi, f(xi,w)}. (A.1)

A commonly used risk function is the mean-square error,

R(w) = E(w) =
1

N

N∑
i=1

{yi − f(xi,w)}2. (A.2)

A.2 Decision Trees

Decion trees (DTs) are based on sequential cuts applied to the feature variables in order

to define and classify hyper-cubes in the phase-space of parameters. At each step in

the sequence, the best cut is searched for and used to split the data, and this process

is continued recursively on the resulting partitions until a given terminal criterion is
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satisfied. The DT algorithm starts at the so-called root node (Fig. A.1), with the entire

training data set containing signal and background events. At each iteration of the

algorithm, and for each node, one finds the best cut for each variable and then the best

cut overall. The data are split by use of the best cut (the cut that gives the largest

reduction in impurity), thereby forming two branch nodes. One stops splitting when no

further reduction in impurity is possible (or when the number of events is judged too

small to proceed further). The measure that is commonly used to quantify impurity is

the so-called Gini index [114, 132],

Gini = (s+ b)P (1− P ) =
sb

s+ b
, (A.3)

where P = s/(s + b) is the signal purity, and s and b are the signal and background

counts at any step in the process. To determine the increase in quality when a node is

split into two branches, one maximises

Ginifather −Ginileft son −Giniright son.

A common strategy is to set a criterion to terminate the splitting and, if a leaf has

purity greater than 1/2 (or whatever is set), then it is called a signal leaf and if the

purity is less than 1/2, it is a background leaf. Events are classified signal if they

land on a signal leaf and background if they land on a background leaf. The resulting

tree is a decision tree. The operative description of this method corrresponds to the

minimisation of the expectation value [133]: E(e−yF (x)), where y = 1 for signal, y = -1

for background, F (x) =
∑Ntrees

i=1 fi(x), where the classifier fi(x) = 1 if an event lands

on a signal leaf, and fi(x) = −1 if an event lands on a background leaf. DTs are very

popular because of the transparency of the procedure and interpretation. They have

additional advantages: (a) tolerance to missing variables in the training data and test

data; (b) insensitivity to irrelevant variables, given that the best variable on which to cut

is chosen at each split and, therefore, ineffective ones are not used; and (c) invariance to

one-to-one transformation of variables, which makes preprocessing of data unnecessary.

However, DTs also have serious limitations: (a) instability with respect to the training

sample (a slightly different training sample can produce a dramatically different tree);

(b) suboptimal performance due to the piecewise constant nature of the model, which

means that the predictions are constant within each bin (the region represented by a

leaf) and discontinuous at its boundaries; and (c) poor global generalisation because

the recursive splitting results in the use of fewer and fewer training data per bin and

only a small fraction of the feature variables may be used to model the predictions for

individual bins. Most of these limitations, fortunately, have been overcome with the use
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Figure A.1: Schematic view of a decision tree. Starting from the root node, a sequence
of binary splits using the discriminating variables xi is applied to the data. Each
split uses the variable that at this node gives the best separation between signal and

background when being cut on [114].

of ensemble learning techniques:

� Boosting [133]. The boosting algorithm is one of the most powerful learning tech-

niques introduced during the past decade. The boosting algorithm is a procedure

that combines many “weak” classifiers to achieve a final powerful classifier. Boost-

ing can be applied to any classification method. After the creation of the first tree,

if a training event is misclassified, i.e, a signal event lands on a background leaf

or a background event lands on a signal leaf, then the weight of that event (wi)

is increased (boosted). A second tree is built using the new weights, no longer

equal. Again misclassified events have their weights boosted and the procedure is

repeated (Fig. A.2). Typically, one may build 1000 or 2000 trees this way. A score

(Tm) is now assigned to an event as follows. The event is followed through each

tree in turn. If it lands on a signal leaf it is given a score of 1 and if it lands on a

background leaf it is given a score of -1. The renormalised sum of all the scores,

possibly weighted, is the final score of the event. High scores mean the event is

most likely signal and low scores that it is most likely background.

A common boosting method is the so-called ε-Boost, or sometimes “shrinkage”.

After the mth tree, change the weight of each event i, i = 1, ..., N :

wi → wie
2εI(yi 6=Tm(xi)),

where ε is a constant of the order of 0.01 (usually referred as shrinkage), and

I(yi, Tm(xi)) is 1 if yi 6= Tm(xi) and it is 0 otherwise. Renormalise the weights,
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Figure A.2: Schematic of a boosting procedure, αm can either depends on the mth
tree or be a constant value [133].

wi → wi/
∑N

i=1wi. The score for a given event is

T (x) =
1

Ntree

Ntree∑
m=1

εTm(x), (A.4)

which is the renormalised, but unweighted, sum of the scores over individual trees1.

� Bagging. Bagging (bootstrap aggregating) is a simple average of the outputs of M

predictors, usually classifiers, where each is trained on a different bootstrap sample

(i.e., a randomly selected subset) drawn from a training sample of N events. In

Eq. A.4, αm needs to take into account an additional 1/M in the case of bagging.

� Random Forest. Many classifiers are trained, each with a randomly chosen subset

of feature variables at each split providing a random forest of DTs. The output

for each event is the average output of all trees in the random forest. Further

randomisation can be introduced through the use of bootstrap samples as in the

case of bagging.

1In a more general definition ε→ αm where α can be a non constant value.



Appendix B

Checks on the 3`-MVA analysis

The modelling of BDT Score is fundamental in the shape analysis, in this Appendix

further checks on the BDT Score shape are shown.

B.1 Normalisation of the main background

The main background in the 3`-MVA analysis is WZ/Wγ∗. As explained in Sec. 4.5, a

dedicated control region is defined and included in the final fit (Sec. 5.2) in order to gain

information on the normalisation of such background. The NF should be in principle

an intrinsec property of the of the Monte Carlo generator relative to the phase-space in

which MC is used and in particular the NF should be indipendent of the BDT Score.

In Tab. B.1 the NF computed in different sub-phase-spaces according to the BDT Score

is shown, the values are compatible within the errors.

BDT region WZ SF

BDT ∈ [-1.0;1.0] 1.09 ± 0.07
BDT ∈ [-1.0;-0.8] 1.0 ± 0.07
BDT ∈ [-0.8;1.0] 0.97± 0.12
BDT ∈ [-0.5;1.0] 0.92± 0.2
BDT ∈ [0.0;1.0] 0.92± 0.3

Table B.1: Normalisation factor for the WZ/Wγ∗ background in different BDT Score
regions.
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B.2 BDT Score distributions along the cutflow

The BDT Score modelling is also checked in a wider phase-space than the one considered

for the shape analysis. The effects of cuts applied to select the final signal region are

shown in Fig. B.1 and Fig. B.2. The overall agreement is guaranteed by the goodness

of Kolmogorv-Smirnov test whose probability is shown above each plot.
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Figure B.1: Distributions of BDT Score variable: (a) after requiring at most 1 jet, (b)
after top-veto, (c) after MET selection, (d) after Z-mass veto. Data (dots) are compared
to the background + signal (mH=125 GeV) expectation from simulation (stacked filled
histograms), where the background components are normalised by applying the NFs
derived from the final fit. The Data/MC ratio does not include the contribution from

the expected signal (mH=125 GeV).
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Figure B.2: Distributions of BDT Score variable: (a) after min/max Mll cut, (b)
after ∆R`0`1 cut, (c) after “SS-leptons OR” and “`ν`ν OR”, (d) after “SS-leptons OR”
and “`ν`ν OR” with the binning used for the shape analysis. Data (dots) are compared
to the background + signal (mH=125 GeV) expectation from simulation (stacked filled
histograms), where the background components are normalised by applying the NFs
derived from the final fit. The Data/MC ratio does not include the contribution from

the expected signal (mH=125 GeV).
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