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Chapter 1

Introduction

1.1 Motivations

The two dimensional Ising model is an oversimplified description of a planar magnet
with interactions restricted to neighboring spins. It was the first model to indicate that
a microscopic short range interaction produces a phase transition at a critical point,
becoming one of the most widely studied classical spin systems [52, 53, 62, 63, 76]. On-
sager first provided the exact solution of this model in the absence of an external field,
which was then reproduced in many different independent ways [43, 47, 53, 67, 69]. The
integrability, i.e. the exact solvability, of the Ising model implies that this spin system
can be exactly mapped into a system of free fermions [43, 57, 67]. As a consequence
there are explicit computations of the thermodynamic properties of the model, exact
results for spin-spin and energy-energy correlation functions [6, 47, 60, 61, 72] and some
multi spin correlations [50], as well as for their asymptotic behaviour for large distances.
The critical exponents of the model, which characterize the asymptotic behaviour at the
critical point, are different from those predicted by the Curie-Weiss theory, hence the
Ising model belongs to a different universality class. A universality class is a collection
of models which display the same critical behaviour at a second order phase transition
even if they are defined in terms of different microscopic Hamiltonians, and possibly
describe different physical systems. The concept of universality class and the analy-
sis of the critical behaviour were understood on the basis of Renormalization Group
(RG) methods [17, 23, 49, 71, 73–75]. In particular, at the critical point the scaling limit
is independent of microscopic details, such as the underlying lattice, and it is invari-
ant under uniform changes of length scale. Conformal Field Theory (CFT) generalizes
this scale invariance to an invariance under a larger group of conformal transforma-
tions [7,25,26,26,27,29,31,46,48,65]. The conformal invariance allows one to investigate
the nature of the critical regime of many models, including the Ising model, and to ex-
plicitly evaluate the finite size effects for the scaling limit of correlations at the critical
point [1, 7, 12, 18, 31]. Further progress has been made by reformulating the conformal
invariance of the scaling limit in terms of a suitable convergence for conformal invariant
interfaces [19,55,68]. In this perspective, using techniques based on combinatorics, prob-
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6 CHAPTER 1. INTRODUCTION

ability and discrete analysis, several CFT predictions have been rigorously proved for
different two dimensional lattice model, including critical site percolation on triangular
lattice [70], dimer models [54], and Ising models [11, 20–22, 28, 56, 66]. Unfortunately,
most of the results obtained from these recent developments concern exactly solvable
models, most notably Ising and dimers. Technically these results are based on discrete
holomorphicity, which is an instance of the integrability of the lattice models. Such a
restriction is a severe limitation of the method, conceptually quite unsatisfactory: the
scaling limit, on the basis of the RG philosophy, should be robust under “irrelevant”
perturbations of the microscopic integrable models.

From a physical point of view, there is no special reason to consider only interactions
among neighbouring spins. It is natural to consider a perturbed, non-integrable, Ising
model

Hλ = H0 + λW , (1.1)

where W is an even finite range interaction among spins and H0 is the nearest neighbour
(n.n.) Hamiltonian.
A method to study a wide class of two dimensional classical spin systems, obtained as
perturbations of the Ising model, was first introduced by [64] and [58]. The method is
based on the exact mapping of the λ 6= 0 spin model into a model of interacting fermions
in 1 + 1 dimensions [44,69] and on the implementation of the constructive fermionic RG
method due to Benfatto, Gallavotti, Mastropietro and collaborators [8–10, 13, 35]. It
seems natural to derive the relation between the microscopic non exactly solvable mod-
els and the CFT description via RG techniques, as a first step towards the development
of rigorous methods which are completely independent of any exact solution of the micro-
scopic model. In this framework, Giuliani, Greenblatt and Mastropietro [37,39] verified
some of the CFT predictions via constructive RG methods for a non integrable Ising
model on a torus, which is a translational invariant system. However, in order to prove
the full conformal invariance of the scaling limit, a control of the boundary terms is
also required: it is then necessary to adapt the RG methods to a model on finite do-
mains, which are no longer translational invariant systems. A first attempt was made
by Antinucci [3] for interacting fermions on the half line, and later Antinucci, Giuliani
and Greenblatt [4] derived the methods for the study of a non integrable Ising model on
a cylinder, where the translational invariance is lost in the vertical direction. In their
work, they construct the scaling limit of the bulk energy multipoint correlations. In
a different framework, via random current representation and critical percolation tech-
niques, the authors of [2] proved the asymptotic emergence of the Pfaffian structure in
the multipoint correlations for spins located at the boundary, which is consistent with
the expected picture of universality in critical phenomena, for all ferromagnetic pair spin
interactions, beyond the weak coupling regime.

In order to state our result more precisely let us recall a few basic properties of the
integrable Ising model. If λ = 0, Onsager’s exact solution shows that the free energy
is analytic for β 6= βc, where βc = J−1 tanh−1(

√
2 − 1) is the inverse critical temper-
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ature. For β < βc, the “high temperature state”, the spontaneous magnetization is
vanishing and the multipoint spin correlations are exponentially decaying as the sep-
aration between spins is sent to infinity. For β > βc, the “low temperature states”,
the spontaneous magnetization is non zero and the multipoint truncated spin correla-
tions are exponentially decaying as the separation between spins is sent to infinity. As
β → βc, the rate of the exponential decay goes to zero proportionally to |β − βc| and
at β = βc the correlation functions decay polynomially to zero, with specific critical ex-
ponents. We can derive the critical exponents in terms of the local operator dimension
values. Far away from the boundary the dimension is 1/8 for the spin field operator
σ and is 1 for the energy field operator ε, while at the boundary the dimension is 1/2
for the spin field operator σ̃ and is 2 for the energy field operator ε̃. These dimen-
sion values are in correspondence with the power law decay of the critical correlations.
For instance the m-point truncated spin correlation, if the spins are far away from the
boundary, decays as 〈σx1 ; · · · ;σxm〉 ∼ (const.) · d−m/8 asymptotically as the distance d
between the spins increases to infinity, while, if the spin are at the boundary, decays
as 〈σ̃x1 ; · · · ; σ̃xm〉 ∼ (const.) · d−m/2. In the same way we can obtain the critical expo-
nents for the energy correlation functions, as well as for the mixed correlation functions.
Moreover the free fermions representation allows us to derive also the explicit exact
expression for the multipoint energy correlations in a closed form, which we can imme-
diately use to control the asymptotic behaviour [24]. On the contrary the determination
of an explicit expression of the spin correlation is very involved if far away from the
boundary: it is expressed as a determinant of a large matrix, of size increasing with
the distance between spins, whose asymptotic behavior along special directions can be
obtained via the use of Szego’s lemma [60] or via the use of the analyticity structure of
a set of exact quadratic difference equations that the correlation satisfies exactly at the
lattice level [59]. Instead, if we consider spins at the boundary the explicit expression
of the spin correlation is drastically simplified: actually it is possible to evaluate it at
any temperature by Pfaffians of the corresponding two point function as first pointed
out by [41] and derived in several works thereafter (e.g. see [42]).

It is natural to ask whether these features survive the presence of the perturbation
λ 6= 0. Since a universality property was conjectured for the Ising model, the critical
indices should remain unchanged by adding the finite range interaction. In fact, in this
thesis we prove that, if λ 6= 0, the scaling limit of the two-point correlation for spins at
the boundary has the same critical indices than the unperturbed scaling limit. Moreover,
we prove that the perturbed scaling limit can be identified with the unperturbed scaling
limit, up to finite renormalizations: the wave functions and the critical temperature are
renormalized by the finite range interaction, while the critical exponents are protected
against renormalization.
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1.2 The model and the main results

The interacting Ising model on a cylinder

We consider perturbations of the n.n. Ising model where the spins interact via a finite
range interaction of the form:

Hλ(σ,J) = H0(σ,J) + λW (σ) = −
∑
x∈Λ

∑
i=1,2

Jx,x+aêiσxσx+aêi − λ
∑
X⊂Λ

V (X)
∏
x∈X

σx ,

(1.2)
where Λ := aΛLM with ΛLM = Z/

(
LZ
)
×
(
Z ∩ [1,M ]

)
, L ∈ 2N,M ∈ N, is a cylin-

drical lattice, a is the lattice spacing, σx ∈ {±1 } is a spin variable associated to each
x = (x(1), x(2)) ∈ Λ, σ(x(1),aM+a) = 0 for the open boundary condition in the vertical di-

rection, J = { Jx,x+aêi }
i=1,2
x∈Λ is the set of the couplings between nearest neighbour spins

and ê1 = (1, 0), ê2 = (0, 1) are the two unit coordinate vectors of the lattice; V (X) is a
finite range, translationally invariant, even interaction, such that V ({x,x + aêi }) = 0;
the sum in the second term of Eq. (1.2) is over all unordered pairs of sites in Λ and
λ is the strength of the interaction, which can be of either signs and, for most of the
discussion below, the reader can think of as being small, compared to Jx,x+aêi , but
independent of the system size.

Observables

Note that in the infinite volume limit L,M → ∞ the cylindrical lattice Λ tends to the
discrete upper half-plane Ha = {x = (x(1), x(2)) ∈ aZ2 : x(2) ≥ a } . If we think of Ha

as the lattice covering the continuum half-plane H = {x = (x(1), x(2)) ∈ R2 : x(2) ≥ 0 },
each point of H is at distance at most a/

√
2 from a lattice site of Ha. For convenience

we choose the convention of associating the continuous coordinate x ∈ H to the nearest
lattice site at the top right, namely dxe := dxea = (dx(1)ea, dx(2)ea) and dx(i)ea :=
minn∈aZ {n : n ≥ x(i) }, i = 1, 2.

We can express the observables on the lattice sites of Ha in terms of the continuous
coordinates of H. Since we are interested in obtaining the scaling limit of the multipoint
correlation functions, we must appositely rescale the field operators based on their di-
mension values. For an interior point x ∈ H◦ := {x ∈ R2 : x(2) > 0 }, we define the bulk

spin as σ(a)(x) := a−
1
8σdxe and the bulk energy density as ε

(a)
j (x) := a−1σdxeσdxe+aêj ,

j = 1, 2. For a point at the boundary x ∈ ∂H := {x : x(1) ∈ R, x(2) = 0 }, we de-

fine the edge spin as σ̃(a)(x) := σ̃(a)(x(1)) = a−
1
2σdxe and the edge energy density as

ε̃
(a)
j (x) := ε̃

(a)
j (x(1)) := a−2σdxeσdxe+aêj , j = 1, 2. As we will see, these are the suitable

definitions for having the finite scaling limit of the correlation functions.

Correlation functions

The thermodynamical properties of the system described by (1.2) can be obtained by
averaging with respect to the Gibbs measure at inverse temperature β: given m ≥ 1
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observables F1(σ), · · · , Fm(σ), the m−point expectation is defined as

〈F1(σ) · · ·Fm(σ)〉β,Λ =

∑
σ∈ΩLM

F1(σ) . . . Fm(σ) e−βHλ(σ,J)∑
σ∈ΩLM

e−βHλ(σ,J)
, (1.3)

where σ = {σx}x∈Λ is a spin configuration and ΩLM = {±1 }LM is the spin configuration
space. By introducing m auxiliary sources Q = {Q1, · · · , Qm }, the expectation in (1.3)
can be expressed as

〈F1(σ) · · ·Fm(σ)〉β,Λ =
1

Ξλ(Q)

∂m

∂Q1 · · · ∂Qm
Ξλ(Q)

∣∣∣∣
Q=0

, (1.4)

where Ξλ(Q) is the generating function, defined as

Ξλ(Q) :=
∑

σ∈ΩLM

e−βHλ(σ,J)+Q1F1(σ)+···+QmFm(σ) . (1.5)

Moreover we let

〈F1(σ); . . . ;Fm(σ)〉β,Λ =
∂m

∂Q1 · · · ∂Qm
log Ξλ(Q)

∣∣∣∣
Q=0

, (1.6)

be the truncated expectation. Note that we can always write the truncated expectations
in terms of simple expectations, for instance if m = 2 we get

〈F1(σ);F2(σ)〉β,Λ = 〈F1(σ)F2(σ)〉β,Λ − 〈F1(σ)〉β,Λ 〈F2(σ)〉β,Λ . (1.7)

In absence of the perturbation 〈·〉β,Λ |λ=0 := 〈·〉0β,Λ denotes the unperturbed expectation.

Finally, in the infinite volume limit, we let limL,M→∞ 〈·〉β,Λ := 〈·〉β and limL,M→∞ 〈·〉0β,Λ :=

〈·〉0β be the perturbed and the unperturbed expectations on the upper half-plane, pro-
vided these limits exist. The expectations we are interested in are the expectations of
observables at m distinct points on the upper half-plane, which we call the m−point
correlation functions.

Results

Our main result is summarized in the following theorem.

Theorem 1.1 (The two-point edge spin correlation). There exists λ0 > 0 such that, if
|λ| ≤ λ0, the critical temperature βc(λ) of the Ising model in Eq. (1.2) and the renormal-
ization Zσ(λ) ∈ R are analytic functions of λ; furthermore Zσ(λ) is analytically close to
1 and independent of a. Then, for x1,x2 ∈ ∂H distinct boundary points, for all θ ∈ (0, 1)
and a suitable constant Cθ > 0, the two-point edge spin correlation on the discrete upper
half-plane is given by

〈σ̃(a)(x1)σ̃(a)(x2)〉βc(λ) = Z2
σ(λ) 〈σ̃(a)(x1); σ̃(a)(x2)〉0βc(0) +R(a)

σ (x1,x2) , (1.8)
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where 〈σ̃(a)(x1)σ̃(a)(x2)〉0βc(0) is the unperturbed two-point edge spin correlation function

and R
(a)
σ is the correction term, which can be bounded as

|R(a)
σ (x1,x2)| ≤ Cθ

1

|x1 − x2|

(
a

|x1 − x2|

)θ
. (1.9)

As a consequence of Thm. 1.1 we can explicitly compute the scaling limit of the
two-point edge spin correlations, obtaining the correlations on the continuous upper
half-plane. In particular we have a constructive procedure to compute the amplitude
of the correlations and the subdominant corrections, that vanish in the scaling limit in
which the lattice spacing a is sent to zero. We can immediately verify that in the scaling
limit the finite range interaction changes only the critical temperature and the amplitude
of the correlations: the critical exponents and the explicit form of the correlation function
are the same as in the integrable case, as stated in the following corollary.

Corollary 1.1 (Correlation in the scaling limit). Given λ, βc(λ), Zσ(λ) and x1,x2 ∈ ∂H
as in the statement of Theorem 1.1, there exists a truncated correlation function

〈σ̃(x1); σ̃(x2)〉0βc(0) ∈ R ,

such that in the scaling limit we get

lim
a→0
〈σ̃(a)(x1); σ̃(a)(x2)〉βc(λ) = Z2

σ(λ) 〈σ̃(x1); σ̃(x2)〉0βc(0) .

Note that the explicit form of the limit function 〈σ̃(x1); σ̃(x2)〉0βc(0) is a well known
expression (see e.g. [42]):

〈σ̃(x1); σ̃(x2)〉0βc(0) =

(
2

π(
√

2− 1)

)2 1

|x1 − x2|
. (1.10)

1.3 Outline of the proof

To derive the two-point edge spin correlations we use the expectations in (1.6) and the
generating function in (1.5) with Q proper spin sources. We start by expressing the
generating function Ξλ(Q) as a Grassmann functional integral. The resulting structure
is very similar to the one in (1.5), but expressed in Grassmann variables: Ξλ(Q) will be a
Grassmann integral of an exponential function such as exp (Vλ(X,Q)), where Vλ(X,Q),
which called effective potential, is a polynomial in the Grassmann variables X and in
the source variables Q whose coefficients are called effective kernels.

We start from the well know representation of the Ising model partition function as a
Pfaffian [60], which can be written as a Grassmann functional integral [45,67]. If λ = 0,
Ξ0(0) is a Gaussian Grassmann functional integral, i.e. V0(X) contains only quadratic
monomials of Grassmann variables. If λ 6= 0, Ξλ(Q) is a non-Gaussian Grassmann
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functional integral, i.e. in addition to the quadratic monomials, in Vλ(X,Q) there are
monomials of arbitrary order in the Grassmann variables X and monomials involving
the sources Q, with effective kernels analytic in λ. If we expand the exponential of
Vλ in Taylor series in λ and then naively integrate the Grassmann monomials using
the Wick rule, we get non convergent perturbative series at the critical point. A mul-
tiscale analysis provide the non trivial resummations required to get the convergence.
By introducing a multiscale decomposition, we illustrate an iterative procedure for the
integration of the Grassmann variables such that, after each integration step we get an
effective potential, which exhibits the same structure as the starting one up to modify
some coupling constants. In particular, the effective kernels satisfy proper dimensional
bounds at each iteration and the critical temperature and the renormalizations will be
modified through the iterative scheme.

The presence of the lower boundary in the half-plane breaks the translation invari-
ance of the model in the vertical direction: this causes several difficulties in using the
constructive Renormalization Group methods, which are highly dependent on transla-
tion invariance. The authors of [4] provided the first rigorous treatment of the finite
volume effects in a critical theory, studying how the boundaries affect the structure of
correlation functions in the scaling limit. In particular, they showed that in the presence
of a boundary, any contribution to the generating function of correlations of observables
located at points in the interior of the domain, can be decomposed into a bulk part
(which is defined in a straightforward way based on its infinite plane counterpart), plus
a remainder, which it is called the edge part. The bulk contributions are translation
invariant, so they can be treated as already discussed in [37]: by iterating the above
mentioned procedure, we get a flow of running coupling constants which is controlled
by proper dimensional bounds, so that we get the explicitly convergent series. The edge
contributions, which are translationally invariant only in one direction, must be treated
in a distinguished way, in order to reduce them to local edge terms (depending on
boundary running coupling constants rather than running coupling functions, as a naive
definition would produce) plus irrelevant terms. The right procedure for the edge contri-
butions was already discussed in [4]: a key ingredient to get the explicit convergence is
a cancellation property of the fermionic fields exactly at the boundary, which imply the
necessary dimensional improvements. In this manner, the apparent divergences can be
resummed by rigorous Renormalization Group methods: the outcome is a renormalized
expansion for Vλ that is convergent for λ small enough, and then an explicit derivation
of the correlation functions.
Here we adapt the procedure in presence of spin source variables at the boundary: we
derive the generating function describing a perturbed Ising model which also includes the
edge spins, we obtain the renormalized expansion of the effective potential as a function
of the edge spin sources and the necessary bounds on the effective kernels, treating an
effective theory with apparent divergences different from those derived in [4]. As a result
we get the 2−point edge spin correlation functions with valid estimates at the boundary
and we derive the explicit exact expressions in the scaling limit.
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1.4 Perspectives

The result in this thesis paves the way to derive more general edge observables correla-
tion functions, such as the multipoint edge spin correlations, the multipoint edge energy
correlations and the mixed multipoint spin and energy correlations.

In particular, the derivation of the 2n−point edge spin correlations is an immediate
extension of our result: in fact, in the following chapters 2-5 we introduce the Grassmann
representation and we prove the convergence of the expansion for the effective potential
taking into account an arbitrary number of edge spin sources. However, in chapter 6 we
state our main result for the two-point edge spin correlation, in order to provide a more
readable discussion.
In [2], the authors proved that, for ferromagnetic pair interactions, the scaling limit of
the 2n−point edge spin correlations at the critical point is a Pfaffian: therefore, combin-
ing their result with ours we find that, in their setting (FM pair interactions, i.e. in r.h.s.
of (1.2) the only non vanishing interactions are λV (X) > 0 for |X| = 2) the scaling limit
of the 2n−point edge spin correlation is the Pfaffian of the 2−point function in (1.10).
For more general interactions, the scaling limit of the 2n−point edge spin correlation
could be obtained by combining the localization procedure and the bounds for the effec-
tive kernels here introduced, with the techniques discussed in [4, 37] for the multipoint
bulk energy correlations. Moreover, the same can be done for the generalized multipoint
correlations involving both edge spins and bulk energies, it just requires more involved
expressions with no significant differences.
Instead, deriving the edge energies correlation functions requires some significant modi-
fications. In presence of the edge energies, the localization procedure seems to introduce
a significant number of additional running coupling constants. However, we can expect
that exploiting the symmetries of propagators will reduce this number: a starting point
should be the study of the horizontal edge energies, which are defined in terms of nearest
neighbor edge spins.

In this perspective we organize the thesis as follows.

1.5 Summary

• In Chapter 2 we introduce the Grassmann representation for the non integrable
Ising model on a cylindrical lattice. Then we express the perturbed generating
function as a functional integral of Grassmann variables and we obtain the unper-
turbed correlations in terms of Grassmann fields. Here we consider the generating
function depending on the edge spin sources and the energy sources: so that, on
the one hand, we can exploit the procedures already derived for the energy cor-
relations to obtain the spin correlations, on the other hand, we can introduce the
more general setting that will be useful to future extensions of the result.

• In Chapter 3 we perform a suitable change of Grassmann variables, so we get
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the representation in massive and massless variables of the generating function
on the upper half-plane and we study the critical propagators. In particular, we
derive the explicit expression of the critical propagators, we introduce the bulk-edge
decomposition and the multiscale decomposition and derive the decay bounds.

• In Chapter 4 we illustrate how to derive a convergent expansion of the effective
potential. We introduce a multiscale analysis and a localization procedure that
allows to identify the possibly divergent contributions in the effective potential.
From here on, we focus only on the edge spin sources and we describe how to get
convergent expansions for effective kernels associated in presence of the edge spin
sources.

• In Chapter 5 we derive the estimates for the kernels of the expansion of the effective
potential in presence of the edge spin sources and we obtain an explicit solution
for the flow equation of the running coupling constants associated with the spins.

• In Chapter 6 we prove the main result for the two-point edge spin correlations: we
illustrate how to adapt the convergent expansion derived for the effective potentials
to expand the correlation functions and, moreover, we prove that the explicit ex-
pression of the two-point edge spin correlation can be given in terms of a dominant
term, which is exactly one of the massless critical propagator, and a subdominant
term that vanishes in the scaling limit.
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Chapter 2

The Grassmann representation on
a cylinder

In this chapter we derive the Grassmann representation of the truncated correlations on
a cylindrical lattice. Despite in our main result we are interested only in the two-point
edge spin correlations, we derive the representation of the more general correlations
which include an arbitrary number of edge spins, bulk energies and edge energies.
As mentioned above, we are interested in a scaling limit in the infinite volume limit, in
which the cylindrical lattice tends to the continuous upper half-plane. When we perform
the limit, we want to distinguish the edge observables from the bulk observables: we
introduce δ > 0, independent of the lattice spacing a, and we let Λ◦ := {x ∈ Λ : x(2) > δ }
be the set of the lattice sites that will end up away from the the edge and we let
∂Λ := {x ∈ Λ : x(2) = a } be the set of those that will end up exactly on the edge of the
half-plane. For x ∈ ∂Λ, we define the edge spin operator as σ̃x = a−1/2σx and the edge
energy operator as ε̃x,i := a−2σxσx+aêi , i = 1, 2; for x ∈ Λ◦, we define the bulk energy
operator as εx,i := a−1σxσx+aêi , i = 1, 2. Moreover, we introduce the sets of auxiliary
sources: Ψ := {Ψx }x∈∂Λ for the edge spin correlations, Ã := { Ãx,1, Ãx,2 }x∈∂Λ for the
edge energy correlations and A := {Ax,1, Ax,2 }x∈Λ◦ for the bulk energy correlations.
By using Eq.(1.6), we obtain the unperturbed truncated correlation functions as

〈σ̃x1 ; · · · ; σ̃xnσ ; εy1,j1 ; · · · ; εym,jm ; ε̃z1,j′1
; · · · ; ε̃zm′ ,j′m′

〉
β,Λ

=

=
∂nσ

∂Ψx1 · · · ∂Ψxnσ

∂m

∂Ay1,j1 · · · ∂Aym,jm

∂m
′

∂Ãz1,j′1
· · · ∂Ãzm′ ,j

′
m′

log Ξλ(Ψ,A, Ã)

∣∣∣∣∣
Ψ=A=Ã=0

,

(2.1)

where {xi ∈ ∂Λ }nσi=1, {yi ∈ Λ◦ }mi=1 and { zi ∈ ∂Λ }m
′

i=1 are sets of distinct points, and

Ξλ(Ψ,A, Ã) =
∑

σ∈ΩLM

e−βHλ(σ,J)+
∑2
j=1

(∑
x∈Λ◦ Ax,jεx,j+

∑
x∈∂Λ Ãx,j ε̃x,j

)
+
∑

x∈∂Λ Ψxσ̃x ,

(2.2)
is the generating function of interest. In the rest of this chapter we illustrate how to
derive the Grassmann representation of the generating function (2.2). As a consequence

15
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of the Grassmann representation of Ξλ(Ψ,A, Ã), we will be able to derive the expressions
of the truncated expectations in (2.1) in terms of truncated expectations of Grassmann
fields, which will be explicitly evaluated in the next chapter 3.
Here we proceed as follows:

• in Sec. 2.1 we derive the Grassmann representation of Ξ0(0,0,0), which is the
partition function of the unperturbed Ising model: despite being a well know result,
we briefly review each necessary step, such as the multipolygon representation and
the dimer representation;

• in Sec. 2.2 we derive the Grassmann representation of Ξ0(Ψ,A, Ã), which is the
unperturbed generating function, by adapting the previously reviewed steps: in
particular, the edge spin correlators will initially be defined on a modified cylin-
drical lattice, which has some additional bonds below the lower edge so we have to
reproduce the multipolygon representation and the dimer representation on this
modified lattice; moreover we derive the expression of the unperturbed correlations
in terms of the Grassmann correlations;

• in Sec. 2.3 we introduce the perturbation λ 6= 0 and derive the Grassmann represen-
tation of Ξλ(Ψ,A, Ã), which is the desired partition functions of the correlations
in (2.1).

The derivation of the unperturbed partition function is mainly based on [60] while the
derivation of the perturbed energy correlation functions on the cylindrical lattice is
mainly based on [4, 37]): the original contribution of this chapter is to provide the
Grassmann representation of generating function with the edge spin sources and derive
the corresponding perturbed edge spin correlation functions.

2.1 The unperturbed partition function

In this section we illustrate how to derive the Grassmann representation of Ξ0(0,0,0) =
Z0(J), which is the partition function of the exactly solvable Ising model on a cylindrical
lattice. Such model is described by the Hamiltonian in (1.2) with λ = 0, so that the
partition function at inverse temperature β is given by

Z0(J) =
∑

σ∈ΩLM

e−βH0(σ,J) =
∑

σ∈ΩLM

eβ
∑

x∈Λ

∑2
i=1 Jx,iσxσx+aêi , (2.3)

where Jx,i := Jx,x+aêi , i = 1, 2 denote the interaction energies between nearest neighbor
spins. The boundary conditions are free in the vertical direction, σ(x(1),aM+a) = 0 for

all x(1) ∈ [−aL, aL], and periodic in the horizontal direction σ(aL+a,x(2)) = σ(−aL,x(2))

for all x(2) ∈ [a, aM ]. First of all, in Subsec. 2.1.1 we illustrate how to represent Z0(J)
as a sum over the multipolygons and in Subsec. 2.1.2 we illustrate how to relate this
representation as a Pfaffian of the Kasteleyn matrix. In Subsec. 2.1.3 we introduce the
Grassmann variables, in terms of which we can represent the Pfaffian of the Kasteleyn
matrix as a Grassmann functional integral, as derived in Subsec. 2.1.4.
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2.1.1 The multipolygon representation

For each site of Λ we let bx,i := (x,x + aêi), i = 1, 2, be the horizontal and vertical
bond, and we let σbx,i := σx · σx+aêi be the bond spin associated with bx,i. Then, the
partition function (2.3) can be rewritten as

Z0(J) =
∑

σ∈ΩLM

e
β
∑
bx,i∈BΛ

Jx,iσbx,i , (2.4)

where BΛ = { bx,i }i=1,2
x∈Λ is the set of nearest neighbor bonds in Λ. By expanding the

exponential in power series (σbx,i
= ±1) we get

Z0(J) =
∑

σ∈ΩLM

∏
bx,i∈BΛ

(
coshβJx,i + σbx,i sinhβJx,i

)
=

=
∏

bx,i∈BΛ

coshβJx,i

∑
σ∈ΩLM

∏
bx,i∈BΛ

(1 + σbx,i tanhβJx,i) .
(2.5)

Developing the last product in (2.5), we are led to a sum of terms of the type

σb1 tanhβJ1 · · ·σbs tanhβJs , (2.6)

and we can conveniently describe them through the geometric set of lines b1, · · · , bs ∈ BΛ.
If we perform the summation over the spin configurations σ, many terms of the form
(2.6) give vanishing contributions: the only terms which survive are those in which the
vertices of the geometric figure b1 ∪ b2 ∪ · · · ∪ bs belong to an even number (0,2 or 4)
of bonds. These terms are such that σb1 · · ·σbs = 1. So we are considering only s sides
figures, called multipolygons, as in Fig. 2.1. The multipolygons are closed figures, which

Figure 2.1: The multipolygons allowed on a cylindrical lattice. The lattice is periodic in the horizontal
direction.

are allowed to wind up the lattice in the horizontal direction but not in the vertical
direction; moreover, these figures can intersect, with the restrictions that no two sides
may overlap. Let Ps(Λ) ⊂ BΛ be the set of such multipolygons with s sides on the lattice
Λ. Then the problem of evaluating (2.5) can be reduced to that of finding the partition
function for the multipolygons on the lattice, namely

Z0(J) = 2LM
∏

bx,i∈BΛ

coshβJx,i

∑
s≥0

∑
Ps(Λ)⊂BΛ

∏
bx,i∈Ps(Λ)

tx,i , (2.7)
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where tx,i := tanhβJx,i, i = 1, 2. It is well know that the sum over the multipolygons in
(2.7) can be expressed in terms of an appropriate Pfaffian, but before we have to relate
the Ising model on Λ to a combinatorial problem involving dimers.

2.1.2 The dimer representation

To relate the Ising model to a problem of closest-packed dimers, by following the con-
struction originally derived in [30], we replace each Ising vertex x ∈ Λ by a cluster of
six new vertices {H̄x, Hx, V̄x, Vx, T̄x, Tx}, as in Fig. 2.2. By this site replacement, in

x

Vx

T̄x

Hx

Tx H̄x

V̄x

Figure 2.2: Original vertex x (on the left) corresponds to six new vertices {H̄x, Hx, V̄x, Vx, T̄x, Tx} (on the
right).

addition to horizontal and vertical bonds between nearest neighbor clusters there are
now also bonds within a cluster, as shown in Fig. 2.3. A dimer is a figure that may
be drawn on the lattice and that covers a bond and its endpoint sites. By filling the
lattice with dimers, with the constraint that each lattice site is covered by one and only
one dimer, we obtain a closest-packed configuration. The sum over the multipolygons in
(2.7) corresponds to the partition function for the closest-packed dimer configurations on
Λ, which can be evaluated by the Pfaffian of the Kasteleyn matrix [51]. The Kasteleyn
matrix on Λ is an antisymmetric 6LM×6LM matrix whose entries, properly labelled by
the lattice sites, are in correspondence with specific bond weights. Up to proper signs,

x

x + ê2 x + ê1 + ê2

x + ê1
x x + ê1

x + ê2 x + ê1 + ê2

Figure 2.3: Bonds between nearest neighbour sites (on the left) correspond to bonds between nearest
neighbour clusters (on the right). In addition there are seven bonds within a cluster (blue) for each lattice
vertex.
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the bonds between clusters have a weight of tx,1 or tx,2, if horizontal or vertical, and the
bonds within a cluster have a weight of 1. The signs are assigned by a clock-wise odd
orientation of the lattice (see Appendix A for details).
Then the partition function (2.7) can be rewritten as

Z0(J) = 2LM
∏

bxi∈BΛ

coshβJx,i PfA′ , (2.8)

where the definition of the Pfaffian of an 2N × 2N antisymmetric matrix is

PfA′ = 1

2NN !

∑
π

(−1)π
N∏
i=1

A′π(2i−1),π(2i) , (2.9)

where π is a permutation of {1, . . . , 2N} and (−1)π is its signature. One of the properties
of the Pfaffian is that (PfA′)2 = detA′. The Pfaffian can be immediately expressed as
a suitable Grassmann integral, which we are now going to introduce.

2.1.3 The Grassmann integration rules

A finite dimensional Grassmann algebra, is a set of Grassmann variables ψα, with α an
index belonging to some finite set { 1, . . . , 2n }, which are anticommuting variables, that
is

{ψα, ψα′ } = ψαψα′ + ψα′ψα = 0 , ∀α, α′ ∈ { 1, . . . , 2n } , (2.10)

and in particular
(ψα)2 = 0 , ∀α ∈ { 1, . . . , 2n } . (2.11)

Let us introduce another set of Grassmann variables dψα, anticommuting with ψα. The
Grassmann integration is a linear operation defined by∫

dψα = 0,

∫
dψαψα = 1, α ∈ { 1, . . . , 2n } . (2.12)

If F (ψ) is any analytic function in the Grassmann variables ψ, the Grassmann integral∫ [ 2n∏
α=1

dψα

]
F (ψ) (2.13)

is simply defined by iteratively applying (2.12) and taking into account the anticommu-
tation rules (2.10). For instance∫

dψαe
ψα =

∫
dψα(1 + ψα) = 1 , (2.14)

analogously for all α1, α2 ∈ { 1, . . . , 2n } and c ∈ C∫
dψα1dψα2 e

−ψα1 c ψα2 = c . (2.15)
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When more than one pair of Grassmann variables is involved, if A = 2 × 2 matrix, i.e.
A11 = A22 = 0 and A12 = −A21,∫

dψα1dψα2 e
−

∑2
i,j=1 ψαiAijψαj = A12 , (2.16)

and by noticing that PfA = A12 (see (2.9)), we can easily generalize the above expression
for any 2n× 2n antisymmetric matrix A,∫ [ 2n∏

α=1

dψα

]
e−

1
2

∑2n
α,β=1 ψαAα,βψβ = PfA . (2.17)

A list of useful algebraic properties of the Grassmann integration can be found in several
works, e.g. [34, Chap. 4] or [40, Prop. 1]. However, when necessary, we will recall other
properties in the following sections.

2.1.4 The Grassmann representation

The Pfaffian of the Kasteleyn matrix in (2.8), using the equality in (2.17), can be ex-
pressed as a Grassmann functional integral, so we obtain the Grassmann representation
of the partition function

Z0(J) = 2LM
∏

bxi∈BΛ

coshβJx,i

∫
dH̄xdHxdV̄xdVxdT̄xdTx e

St(H,V,T ) , (2.18)

where t ≡ t(β) := { tx,i }i=1,2
x∈Λ , tx,i := tanhβJx,i , i = 1, 2 , and

St(H,V, T ) =
∑
x∈Λ

{
2∑
i=1

tx,iEx,i−H̄xV̄x−HxVx+H̄xTx+HxT̄x−V̄xTx−VxT̄x +T̄xTx

}
,

(2.19)
with Ex,1 := H̄xHx+aê1 , Ex,2 := V̄xVx+aê2 . The boundary conditions are H(aL+a,x(2)) =

(−1)L+1H(−aL,x(2)), for all x(2) ∈ [a, aM ], and V(x(1),aM+a) = 0, for all x(1) ∈ [−aL, aL].
The T−fields appear only in the diagonal elements of (2.19) and they can be easily
integrated out (see [38, Appendix A]), and we obtain the partition function as

Z0(J) = C0,Λ

∫
DX eSt(X) , (2.20)

where
C0,Λ := C0,Λ(J) = (−2)LM

∏
bx,i∈BΛ

coshβJx,i , (2.21)

X = { (H̄x, Hx, V̄x, Vx) }x∈Λ is a collection of 4LM × 4LM Grassmann variables,∫
DX :=

∫ ∏
x∈Λ

dH̄xdHxdV̄xdVx ,
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is a shorthand for the Grassmann integration and

St(X) =
∑
x∈Λ

{
tx,1Ex,1 + tx,2Ex,2 − H̄xV̄x −HxVx + H̄xHx + V̄xVx + VxH̄x +HxV̄x

}
,

(2.22)
is the “quadratic action” of the unperturbed Ising model.

2.2 The unperturbed generating function

In this section we derive the Grassmann representation of Ξ0(Ψ,A, Ã) and we explicitly
derive the multipoint unperturbed correlations for the edge spins and the bulk and edge
energies in terms of Grassmann variables unperturbed correlations.

First of all we define the unperturbed expectation of Grassmann variables. By com-
paring the initial definition in (2.3) with the resulting representation in (2.20), we can
easily extend the definition in (1.3) with λ = 0: given m monomials of Grassmann
variables F1(X), · · · , Fm(X), their unperturbed expectation is given by

〈F1(X) · · ·Fm(X)〉0t(β),Λ :=

∫
DX F1(X) · · ·Fm(X) eSt(X)∫

DX eSt(X)
, (2.23)

where 〈·〉0t(β),Λ is an average with respect to the “Gaussian Grassmann measure”DXeSt(X):
we use the term “Gaussian” since St(X) is quadratic. To each monomial Fi(X) of even
(resp. odd) degree in the Grassmann variables we can associate a commuting (resp.
anticommuting) variable Qi as auxiliary source. Then, the unperturbed simple and
truncated expectations can be expressed as in (1.4) and (1.6) with λ = 0, where now
Ξ0(Q) is the unperturbed generating function in Grassmann variables defined as

Ξ0(Q) =

∫
DX eSt(X)+Q1F1(X)+···+QmFm(X) . (2.24)

As a first step, in 2.2.1 we derive the Grassmann representation only of the energies
sources, and then in 2.2.2 we derive the Grassmann representation of the edge spin
sources.

2.2.1 The unperturbed bulk and edge energy correlations

Lemma 2.1. If {yi ∈ Λ◦ }mi=1 and { zi ∈ ∂Λ }m
′

i=1 are sets of distinct points, the multi-
point energy correlation functions are given by

〈εy1,j1 ; · · · ; εym,jm ; ε̃y1,j′1
; · · · ; ε̃ym′ ,j′m′

〉0
β,Λ

=

=
∂m

∂Ay1,j1 · · · ∂Aym,jm

∂m
′

∂Ãy1,m1 · · · ∂Ãym′ ,jm′

log Ξ0(A, Ã)

∣∣∣∣∣
A=Ã=0

,
(2.25)
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where Ξ0(A, Ã) is the unperturbed Grassmann generating functional

Ξ0(A, Ã) := C0,Λ

∫
DX eSt(X)+(E,A)+(E,Ã) (2.26)

with C0,Λ in (2.21), St(X) in (2.22) and

(E,A) = a−1
2∑
i=1

∑
x∈Λ◦

(1− t2x,i)Ax,iEx,i, (E, Ã) = a−2
2∑
i=1

∑
x∈∂Λ

(1− t2x,i)Ãx,iEx,i ,

(2.27)
are the source terms for the bulk and edge energies.

Proof of Lemma 2.1. By recalling the definitions εx,i =
σxσx+aêi

a and ε̃x,i =
σxσx+aêi

a2 ,
of the bulk and edge energy observables, we can express the Hamiltonian in (1.2) with
λ = 0 in terms of energy variables

H0(σ,J) = −
2∑
i=1

(
a
∑
x∈Λ◦

Jx,iεx,i + a2
∑

x∈∂Λ

Jx,iε̃x,i
)
, (2.28)

so the generating function given in (2.2) with Ψ = 0, can be rewritten as

Ξ0(A, Ã) =
∑

σ∈ΩLM

e
∑2
i=1

(
aβ

∑
x∈Λ◦ Jx,iεx,i+a

2β
∑

x∈∂Λ Jx,iε̃x,i+
∑

x∈Λ◦ Ax,iεx,i+
∑

x∈∂Λ Ãx,iε̃x,i

)
.

(2.29)
By expanding the exponential in power series (aεx,i = ±1, a2ε̃y,i = ±1) we get

Ξ0(A, Ã) =
[ ∏

x∈Λ◦

∏
i=1,2

cosh(βJx,i + a−1Ax,i)
]
·
[ ∏

x∈∂Λ

∏
i=1,2

cosh(βJx,i + a−2Ãx,i)
]
·

·
∑

σ∈ΩLM

[ ∏
x∈Λ◦

∏
i=1,2

(1 + a−1εx,i tanh(βJx,i + a1Ax,i))
]
·

·
[ ∏

x∈∂Λ

∏
i=1,2

(1 + a2ε̃x,i tanh(βJx,i + a−2Ãx,i))
]
,

(2.30)
and we can proceed as illustrated after (2.5), obtaining the partition function for the
multipolygons

Ξ0(A, Ã) = 2LM
[ ∏

x∈Λ◦

∏
i=1,2

cosh(βJx,i + a−1Ax,i)
]
·
[ ∏

x∈∂Λ

∏
i=1,2

cosh(βJx,i + a−2Ãx,i)
]
·

·
∑
s≥0

∑
Ps(Λ)⊂BΛ

[ ∏
b∈Ps(Λ◦)

tx,i(A)
][ ∏
b∈Ps(∂Λ)

tx,i(Ã)
]

(2.31)
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where tx,i(A) := tanh(βJx,i + a−1Ax,i), tx,i(Ã) := tanh(βJx,i + a−2Ãx,i). The sum in
the r.h.s. can be written (2.1.2-2.1.4) as a Grassmann functional integral:

Ξ0(A, Ã) = (−2)LM ·
[ ∏

x∈Λ◦

∏
i=1,2

cosh(βJx,i + a−1Ax,i)
]
·

·
[ ∏

x∈∂Λ

∏
j=1,2

cosh(βJx,j + a−2Ãx,j)
] ∫
DXeSt(X;A,Ã) ,

(2.32)

where

St(X; A, Ã) =

2∑
j=1

∑
x∈Λ◦

tx,j(A)Ex,j +

2∑
j=1

∑
x∈∂Λ

tx,j(Ã)Ex,j+

+
∑
x∈Λ

(
− H̄xV̄x −HxVx + H̄xHx + V̄xVx + VxH̄x +HxV̄x

)
.

(2.33)

We conclude the proof by noticing that when we take the following derivatives

∂m

∂Ay1,j1 · · · ∂Aym,jm

∂m
′

∂Ãy1,m1 · · · ∂Ãym′ ,jm′

log Ξ0(A, Ã)

∣∣∣∣∣
A=Ã=0

(2.34)

with Ξ0(A, Ã) expressed as in (2.32) or as in (2.26) in the statement of Lemma 2.1, we
get the same result.

2.2.2 The unperturbed edge spin correlations

Lemma 2.2. If (x1, . . . ,xm), xi ∈ ∂Λ, i = 1, . . . ,m, is an ordered sequence of m distinct
boundary points, the edge spin correlation functions are given by

〈σ̃x1 ; · · · ; σ̃xm〉
0
β,Λ =

∂m

∂Ψx1 · · · ∂Ψxm

log Ξ0(Ψ)

∣∣∣∣
Ψ=0

(2.35)

where Ξ0(Ψ) is the Grassmann generating functional

Ξ0(Ψ) := C0,Λ

∫
DX eSt(X)+(V,Ψ) , (2.36)

with C0,Λ in (2.21), St(X) in (2.22) and

(V,Ψ) = a−1/2
∑

x∈∂Λ

ΨxVx , (2.37)

is the source term for the edge spins.

Proof of Lemma 2.2. To obtain the 2n−point edge spin correlations, we consider a lat-
tice Λn = Λ∪{ b̃1, . . . , b̃n }, consisting of the cylindrical lattice Λ with n additional fixed
bonds below the lower edge of Λ, as in Fig. 2.4. We consider 2n distinct ordered sites
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x1 x2 x3 x4

b̃2

x3

b̃1

x2k−1 x2k

b̃j

x2n−1 x2n

· · ·· · ·
b̃n

Figure 2.4: The lattice Λn obtained by fixing b̃1, . . . , b̃n additional bonds on the lower edge of the cylindrical
lattice Λ.

on the lower edge of Λ, i.e. the set

∂Λ̃ := {xj = (x
(1)
j , a) : −aL ≤ x(1)

j < x
(1)
j+1 ≤ aL }

2n

j=1
⊂ ∂Λ ,

and we connect each pair of sites x2k−1,x2k ∈ ∂Λ̃, k = 1, . . . , n, with an additional bond
b̃k := (x2k−1,x2k), so that the n additional bonds are disjoint and non overlapping.
The pair of edge spins located at the endpoints of b̃k interacts with energy J̃k for all
k = 1, . . . , n and J̃ := { J̃k }

n

k=1. The partition function of the n.n. Ising model on Λn is

Z0(J, J̃) =
∑

σ∈ΩLM

e−βH0(σ,J)+β
∑n
k=1 J̃kσx2k−1

σx2k , (2.38)

where H0(σ,J) is the Hamiltonian of the n.n. Ising model on Λ. It should be noted
that if we let βJ̃ = {βJ̃1, . . . , βJ̃n } be a set of the auxiliary sources, so that we are
dealing with the additional bond interactions as if they were auxiliary source terms, and
let Ξ0(βJ̃) := Z0(J, J̃) be the unperturbed generating function, we obtain the 2n−point
pairwise edge spins correlation function on the original lattice Λ

〈σx1σx2 · · ·σx2n−1σx2n〉β,Λ;0
:=

1

Ξ0(βJ̃)

∂n

∂βJ̃1 · · · ∂βJ̃n
Ξ0(βJ̃)

∣∣∣∣
βJ̃1=···=βJ̃n=0

. (2.39)

Then deriving the Grassmann representation for the partition function of the n.n. Ising
model on Λn we get the Grassmann representation for the unperturbed generating func-
tion for correlations of pairs of edge spins on Λ.
Let BΛn := BΛ ∪ {b̃1, · · · , b̃n} be the set of bond variables of Λn, BΛ0 = BΛ. Let bxy

denote a generic bond of BΛn . We introduce the bond spin variables σbxy , given by the
product over the spin variables over the two extremes of bxy, so that the unperturbed
partition function (2.38) can be rewritten as

Z0(J, J̃) =
∑

σ∈ΩLM

e
β
∑
bxy∈BΛn

Jxyσbxy , (2.40)
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where Jxy := Jbxy . By expanding the exponential in power series we get

Z0(J, J̃) =
∑

σ∈ΩLM

∏
bxy∈BΛn

(
coshβJxy + σbxy sinhβJxy

)
=

=
∏

bxy∈BΛn

coshβJxy

∑
σ∈ΩLM

∏
bxy∈BΛn

(1 + σbxy tanhβJxy) .
(2.41)

As in 2.1.1, the problem to evaluate the last sum in (2.41) can be reduced to that of
finding the partition function for the multipolygons on Λn. The sides of such multipoly-
gons now may also include the additional bonds b̃1, . . . , b̃n, as shown in Fig. 2.5. Let

Figure 2.5: The multipolygons allowed on a cylindrical lattice with b̃1, . . . , b̃n additional bonds on the
lower edge.

Ps(Λn) ⊂ BΛn be the set of multipolygons with s sides in Λn, then we get

Z0(J, J̃) = 2LM
∏

bxy∈BΛn

coshβJxy

∑
s≥0

∗∑
Ps(Λn)⊂Λn

∏
bxy∈Ps(Λn)

txy , (2.42)

where txy := tanhβJxy. Again, the sum over the multipolygons in (2.42) may be
rewritten as a Pfaffian. We can proceed analogously to 2.1.2. To define the Kasteleyn
matrix on Λn, we perform the same site replacement as in Fig. 2.2: with respect to
the resulting the bonds depicted in Fig. 2.3 now we allow an additional class of bonds
between different clusters: the additional bonds b̃1, . . . , b̃n, which have a weight of t̃k :=
tanhβJ̃k, j = 1 · · · , n. As in Fig. 2.6, an additional bond b̃k connects a Grassmann
variable Vx2k−1

to a Grassmann variable Vx2k
, with x2k−1,x2k ∈ ∂Λ̃. The Kasteleyn

matrix is then the 6LM × 6LM antisymmetric matrix Ã′, whose non vanishing entries
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Vx1 Vx2 Vx3 Vx4 Vx5 Vx6

Figure 2.6: The resulting bonds on the lattice Λn after the site replacement in Fig. 2.2: bonds beyond
adjacent site clusters are now allowed.

are the same as in (A.1)-(A.4) plus the additional entries given by

A′x2k−1,x2k
= −A′x2k,x2k−1

= (−1)dk+1



H̄ H V̄ V T̄ T

H̄ 0 0 0 0 0 0

H 0 0 0 0 0 0

V̄ 0 0 0 0 0 0

V 0 0 0 t̃j 0 0

T̄ 0 0 0 0 0 0

T 0 0 0 0 0 0


,

(2.43)

if x2k−1,x2k ∈ ∂Λ̃, and where dk := |(x2k−1)1 − (x2k)1| is such that the factor (−1)dk+1

provides the clockwise odd orientation of the lattice Λn (see the discussion about the
analogous sign in (A.3)). The partition function can be rewritten as

Z0(J, J̃) = 2LM
∏

bxy∈BΛn

coshβJxy · Pf Ã′ , (2.44)

and, proceeding as in 2.1.4, we can express the Pfaffian as a Grassmann functional
integral so we get

Z0(J, J̃) = C0,Λ

n∏
k=1

coshβJ̃k

∫
dH̄xdHxdV̄xdVxdT̄xdTxe

St(H,V,T )+t̃1Vx1Vx2+...+t̃nVx2n−1Vx2n ,

(2.45)
with St(H,V, T ) as in (2.19) and C0,Λ as in (2.21). We perform the T and T̄ fields
integration finally obtaining

Z0(J, J̃) = C0,Λ ·
n∏
k=1

coshβJ̃k

∫
DX eSt(X,βJ̃) , (2.46)

where

St(X,βJ̃) = St(X) + t̃1Vx1Vx2 + . . .+ t̃nVx2n−1Vx2n (2.47)
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with St(X) as in (2.22). Then, by using (2.39) with Ξ0(βJ̃) = Z0(J, J̃) in (2.46), we get
the following expression of the 2n−point edge spin correlation function on Λ:

〈σx1σx2 · · ·σx2n−1σx2n〉
0
β,Λ

= 〈Vx1Vx2 · · ·Vx2n−1Vx2n〉
0
t(β),Λ

, (2.48)

where the expectation in the r.h.s. is defined in (2.23). The sum over the spin con-
figuration in definition (1.3) implies that the expectation value of an odd number of
spin variables is vanishing. Similarly the expectations of an odd number of Grassmann
variables are vanishing, since they are anti-commuting variables. Then the Grassmann
representation in (2.48) can be extended to the m−point edge spin correlations:

〈σx1 · · ·σxm〉
0
β,Λ = 〈Vx1 · · ·Vxm〉

0
t(β),Λ , (2.49)

where m can be both even and odd. Recall that the Grassmann variables in the r.h.s. of
(2.50) are anti-commuting variables so that the equality holds for (x1, . . . ,xm) ordered
sequence of m distinct points. By recalling the very definition of the edge spin observable
σ̃x = σx√

a
, we obtain

〈σ̃x1 · · · σ̃xm〉
0
β,Λ = a−m/2 〈Vx1 · · ·Vxm〉

0
t(β),Λ . (2.50)

The equality in (2.50) allows us to introduce the following sets of anticommuting variables
{Ψx }x∈∂Λ and { ∂

∂Ψx
}

x∈∂Λ
and to derive unperturbed m−point edge spin correlation

as

〈σ̃x1 · · · σ̃xm〉
0
β,Λ =

1

Ξ0(Ψ)

∂m

∂Ψx1 · · · ∂Ψxm

Ξ0(Ψ)

∣∣∣∣
Ψ=0

, (2.51)

with the definitions in (2.36) and (2.37). Finally, the reconstruction of the truncated
expectation values from the simple expectation values concludes the proof.

2.2.3 The expression in terms of unperturbed Grassmann correlations

The generating function Ξ0(Ψ,A, Ã), which is given in (2.2) with λ = 0, by the results of
lemma 2.1 and lemma 2.2, can be rewritten with the following Grassmann representation:

Ξ0(Ψ,A, Ã) = C0,Λ

∫
DXeSt(X)+(E,A)+(E,Ã)+(V,Ψ) , (2.52)

where C0,Λ is defined in (2.21), the quadratic action St(X) is defined in (2.22), the
energy source terms (E,A), (E, Ã) are defined in (2.27) and the edge spin source term
(V,Ψ) is defined in (2.37).

As a consequence of definition (2.52), the Grassmann representation is particularly
convenient for computing the multipoint edge spin and energy correlation functions. By
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using (2.1), we can easily verify the following:

〈σ̃x1 ; · · · ; σ̃xnσ ; εy1,j1 ; · · · ; εym,jm ; ε̃z1,j′1
; · · · ; ε̃zm′ ,j′m′

〉0
β,Λ

= a−α
m∏
i=1

(1− t2yi,ji)·

·
m′∏
i′=1

(1− t2zi′ ,ji′ ) 〈Vx1 ; · · · ;Vxnσ ;Ey1,j1 ; · · · ;Eym,jm ;Ez1,j′1
; · · · ;Ezm′ ,j

′
m′
〉0
t(β),Λ

,

(2.53)
where α := α(nσ,m,m

′) = nσ
2 +m+ 2m′ and 〈·〉0t(β),Λ is the unperturbed average with

respect to the Gaussiann Grassmann measure
∫
DXeSt(X) (see after (2.23)). Therefore,

the r.h.s. of Eq.(2.53) can be computed via the fermionic Wick rule of the Grassmann
variables in (3.2), leading to a sum over all the Feynman graphs obtained by pairing
(“contracting”) the Grassmann fields involved; truncation means that only connected
Feynman diagrams should be considered. In the infinite volume limit, these multipoint
correlation functions are

lim
L,M→∞

〈σ̃x1 ; · · · ; σ̃xnσ ; εy1,j1 ; · · · ; εym,jm ; ε̃z1,j′1
; · · · ; ε̃zm′ ,j′m′

〉0
β,Λ

= a−α
m∏
i=1

(1− t2yi,ji)·

·
m′∏
i′=1

(1− t2zi′ ,j′i′ ) 〈Vx1 ; · · · ;Vxnσ ;Ey1,j1 ; · · · ;Eym,jm ;Ez1,j′1
; · · · ;Ezm′ ,j

′
m′
〉0
t(β)

,

(2.54)
where 〈·〉0t(β) denotes the Λ→∞ limit of 〈·〉0t(β),Λ.
In the next section we illustrate how to extend the results obtained so far to the presence
of a perturbation λ 6= 0.

2.3 The perturbed generating function

As reviewed in the previous sections, in the unperturbed Ising model, the generating
function for the correlation functions can be represented in terms of a Gaussian Grass-
mann integral. A similar representation in terms of a non-Gaussian Grassmann integral
is valid also in the perturbed λ 6= 0 model, as stated in the following Lemma 2.3. In
the proof we review the results derived in [4, 37] introducing also the edge observables,
and then, by proving that the setting is not modified by the presence of the edge ob-
servables, we derive the Grassmann generating functional with edge spin sources, bulk
energy sources and edge energy sources.

Lemma 2.3. There exists λ0 > 0 such that, if |λ| ≤ λ0, then for any ordered sequence of
distinct boundary points (x1, . . . ,xnσ), xi ∈ ∂Λ, i = 1, . . . , nσ and for any sets of distinct

pairs { (yi, ji) : yi ∈ Λ◦, ji = 1, 2 }mi=1 and { (zi, j
′
i) : zi ∈ ∂Λ, j′i = 1, 2 }m

′

i=1, the multipoint
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generating function is

〈σ̃x1 ; · · · ; σ̃xnσ ; εy1,j1 ; · · · ; εym,jm ; ε̃z1,j1 ; · · · ; ε̃zm′ ,jm′ 〉
λ
Λ

=

=
∂nσ

∂Ψx1 · · · ∂Ψxnσ

∂m

∂Ay1,j1 · · · ∂Aym,jm

∂m
′

∂Ãz1,j′1
· · · ∂Ãzm′ ,j

′
m′

log Ξλ(Ψ,A, Ã)

∣∣∣∣∣
Ψ=A=Ã=0

,

(2.55)
where Ξλ(Ψ,A, Ã) is the Grassmann generating functional

Ξλ(Ψ,A, Ã) = Cλ,Λ · eṼΛ(λ)

∫
DX eSt(X)+V (X;A,Ã)+(E,A)+(E,Ã)+(V,Ψ) , (2.56)

where

•
Cλ,Λ := C0,Λ ·

∏
{x,y}

cosh2

(
βλ

2
V ({x,y})

)
, (2.57)

with C0,Λ in (2.21);

• ṼΛ(λ) is an analytic function of λ, independent of lattice spacing a and satisfying
the bound |VΛ(λ)| ≤ C|λ|LM , for a suitable C > 0;

• St(X) is the unperturbed quadratic action in (2.22) and (E,A), (E, Ã), (V,Ψ)
are the source terms in (2.27),(2.37);

• V (X,A, Ã) is the interaction term, which is given by the following polynomial
expression

V (X,A, Ã) =
∑
p,q≥0
p+q≥1

∑
k,k′,j,j′

∫
dxdx′dydy′

·Wp,q(x; x′; y; y′)
n∏
i=1

Exi,ki

n′∏
i=1

Ex′i,k
′
i

m∏
i=1

Ayi,ji

m′∏
i=1

Ãy′i,j
′
i

(2.58)

where p = n+n′, q = m+m′, k = (k1, . . . , kn), k′ = (k′1, . . . , kn′), j = (j1, . . . , jm),
j′ = (j′1, . . . , j

′
m′), and x = (x1, . . . ,xn), y = (y1, . . . ,ym) ∈ Λ◦, x′ = (x′1, . . . ,x

′
n′)

and y′ = (y′1, . . . ,y
′
m′) ∈ ∂Λ. Note that in the expression (2.58) are involved

only the Grassmann variables in Ex,1 := H̄xHx+aê1 , Ex,2 := V̄xVx+aê2 and the
source variables Ax and Ãx: they are combined in polynomial whose coefficients
Wp,q(x; x′; y; y′) satisfy the following bound

|Wp,q(x; x′; y; y′)| ≤ Cp+q(β|λ|)max{1,c(p+q)}a−(n+m+2n′+2m′)e−κ δ(x,x
′,y,y′)/a

(2.59)
for suitable constants C, c, κ > 0; here δ(x,x′,y,y′) is the length of the short-
est tree graph composed of bonds on Λ which connects all the elements of the set
{x,x′,y,y′}.
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Note that the factor (β|λ|)max{1,c(p+q)} measures the smallness in λ of the coefficient
W , while the factor a−(n+m+2n′+2m′) will be associated with the scaling dimension;
moreover we will refer to a coefficient W as a kernel of the interaction. Since in the
interaction defined by the polynomial expression in (2.58) do not appear the edge spin
source variables, the edge spin source are not dressed by the interaction, unlike the energy
sources; moreover in the following proof we can simply adapt the proof of [37, Prop.1]:
allowing the presence of the spin sources doesn’t affect their result, so we obtain an
interaction independent of Ψ.

Proof of lemma.2.3. We start by considering the set BΛn = BΛ ∪ B̃ of bond variables of
Λn where BΛ is the set of n.n. bonds in Λ and B̃ := { b̃1, . . . , b̃n } denotes the set of the
additional bonds (the ones below the lower edge in Fig. 2.4). In BΛ we want to distinguish
in the bulk bonds and the edge bonds: BΛ = BΛ◦ ∪ B∂Λ, BΛ◦ := { bx,x+aêi

}i=1,2
x∈Λ◦ and

B∂Λ := { bx,x+aêi
}i=1,2

x∈∂Λ. For notational convenience, given any bulk bond b ∈ BΛ, εb,
Eb, Ab denote the corresponding bond operators, given any edge bond b′ ∈ B∂Λ, ε̃b′ ,
Eb′ , Ãb′ denote the corresponding operators, and given any additional bond b̃ ∈ B̃, σb̃
denotes the bond spin operator, i.e. is the product of the edge spins at the endpoint of
the additional bond b̃, and J̃b̃ its energy interaction.

Now we combine the unperturbed generating function in (2.29) with the one in (2.40),
so that we are considering all the source variables expressed in terms of bonds variables
and we introduce the perturbation as the λ−dependent term of (1.2): then we get

Ξλ(A, Ã, βJ̃) =
∑

σ∈ΩLM

e
∑
b∈BΛ◦

(βJb+a
−1Ab)aεb+

∑
b′∈∂BΛ

(βJb′+a
−2Ãb′ )a

2ε̃b′ ·

· e
∑
b̃∈B̃ J̃b̃σb̃ eβλ

∑
X⊂Λ V (X)

∏
x∈X σx ,

(2.60)

where in eβλ
∑
X⊂Λ V (X)

∏
x∈X σx the product is over sites in Λ since to get Λn we added

only new bonds and no new sites. The key to the first step in the proof is the remark
is that if b1, . . . , bm are m distinct bulk bonds, b′1, . . . , b

′
m′ are m′ distinct edge bonds

and b̃1, . . . , b̃n are n distinct additional bonds, then the Grassmann representation for
Ξ0(Ψ,A, Ã) induces the following correspondence:∑

σ∈ΩLM

e
∑
b∈B◦

Λ
(βJb+a

−1Ab)aεb+
∑
b∈B∂Λ

(βJb′+a
−2Ãb′ )a

2ε̃b′+
∑
b̃∈B̃ J̃b̃σb̃εb1 · · · εbm ε̃b′1 · · ·

· · · ε̃b′
m′
σb̃1 · · ·σb̃n =

∂m

∂Ab1 · · · ∂Abm
∂m
′

∂Ãb′1 · · · ∂Ãb′m′

∂n

∂βJ̃1 · · · ∂βJ̃n
Ξ0(A, Ã, βJ̃) =

=
(−2)LM

a(m+2m′)

[ ∏
b∈BΛ◦

cosh(βJb + a−1Ab)
][ ∏

b′∈B∂Λ

cosh(βJb′ + Ãb′)
][∏

b̃∈B̃

cosh(βJ̃b̃)
]
·

·
∫
DX

(
tb1(A) + (1− t2b1(A))Eb1

)
· · ·
(
tbm′ (Ã) + (1− t2bm′ (Ã))Ebm′

)
·

·
(
tb̃1 + (1− t2

b̃1
)Eb̃1

)
· · ·
(
tb̃n + (1− t2

b̃n
)Eb̃n

)
eSt(X;A,Ã;βJ̃) ,

(2.61)
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where tb(A) = tanh(βJb + a−1Ab), tb(Ã) = tanh(βJb + Ãb), Eb̃k := Vx2k−1
Vx2k

and

St(X; A, Ã, βJ̃) is obtained by combining (2.33) and (2.47). This correspondence is
invalid for repeated bond variables: note that [tb + (1 − t2b)Eb]2 = t2b + 2tb(1 − t2b)Eb,
while ε2

b = a−2, ε̃2
b = a−4 and σ2

b̃
= 1. This last observation can be used to remove

repeated bond operators from any expression; therefore, in order to derive a Grass-
mann representation for Ξλ(A, Ã, βJ̃), it is enough to express the interaction term
(i.e. the λ-dependent term) in (2.60) as sum of products of distinct bond operators.
Since we are interested in the representation on the lattice Λ and not on Λn, we con-
sider only bond operators on Λ, i.e. only εb and ε̃b. Next we can replace every bulk
bond operator εb by a−1(tb(A) + (1 − t2b(A))Eb) and every edge bond operator ε̃b′

by a−2(tb′(Ã) + (1 − t2b′(Ã))Eb′), in the sense explained above, and finally we can re-
exponentiate the big sum of products of Grassmann variables, so obtaining the desired
Grassmann representation of Ξλ(A, Ã, βJ̃).

This can be implemented as follows. Any even interaction of the form V (X)
∏

x∈X σx

can always be rewritten in terms of products of σxσy, with x,y ∈ X ⊂ Λ. The pair of
sites (x,y) can be connected via an “up” path CU (x,y) and a “down” path CD(x,y) on
Λ, as described in Fig. 2.7. Then σxσy can be rewritten in terms of a product of energy

x

y

CU (x′,y′)

CU (x′,y′)

x′

y′

Figure 2.7: An example. The blue paths correspond to CU , the purple paths corresponds to CD. The two
bulk points x and y are connected by two paths which will be both formed by 6 bulk bonds. The boundary
point x′ and the bulk point y′ are connected by a path CU (x′,y′) (blue) formed by 1 edge bond and 8 bulk
bonds, and by a path CD(x′,y′) (purple) formed by 7 edge bonds and 2 bulk bonds. Note that we can
always avoid involving the additional bonds.

density operators associated with the bonds along blue and red paths: we will consider
an operator εb for each bulk bond traveled by the path and an operator ε̃b for each edge
bond traveled by the path. Then we get σxσy = 1

2Ux,y + 1
2Dx,y, where

Ux,y =
[ ∏
b∈CU (x,y)∩BΛ◦

aεb
][ ∏
b∈CU (x,y)∩B∂Λ

a2ε̃b
]
,

and
Dx,y =

[ ∏
b∈CD(x,y)∩BΛ◦

aεb
][ ∏
b∈CD(x,y)∩B∂Λ

a2ε̃b
]
.
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Note that we choose paths in this way in order to be sure that we have an expression
which manifestly retains the rotation and reflection symmetries of the original interac-
tion. Since we are able to avoid the additional bonds we can consider βJ̃ = 0 and we
can proceed exactly as in [37], taking into account also the presence of the edge energies:
they must be treated like the bulk energy operator but entail a different scaling dimen-
sion. Combining the proof in [37], which allows to write Ξλ(A, Ã) as in (2.56) with
Ψ = 0, with the proof of lemma 2.2, which allows to write as a Grassmann functional
integral the Ψ 6= 0 contribution, we conclude the proof of 2.3.

Finally, we note that the polynomial representation of V (X,A, Ã) in (2.58), which
contains monomials not only quadratic but of arbitrary order in the Grassmann variables,
implies that if λ 6= 0 the expectation values will be averages with respect to a “non
Gaussian” Grassmann measure (see (2.23)). However in the following chapters we will
derive a procedure which allows to express these perturbed expectations in terms of the
unperturbed ones, up to proper renormalizations of the critical temperature and of the
Grassmann fields, which will include the entire effect of the perturbation.



Chapter 3

Massive and massless variables

In this chapter we want to rewrite the perturbed generating function Ξλ(Ψ,A, Ã) in
what will be the most convenient form for deriving the correlation functions. Moreover
we want to introduce the critical propagators in terms of which will be derived the
Grassmann correlations.

What we are really interested in discussing are the correlations on the upper half-
plane. So, from now on, we will consider only the theory obtained by systematically
replacing each finite volume quantity with corresponding formal thermodynamical limit.
A rigorous approach would require studying the estimates at finite L,M first and then
taking the infinite volume limit. However, here a less rigorous approach is preferred,
which guarantees a clearer and more readable presentation of the results. On the other
hand, the exchange of limits does not involve substantial modifications of the theory: the
reader can find in [4] all the technical details needed for a rigorous justification of this
choice. In particular, this simplification will allow us to obtain less elaborate expressions
for the critical propagators (in this chapter) and for the localization procedures (in the
next chapter).

In conclusion, we simplify the exposition by directly considering the discrete upper
half plane H1, which is the infinite volume limit of the cylindrical lattice with a = 1, and
by considering the interaction energies between nearest neighbour spins as independent
of the lattice positions J := { J1, J2 } and t = { t1, t2 }, with ti = tanhβJi, i = 1, 2.

As a first step we will perform a change of Grassmann variables, obtaining the per-
turbed generating function in terms of the so-called massive and massless variables.
To choose which new variables to use we go back to the Grassmann representation of
Ξ0(0,0,0), which is the unperturbed partition function in (2.20), with the quadratic
action in the upper half plane that can be expressed as St(X) := 1

2

∑
x,y∈Ha X

T
x AxyXy

where XT
x := (H̄T

x , H
T
x , V̄

T
x , V

T
x ) and A is an infinite antisymmetric matrix. We can

33
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evaluate the unperturbed partition function as the Pfaffian of this matrix, namely∫
DXe

1
2

∑
x,y∈Ha X

T
x AxyXy = PfA , (3.1)

and the averages of m Grassmann monomials X̃x1 , . . . , X̃xm with respect to the Grass-
mann Gaussian measure can be computed in terms of the fermionic Wick rule:

〈X̃x1 · · · X̃xm〉
0

β =
1

PfA

∫
DX X̃x1 · · · X̃xm e

1
2

∑
x,y∈Ha X

T
x AxyXy = PfG , (3.2)

where G is m×m matrix (if m is even) with entries given by

Gjk = 〈XxjXxk〉
0
β

= −[A−1]xj ,xk . (3.3)

Then, we choose as new Grassmann variables the ones in terms of which A is diagonal;
moreover the entries in Eq. (3.3) will associated to the massless and massive propagators,
which are also diagonal. In the rest of the chapter we proceed as follows:

• in Sec. 3.1, we derive the change of the Grassmann variables; to invert the an-
tisymmetric matrix A associated to the quadratic action St(X), we exploit the
translation invariance in the horizontal direction to get a ‘block diagonalization’
procedure, which naturally leads to a separation in massive and massless degrees
of freedom;

• in Sec. 3.2 we derive the explicit expression for the propagators by using the ana-
logue of Eq. (3.3), the main properties, the limit in the continuous upper plane,
as well the multiscale and the bulk-edge decomposition; moreover we derive the
correspondent bounds and, as we will see, the massive propagators will exhibit
an exponential decay with the distance, while the massless propagators have a
singularity for a critical value of the temperatures, which will be changed by the
perturbation;

• in Sec. 3.3 we finally derive the expression Ξλ(Ψ,A, Ã) in terms of the massless
and the massive variables: we will perform some suitable rearrangement in order
to obtain the best expression to derive with respect the source fields to get the
correlations.

With this new structure of the Grassmann representation of Ξλ(Ψ,A, Ã) we will be able,
in the next chapter 4, to introduce the iterative procedures needed to obtain convergent
expansion of correlations.

The results we will talk about in this chapter, such as diagonalization and explicit
form of quadratic action and decompositions and the bounds of propagators, were already
introduced in [4] for the model on the cylindrical lattice. Keeping in mind that in the
next chapters we will be interested in correlations for the observables at the lower edge
of the half-plane, we will briefly review how to derive these results for the model on the
upper half plane: compared to the finite volume expressions we will deal with simplified
expressions that are on the one hand more readable and on the other less rigorous (but
we will always provide references to [4] to follow the technical details we are neglecting).
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3.1 Diagonalization of the free action

We start by recalling that, on H1, the quadratic action (2.22) can be rewritten as
St(X) := 1

2

∑
x,y∈H1

XT
x AxyXy where XT

x := (H̄T
x , H

T
x , V̄

T
x , V

T
x ) and Axy := Axy(J)

is the antisymmetric infinite matrix given by

Axy =


0 ZH −1 −1
−ZTH 0 1 −1
1 −1 0 ZV
1 1 −ZTV 0


xy

, (3.4)

where 1 = 11 ⊗ 12, ZH = Z1 ⊗ 12, ZV = 11 ⊗Z2, and, for j = 1, 2 the matrices 1j and
Zj have entries given by

(1j)x(j)y(j) =

{
1 if y(j) = x(j) ,

0 otherwise ,
(Zj)x(j)y(j) =


1 if y(j) = x(j) ,

tj if y(j) = x(j) + 1 ,

0 otherwise ,

(3.5)

where t1 := tanhβJ1 and t2 := tanhβJ2. We perform the Fourier transform in the
horizontal direction, which is translation invariant: we let k := k1 and for each x(2) we
define

Ĥx(2)(k) =
1√
2

+∞∑
x(1)=−∞

eikx
(1)
H(x(1),x(2)) ,

V̂x(2)(k) =
1√
2

+∞∑
x(1)=−∞

eikx
(1)
V(x(1),x(2)) ,

ˆ̄Hx(2)(k) =
1√
2

+∞∑
x(1)=−∞

eikx
(1)
H̄(x(1),x(2)) ,

ˆ̄Vx(2)(k) =
1√
2

+∞∑
x(1)=−∞

eikx
(1)
V̄(x(1),x(2)) .

(3.6)

Let X̂ = { (Ĥx(2)(k), Ĥx(2)(k), Ĥx(2)(k), Ĥx(2)(k)) : x(2) ∈ [1,∞) , k ∈ [−π, π] }, the quadratic
action can be rewritten as

St(X̂) =
1

2

∞∑
x(2),y(2)=1

∫ π

−π
dkX̂T

x(2)(−k) Âx(2)y(2)(k) X̂y(2)(k) , (3.7)

where X̂T
x(2)(k) := ( ˆ̄HT

x(2)(k), ĤT
x(2)(k), ˆ̄V T

x(2)(k), V̂ T
x(2)(k)) and

Âx(2)y(2)(k) =


0 z1 · 12 −12 −12

−z̄1 · 12 0 12 −12

12 −12 0 Z2

12 12 −ZT2 0


x(2)y(2)

, (3.8)
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where z1 := z1(k) = (1 + t1e
−ik) and z̄1 denotes the complex conjugate. If we consider

the blocks

Am =

(
0 z1 · 12

−z̄1 · 12 0

)
, An =

(
0 Z2

−ZT2 0

)
, B =

(
−12 −12

12 −12

)
, (3.9)

we can perform a Schur reduction (A1 is invertible), so we obtain

Âx(2)y(2)(k) = L†(k)M(k)L(k) , (3.10)

where

L(k) :=

(
12 A−1

m B

0 12

)
, L†(k) = LT (−k) , M(k) :=

(
Am 0
0 Ac

)
, (3.11)

with

A−1
m B =

(
−z̄−1

1 12 z̄−1
1 12

−z−1
1 12 −z−1

1 12

)
, Ac := An +BTA−1

m B =

(
α112 Z̃2

−Z̃T2 −α112

)
, (3.12)

where the matrix Z̃2 has the entries given by

(
Z̃2

)
x(2)y(2)

=


β1 if x(2) = y(2) ,

t2 if y(2) = x(2) + 1 ,

0 otherwise ,

(3.13)

and

α1 := α1(k) =
−2it1 sin k

|1 + t1eik|2
, β1 := β1(k) =

t21 − 1

|1 + t1eik|2
. (3.14)

By substituting the Schur reduction in Eq. (3.10) in the action in (3.7), if we let
Φ̂y(2)(k) := L(k)X̂y(2)(k) be the new Grassmann variables given by

ξ̂+,y(2)(k) = ˆ̄Hy(2)(k)− z̄−1
1

(
ˆ̄Vy(2)(k)− V̂y(2)(k)

)
,

ξ̂−,y(2)(k) = Ĥy(2)(k)− z−1
1

(
ˆ̄Vy(2)(k) + V̂y(2)(k)

)
,

ϕ̂+,y(2)(k) = ˆ̄Vy(2)(k) ,

ϕ̂−,y(2)(k) = V̂y(2)(k) ,

(3.15)

we get

St(X̂) =
1

2

∞∑
x(2),y(2)=1

∫ π

−π
dk Φ̂T

x(2)(−k)M(k)Φ̂y(2)(k) =: S(Φ̂) , (3.16)
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where Φ̂ := { (ξ̂+,y(2)(k), ξ̂−,y(2)(k), ϕ̂+,y(2)(k), ϕ̂−,y(2)(k)) : y(2) ∈ [1,∞) , k ∈ [−π, π] } and
M(k) is defined in (3.11). We define

ξ+,x :=
1

2π

∫ π

−π
dke−ikx

(1)
ξ̂+,x(2)(k) ,

ξ−,x :=
1

2π

∫ π

−π
dke−ikx

(1)
ξ̂−,x(2)(k) ,

ϕ+,x :=
1

2π

∫ π

−π
dke−ikx

(1)
ϕ̂+,x(2)(k) ,

ϕ−,x :=
1

2π

∫ π

−π
dke−ikx

(1)
ϕ̂−,x(2)(k) ,

(3.17)

so in the real space we get the original Grassmann variables in terms of the new ones as

H̄x = ξ+,x +
∑

y(1)∈aZ

s+(x(1) − y(1)) ∗
(
ϕ+,(y(1),x(2)) − ϕ−,(y(1),x(2))

)
,

Hx = ξ−,x +
∑

y(1)∈aZ

s−(x(1) − y(1)) ∗
(
ϕ+,(y(1),x(2)) + ϕ−,(y(1),x(2))

)
,

V̄x = ϕ+,x ,

Vx = ϕ−,x ,

(3.18)

where

s±(x(1) − y(1)) =

∫ π

−π

dk

2π

e−ik(x(1)−y(1))

1 + t1e±ik
. (3.19)

By a Paley-Wiener argument s±(x(1)− y(1)) decays exponentially in the |x(1)− y(1)| dis-
tance, with a rate arbitrarily close to log−1 t1. Note that the fields H̄ and H undergo a
transformation which is local only in the x(2) direction, while the V̄ and V fields undergo
a local transformation in both directions.

Now we can separate the massive and massless degrees of freedom of the theory,
meaning that we can rewrite the quadratic action in (3.16) as

S(Φ̂) :=
1

2

∞∑
x(2),y(2)=1

∫ π

−π
dkξ̂x(2)(−k)Amξ̂y(2)(k) +

1

2

∞∑
x(2),y(2)=1

∫ π

−π
dkϕ̂x(2)(−k)Acϕ̂y(2)(k) ,

(3.20)
which is a sum of two terms, one describing massive fields ξ+ and ξ− and the other de-
scribing massless fields ϕ+ and ϕ−. We introduce the following definitions of Grassmann
Gaussian “measures”

P (dξ) :=
1

Nξ

[ ∏
x(2)∈H1

∏
k∈Z

∏
ω=±

dξω,x(2)(k)
]
e

1
2

∑∞
x(2),y(2)=1

∫ π
−π dkξ̂x(2) (−k)Amξ̂y(2) (k)

,

P (dϕ) :=
1

Nϕ

[ ∏
x(2)∈H1

∏
k∈Z

∏
ω=±

dϕω,x(2)(k)
]
e

1
2

∑∞
x(2),y(2)=1

∫ π
−π dkϕ̂x(2) (−k)Acϕ̂y(2) (k)

,

(3.21)



38 CHAPTER 3. MASSIVE AND MASSLESS VARIABLES

where Nξ, Nϕ are two normalization constants fixed in such a way that
∫
P (dξ) =∫

P (dϕ) = 1. Then, we can express the unperturbed expectation of m monomials
of massive and massless Grassmann variables F1(ξ, ϕ) · · ·Fm(ξ, ϕ) as

〈F1(ξ, ϕ) · · ·Fm(ξ, ϕ)〉0β , :=
∫
P (dξ)P (dϕ)F1(ξ, ϕ) · · ·Fm(ξ, ϕ) , (3.22)

where 〈·〉0β is an average with respect the Gaussian Grassmann measures P (dξ) and
P (dϕ): it is simply the rewriting of the unperturbed expectation in (2.23), where we
dropped the subscript Λ meaning that we are considering the infinite limit (the upper
half-plane) and we replaced the subscript t(β) by β.

3.2 Critical propagators

In this section we derive the main results on the massive and massless critical prop-
agator, which will be used to explicitly evaluate the correlation functions in terms of
the Grassmann fields, such as the right sides of (2.53), (2.54). Moreover we derive the
decompositions and the bounds which will be the main ingredients of the multiscale
analysis discussed in chapter 4.
We proceed as follows:

• in sub. 3.2.1 we derive the explicit expression of the massive and massless propa-
gators on the discrete upper half-plane;

• in sub. 3.2.2 we derive the correspondent expression on the continuous upper half-
plane: this allows us to verify an important cancellation at x(2) = 0, that will play
an important role in the following chapters;

• in sub. 3.2.3 we introduce the multiscale decomposition of the massless propagators;

• in sub. 3.2.4 we introduce the bulk edge decomposition of the propagators, which
arises from the natural requirement that the propagators be translational invariant
away from the boundary;

• in sub. 3.2.5 we state the decay bounds for the propagators.

3.2.1 The massive and massless propagators

We define the massive and massless propagators as

ĝωω
′

ξ := ĝωω
′

ξ (k1;x(2), y(2)) = 〈ξω,x(2)(−k1)ξω′,y(2)(k1)〉0
β
,

ĝωω
′

ϕ := ĝωω
′

ϕ (k1;x(2), y(2)) = 〈ϕω,x(2)(−k1)ϕω′,y(2)(k1)〉0
β
,

(3.23)

with ω, ω′ ∈ {±} and with the unperturbed expectations 〈·〉0β defined as in (3.22). Note
that, from now on, we write k1 where we previously wrote k (see after (3.5)).
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By exploiting the properties of Grassmann variables in (3.2)-(3.3) with the structure of
the quadratic action in (3.20), the massive and the massless propagators in (3.23) can
be explicitly evaluated in terms of elements of A−1

m and A−1
c respectively. Moreover, the

propagators will be the covariances of the Gaussian Grassmann measures in (3.21).

By inverting the antisymmetric matrix Am in (3.9), we get the massive propagators:

A−1
m =

(
ĝ++
ξ ĝ+−

ξ

ĝ−+
ξ ĝ−−ξ

)
=

(
0 −(1 + t1e

−ik1)−1 · 12

(1 + t1e
ik1)−1 · 12 0

)
. (3.24)

In the real space we get

gω,−ωξ (x,y) = (−ω)s−ω(x(1) − y(1))δx(2),y(2) , (3.25)

where s−ω(x(1) − y(1)) was defined in (3.19): the exponential decay in the distance
|x(1) − y(1)| justifies the name massive.

Similarly, by inverting the matrix Ac, we get the massless propagators. However,
first we need to diagonalize Ac, by using a transformation which can be thought of as a
Fourier sine transformation with modified frequencies in the vertical direction. Starting
from the definition of the matrix Ac in (3.12), we consider the following eigenvalue
problem (

α112 Z̃2

−Z̃T2 −α112

)(
u
v

)
= λ

(
12 0
0 12

)(
u
v

)
, (3.26)

which leads to {
(λ− α1)−1Z̃2v = 12u

(Z̃T2 Z̃2 − α2
112)v = −λ212v .

(3.27)

We start by solving
C̃(k1)v = −λ2v , (3.28)

where C̃(k1) := (Z̃T2 Z̃2 − α2
112) is a tridiagonal matrix whose entries are given by

(
C̃(k1)

)
x(2)y(2)

=


d̃− t22 if y(2) = x(2) = 1 ,

d̃ if y(2) = x(2) ≥ 2 ,

b̃ if y(2) = x(2) ± 1 ,

0 otherwise ,

(3.29)

with

d̃ := d̃(k1) = β2
1(k1) + t22 − α2

1(k1), b̃ := b̃(k1) = t2β1(k1) =
t2(t21 − 1)

|1 + t1eik1 |2
, (3.30)

α1(k1) and β1(k1) were defined in (3.14) and t2 = tanhβJ2. Then (3.28) leads to the
following equations

(d̃− t22)v(1) + b̃v(2) = −λ2v(1)

b̃v(x(2) − 1) + d̃v(x(2)) + b̃v(x(2) + 1) = −λ2v(x(2)) , x(2) ≥ 2 ,
(3.31)
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which recall a discrete Laplacian with peculiar open boundary conditions: it suggests
the following ansatz for the eigenvectors

v(x(2)) = c sin (k2x
(2) + θk2) , (3.32)

where c is a constant. The (3.32) is solution of (3.28) if θk2 = − arctan sin k2
β1
t2

+cos k2

and if

the eigenvalues are λ± = ±i
√
ε(k1, k2), with

ε(k1, k2) := 2t2β1(k1) cos k2 + β2
1(k1) + t22 + α2

1(k1) . (3.33)

By plugging (3.32) in the first equation of (3.27) we get

u±(x(2)) = ±ic(
√
ε(k1, k2)∓ α1(k1))−1

√
ε(k1, k2)− α2

1(k1) sin (x(2)k2) . (3.34)

Then, we let

E :=
√
ε(k1, k2) · 12 , U :=

(
ū+ v+

ū− v−

)
, (3.35)

where ε(k1, k2) is defined in (3.33) and

u± :=
1

N±

(
u±(x(2) = 1)

...

)
, v± :=

1

N±

(
v(x(2) = 1)

...

)
, (3.36)

with normalization constants given by

N± := c

√
2
√
ε(k1, k2)√

ε(k1, k2)∓ α1(k1)
. (3.37)

Then we can rewrite Ac as

Ac = U†
(
iE 0
0 −iE

)
U , (3.38)

and we can finally evaluate its inverse, obtaining

A−1
c =

(
ĝ++
ϕ (k1, k2) ĝ+−

ϕ (k1, k2)

ĝ−+
ϕ (k1, k2) ĝ−−ϕ (k1, k2)

)
= (i

√
ε(k1, k2))−1

(
u+ū+ − u−ū− u+v+ − u−v−
v+ū+ − v−ū− v+v+ − v−v−

)
.

(3.39)
After lengthy but elementary calculations (reported in Appendix B), we get the explicit
expression of the massless propagators in the real space for the critical case, i.e. with t1
and t2 such that t2 = 1−t1

1+t1
:(

g++
ϕ (x,y) g+−

ϕ (x,y)

g−+
ϕ (x,y) g−−ϕ (x,y)

)
=

1

2

∫
[−π,π]2

dk1dk2 e
−ikδ(x,y)

(
ĝ1(−k1, k2) −ĝ2(k1, k2)
ĝ2(k1,−k2) ĝ1(k1, k2)

)
+

− 1

2

∫
[−π,π]2

dk1dk2 e
−ikδE(x,y)

(
ĝ1(−k1, k2) −ĝ2(k1,−k2)

ĝ2(k1,−k2) ĝ1(k1, k2)e−2iθk2

)
,

(3.40)
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where δ(x,y) := |x(1) − y(1)|+ |x(2) − y(2)|, δE(x,y) := |x(1) − y(1)|+ |x(2) + y(2)|,

ĝ1(±k1, k2) :=
±it1 sin k1

d(k1, k2)
, ĝ2(k1,±k2) := −(t21 − 1) + t2|1 + t1e

ik1 |2e∓ik2

d(k1, k2)
, (3.41)

d(k1, k2) := 2(1− t2)2(1− cos k1) + 2(1− t1)2(1− cos k2) , (3.42)

and

e−2iθk2 = p(k1, k2) =
(t21 − 1) + t2(1 + t21 + 2t1 cos k1)eik2

(t21 − 1) + t2(1 + t21 + 2t1 cos k1)e−ik2
. (3.43)

We notice two important things:

1. the massless propagators in (3.40) are singular at t1 = tc(0) =
√

2− 1, t2 = 1−tc(0)
1+tc(0)

if (k1, k2) = (0, 0), but the location of the singularity changes in the presence of
the interaction moving to tc(λ) = tanh (βc(λ)J) as derived below;

2. the propagators are expressed as the sum of two terms: the term in the first line of
(3.40) is translation invariant in both directions, while the term in the second line is
not invariant in the vertical direction: this will imply the bulk-edge decomposition
of the massless propagators discussed below (see Subsec. 3.2.4).

If we let ĝωω(k1, k2) := ĝ1(−ωk1, k2), ĝω−ω(k1, k2) := −ωĝ2(k1, ωk2) (with the definitions
in (3.41)), it is easy to verify the following identities:

ĝ++(k1, k2) = ĝ++(k1,−k2) = −ĝ++(−k1, k2) = ĝ−−(−k1, k2) ,

ĝ+−(k1, k2) = ĝ+−(−k1, k2) = −ĝ−+(k1,−k2) .
(3.44)

Furthermore, we introduce

sin (2k2 + θk2) =

(
2 cos (k2)− t2

|1 + t1e
ik1 |2

1− t21

)
sin (k2 + θk2) , (3.45)

which is an alternative form for the quantization of k2 with respect to the one after
(3.32): it is equivalent to the following identity involving the off-diagonal propagators

ĝ+−(k1, k2) = −e2iθk2 ĝ−+(k1, k2) . (3.46)

The relationships in (3.44)-(3.46) are the analogue of the ones in [4, Rmk.2.1], and are
closely related to the symmetries of the original Ising model.

We can extend the definition of the massless propagator in (3.40) to all x,y ∈ R2:
in particular we have an important cancellation at the sites with x(2) = y(2) = 0:

g++
ϕ (x,y)|x(2)=0 = g++

ϕ (x,y)|y(2)=0 = g+−
ϕ (x,y)|x(2)=0 = g−+

ϕ (x,y)|y(2)=0 = 0 , (3.47)

for all x,y. This mean that any contraction of a massless ϕ+,x field at a site with x(2) = 0
vanishes identically, irrespective of which other field it is contracted with. Note that, the
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site with x(2) = 0 is “immediately below” the lower edge of the discrete upper half-plane
H1 (or Ha). The property in (3.47) is a consequence of the symmetry properties in
(3.44), (3.45) and (3.46). Notice, however, that these reflection symmetries do not imply
that the propagator in the half-plane can be written via the image method as a linear
combination of infinite-plane propagators. Such a property would significantly simplify
the proof of the bounds on the edge propagator discussed in Subsec. 3.2.5. It would also
open the way to computing the scaling limit of the model in more general domains (e.g.,
rectangles with open boundary conditions). It remains to be seen whether there exists
a different definition of massless field whose propagator satisfies an exact image rule at
finite volume.

3.2.2 Asymptotic behaviour

The definitions in (3.40) hold for x,y ∈ H1: if we consider a generic lattice spacing
a instead of 1, by properly rescaling the positions we can take the following scaling
of the propagators. Since the massive propagators are vanishing in the scaling limit,
lima→0

1
ag

ωω′
ξ (x/a,y/a) = 0, we let

gωω
′

sl (x,y) := lim
a→0

1

a
gωω

′
ϕ

(x

a
,
y

a

)
,

which describes the behaviour of the propagators on the continuous upper half plane H
and can be expressed as(

g++
sl (x,y) g+−

sl (x,y)
g−+
sl (x,y) g−−sl (x,y)

)
= C2πi

(<(x−y)
|x−y|2 −

<(x−y)
|x−ȳ|2

=(x−y)
|x−y|2 + =(x−ȳ)

|x−ȳ|2
=(x−y)
|x−y|2 −

=(x−ȳ)
|x−ȳ|2 −<(x−y)

|x−y|2 −
<(x−y)
|x−ȳ|2

)
. (3.48)

See Appendix C for a proof of (3.48). By letting gωω
′

ϕ,Z2
a
(x
a −

y
a ) be the whole plan version

of gωω
′

ϕ,H2
a
(x
a ,

y
a ), defined by(

g++
ϕ,Z2

a
(x
a −

y
a ) g+−

ϕ,Z2
a
(x
a −

y
a )

g−+
ϕ,Z2

a
(x
a −

y
a ) g−−

ϕ,Z2
a
(x
a −

y
a )

)
=

∫
[−π,π]2

dke−ik(x
a
−y
a

)

(
ĝ1(−k1, k2) −ĝ2(k1,−k2)
ĝ2(k1, k2) ĝ1(k1, k2)

)
,

(3.49)
we let gωω

′

R2 (x− y) := gωω
′

R2 (x,y) be the whole plane version of gωω
′

sl (x,y): it is given by

gωω
′

R2 (x− y) = lim
a→0

1

a
gωω

′

ϕ,Z2
a
(
x

a
− y

a
) .

By the definitions in (3.41) is easy to verify that the following relations hold:

g++
sl (x,y) = g++

R2 (x− y)− g++
R2 (x− ȳ) ,

g+−
sl (x,y) = g+−

R2 (x− y)− g+−
R2 (x̄− y) ,

g−+
sl (x,y) = g−+

R2 (x− y)− g−+
R2 (x− ȳ) ,

g−−sl (x,y) = g−−R2 (x− y) + g++
R2 (x− ȳ) ,

(3.50)
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so that we can easily verify the important cancellation at the lower edge of the continuum
half plane:

g++
sl (x,y)|x(2)=0 = g++

sl (x,y)|y(2)=0 = g+−
sl (x,y)|x(2)=0 = g−+

sl (x,y)|y(2)=0 = 0 , (3.51)

for all x,y ∈ H. We state the following result for the decay of the critical propagator in
the scaling limit (see [4, Prop.2.9] for the proof).

Lemma 3.1. Let δ(x − y) := |x(1) − y(1)| + |x(2) − y(2)|, if aδ−1(x,y) is sufficiently
small,

gωω
′

ϕ (x,y) = gωω
′

sl (x,y) +Ra(x,y) , (3.52)

and
||Ra(x,y)|| ≤ Caδ−2(x,y) . (3.53)

3.2.3 Multiscale decomposition

Let fα(k1, k2) := e−αd(k1,k2) · d(k1, k2), with d(k1, k2) in (3.42) and note that∫ ∞
0

fα(k1, k2)dα = 1 ,

independently of k1, k2. Note also that, for large α, fα(k1, k2) is peaked in a region where
d(k1, k2) is of the order α−1, and so k1, k2 are of order α−1/2. We obtain the following
multiscale decomposition for the massless propagators in (3.40):

gωω
′

ϕ (x,y) = g
(≤h)
ωω′ (x,y) +

0∑
h′=h+1

g
(h′)
ωω′ (x,y) , (3.54)

where

g
(≤h)
ωω′ (x,y) :=

∫ ∞
4−h−1

dα gωω
′

α (x,y) , (3.55)

g
(h′)
ωω′ (x,y) :=

∫ 4−h
′

4−h′−1

dα gωω
′

α (x,y) for h′ < 0 , (3.56)

g
(0)
ωω′(x,y) :=

∫ 1

0
dα gωω

′
α (x,y) , (3.57)

and(
g++
α (x,y) g+−

α (x,y)
g−+
α (x,y) g−−α (x,y)

)
=

1

2

∫
[−π,π]2

dk e−ikδ(x,y)fα(k)

(
ĝ1(−k1, k2) −ĝ2(k1, k2)
ĝ2(k1,−k2) ĝ1(k1, k2)

)
+

− 1

2

∫
[−π,π]2

dk e−ikδE(x,y)fα(k)

(
ĝ1(−k1, k2) −ĝ2(k1,−k2)

ĝ2(k1,−k2) ĝ1(k1, k2)e−2iθk2

)
,

(3.58)
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with the same definitions listed after (3.40). We will discuss below that such single
scale massless propagators exhibits an exponential decay in an appropriate distance.

Moreover, we let gωω
′

ξ (x,y) := g
(1)
ωω′(x,y), which is defined in (3.25), where we already

described that exhibits an exponential decay in the distance |x(1) − y(1)|.

In analogy with the multiscale decomposition of the massless propagators in (3.54),
we can introduce a multiscale decomposition of the massless field,

ϕ = ϕ(≤0) :=
∑
h≤0

ϕ(h) , (3.59)

such that each single scale propagator is given by g
(h)
ωω′ := 〈ϕ(h)

ω,xϕ
(h)
ω,y〉.

3.2.4 Bulk-edge decomposition

We decompose the cutoff propagator gωω
′

α (x,y) into a ‘bulk’ part gωω
′

α,B(x,y) which is
minimally sensitive to the presence of the lower boundary of the half-plane, plus a
remainder, gωω

′
α,E(x,y) which we call the ‘edge’ part. The bulk part is simply chosen to

be the restriction of gωω
′

ϕ,Z2
a
, defined in (3.49), to the upper half plane Ha; the edge part

is, by definition, the difference between the full cutoff propagator and its bulk part

gωω
′

α,E(x,y) := gωω
′

α (x,y)− gωω′α,B(x,y) . (3.60)

If we replace the cutoff propagator gωω
′

α (x,y) respectively with gωω
′

α,B(x,y) and gωω
′

α,E(x,y)

in (3.56), we obtain the bulk and edge single scale propagators: g
(h′)
ωω′;B and g

(h′)
ωω′;E ; as a

consequence, for any h∗ ≤ h < 0, we let

gωω
′

ϕ (x,y) = g
(≤h)
ωω′ (x,y) +

0∑
h′=h+1

(
g

(h′)
ωω′;B + g

(h′)
ωω′;E

)
. (3.61)

Analogous definitions can be adapted for the massive propagators, by letting g
(1)
ωω′;B(x,y)

be the massive bulk propagator and g
(1)
ωω′;E(x,y) := g

(1)
ωω′(x,y) − g

(1)
ωω′;B(x,y) be the

massive edge propagator. See [4, Eqs.(2.2.10)-(2.2.14)] for the details about the finite
volume analog.

3.2.5 Decay bounds and Gram decomposition

We introduce a compact notation to denote all the possible discrete derivatives acting
on a propagator: we let

d := (dx,dy) , dx := (d(1)
x , d(2)

x ) , dy := (d(1)
y , d(2)

y ) , (3.62)

d
(i)
x , d

(i)
y ∈ Z+ with i = 1, 2, ∂d := ∂d

(1)
x

x(1)∂
d

(2)
x

x(2)∂
d

(1)
y

y(1)∂
d

(2)
y

y(2) . We define also d := |d| :=

d
(1)
x + d

(2)
x + d

(1)
y + d

(2)
y and d! :=

∏2
i=1 d

(i)
x
∏2
i=1 d

(i)
y . Moreover we let

||∂dg(h)(x,y)|| := max
ωω′
|∂dg

(h)
ωω′(x,y)| , (3.63)
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be the norm for a propagator in (3.40), and analogous definitions hold for the norm of
the single scale bulk and edge propagators. In analogy with [4, Prop.2.3], we state the
following results:

Proposition 3.1 (Single scale decay bounds). There exists constants c, C such that, for
any integer h ≤ 1, any d defined in (3.62) and any x,y ∈ H1,

||∂dg(h)(x,y)|| ≤ C1+dd!2(1+d)he−c2
hδ(x,y) (3.64)

where δ(x,y) := |x(1) − y(1)|+ |x(2) − y(2)|. Moreover

||∂dg
(h)
E || ≤ C

1+dd!2(1+d)he−c2
hδE(x,y) (3.65)

where δE(x−y) := |x(1)− y(1)|+ |x(2) + y(2)|. Finally, since g
(h)
ωω′;B := g

(h)
ωω′ − g

(h)
ωω′;E also

the single scale propagator g
(h)
B satisfies

||∂dg
(h)
B || ≤ C

1+dd!2(1+d)he−c2
hδ(x,y) . (3.66)

Proposition 3.2 (Gram decompostition). There exists a Hilbert space with inner prod-

uct (·, ·) including elements γ
(h)
ω,x,dx

, γ̃
(h)
ω,x,dx

γ
(≤h)
ω,x,dx

, γ̃
(≤h)
ω,x,dx

with dx and dy defined in
(3.62), such that whenever h ≤ 1

∂dg
(h)
ωω′(x,y) ≡ (γ̃

(h)
ω,x,dx

, γ
(h)
ω′,y,dy

) , ∂dg
(≤h)
ωω′ (x,y) ≡ (γ̃

(≤h)
ω,x,dx

, γ
(≤h)
ω′,y,dy

) , (3.67)

and

|γ(h)
ω,x,dxx

|2, |γ̃(h)
ω,x,dx

|2, |γ(≤h)
ω,x,dx

|2, |γ(≤h)
ω,x,dx

|2 ≤ C1+|dx|dx!2(1+2|dx|)h (3.68)

where | · | is the norm generated by the inner product (·, ·). Moreover, combining (3.67)
and (3.68), we get

||∂dg(≤h)(x,y)|| ≤ C1+dd!2(1+d)h (3.69)

Note that we can extend the definitions in (3.54)-(3.58) to obtain the multiscale de-

composition of the propagator gωω
′

α,Z2
a

in (3.49): g
(h)
ωω′,Z2

a
(x − y) and g

(≤h)
ωω′,Z2

a
(x − y) will

satisfy the bounds in Prop. 3.1-Prop. 3.2.

Since d(k1, k2) is exactly the denominator of the massless propagator in (3.40), it
is easily seen that the functions integrated in (3.58) is an entire function of t1. All of
the bounds in Prop. 3.1-Prop. 3.2 are obtained by writing the relevant quantities as
absolutely convergent integrals or sums in k1, k2, and α; since these bounds are locally
uniform in t1 as long as it is bounded away from 0 and 1, we also see that all of the
propagators are analytic functions of t1 with all other arguments held fixed.



46 CHAPTER 3. MASSIVE AND MASSLESS VARIABLES

3.3 Effective potential of the generating function

In this section we rewrite the generating function resulting from the Grassmann repre-
sentation derived in Lemma 2.3 with the new Grassmann variables ξ and ϕ and we will
perform some necessary rearrangement to introduce the so called effective potential.

Before replacing the original Grassmann variables in (2.56) with the massive and
massless variables in (3.18), we rewrite Ξλ(Ψ,A, Ã) in a different expression suitable for
obtaining the correlation functions.

Back to the quadratic action St(X) in (2.22), with ti := tx,i for all x ∈ H1 and
i = 1, 2: it can be rewritten as St(X) := t1S1(X) + t2S2(X) + S0(X) , where

S1(X) :=
∑
x∈H1

Ex,1 , S2(X) :=
∑
x∈H1

Ex,2 ,

S0(X) :=
∑
x∈H1

{
−H̄xV̄x −HxVx + H̄xHx + V̄xVx + VxH̄x +HxV̄x

}
.

(3.70)

Then, we introduce Z, which will later play the role of massless wave function renormal-
ization, and we let Stc(X) := ZtcS1(X)+Z 1−tc

1+tc
S2(X)+ZS0(X) be the critical quadratic

action and St,tc(X) := St(X) − Stc(X) be the difference quadratic action. Note that
Stc(X) is depending on the critical temperature t1 = tc, t2 = 1−tc

1+tc
and on Z, obtained

by rescaling each Grassmann field by
√
Z (each monomial in (3.70) is quadratic). For

any Z 6= 0, if we rescale by
√
Z also all the other Grassmann fields in (2.56), we get

Ξλ(Ψ,A, Ã) = C

∫
DX eStc (X)+St,tc (X)+V (Z−1/2X;A,Ã)+Z−1(E,A)+Z−1(E,Ã)+Z−1/2(V,Ψ) ,

(3.71)
where C is a generic constant in the Grassmann fields which contain all the contri-
butions independent of the source variables, so that do not affect the derivation of
correlations. Now we perform the change of Grassmann variables: we move from the
old Grassmann variables X = { (H̄x, Hx, V̄x, Vx) }x∈H1

to the new Grassmann variables
Φ = { (ξ+,x, ξ−,x, ϕ+,x, ϕ−,x }x∈H1

by using transformations in (3.18) evaluated at t1 = tc
(see (3.19) for the dependence on t1), then

DX eStc (X) ∝ Pc(dξ)Pc(dϕ) , (3.72)

where Pc(dξ) and Pc(dϕ) are the measures defined in (3.21): Pc(dξ) is the Gaussian
Grassmann integration with covariance gξ defined in (3.25) with t1 replaced by tc and
Pc(dϕ) is the one with covariance gϕ in (3.40) with t1 and t2 replaced by tc and 1−tc

1+tc
respectively. Now, the perturbed generating function in (3.71) can be rewritten as

Ξλ(Ψ,A, Ã) = C

∫
Pc(dΦ) eSt,tc (Φ)+V (Φ)+Bε(Φ;A,Ã)+Bσ(ϕ;Ψ) , (3.73)

where
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•

St,tc(Φ) := S(t, tc; Φ) = (
1

Z
−1)S0(Φ)+(

t1
Z
−tc)S1(Φ)+

( t2
Z
−1− tc

1 + tc

)
S2(Φ) , (3.74)

is the rewriting of the difference quadratic action St,tc(X) in terms of the massive
and massless variables;

• if we express the V (Z−1/2X,A, Ã) in (2.58) in terms of the massive and massless
variables we obtain V (Φ)+Vε(Φ; A, Ã), where V (Φ) is a polynomial in the massive
and massless fields only and Vε(Φ; A, Ã) is a polynomial involving the fields Ax

and Ãx (possibly combined with the massive and massless fields): their kernels
will satisfy the same decay estimates as in (2.59) with m = m′ = 0 and m+m′ ≥ 1
respectively;

• if we express the Z−1/2(X,A) and (X, Ã) in the new variables we obtain (Φ,A)
and (Φ, Ã), then we can define

Bε(Φ; A, Ã) := (Φ,A) + (Φ, Ã) + Vε(Φ; A, Ã) ; (3.75)

• Bσ(ϕ; Ψ) is the rewriting of Z−1/2(V,Ψ) defined in (2.37) in terms of the massless
variables: by the last line of (3.18) we obtain

Bσ(ϕ; Ψ) :=
∑

x∈∂H
Ψxϕ−,x . (3.76)

Then, the quadratic action in (3.74) can be rearranged as

St,tc(Φ) = ν1Sν(Φ) + ζ1Sζ(Φ) + η1Sη(Φ) =: Sv1
(Φ) , (3.77)

where, given the following matrix of coefficients

a :=

(
a0,0 a0,1

a1,0 a1,1

)
=

(
t2c−2tc−1
(1+tc)2

2t2c
(1+tc)3

2
(1+tc)2

1−tc
(1+tc)3

)
, (3.78)

we let

ν1 := a0,0

( 1

Z
− 1
)

+ a1,0

( t1
Z
− tc

)
+
( t2
Z
− 1− tc

1 + tc

)
,

ζ1 := a0,1

( 1

Z
− 1
)

+ a1,1

( t1
Z
− tc

)
,

η1 :=
( t2
Z
− 1− tc

1 + tc

)
,

(3.79)

and
S̃ν(Φ) :=

a1,1

det a
S̃0(Φ)− a0,1

det a
S̃1(Φ) ,

S̃ζ(Φ) := − a1,0

det a
S̃0(Φ) +

a0,0

det a
S̃1(Φ) ,

S̃η(Φ) := S̃2(Φ)− S̃ν(Φ) .

(3.80)
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Finally we let v1 := { ν1, ζ1, η1 } and Sv1
(Φ) := S[v1](Φ) (so we obtain the expression in

(3.77)) and we write the perturbed generating function as

Ξλ(Ψ,A, Ã) = C

∫
Pc(dΦ) eV(Φ;A,Ã,Ψ) , (3.81)

where V(Φ; A, Ã,Ψ) := Sv1
(Φ)+V (Φ)+Bε(Φ; A, Ã)+Bσ(ϕ; Ψ) is the so called effective

potential. A naive expansion in the perturbation parameter λ leads to a not convergent
expansion for the effective potential, as a consequence of the divergent massless at the
critical point in (3.40). Then we have to introduce a multiscale analysis which leads to
a convergent expansion, as described in the next chapter.



Chapter 4

Multiscale analysis and tree
expansions

In this chapter we illustrate the iterative procedure needed to obtain a convergent ex-
pansion for the effective potential of the perturbed generating function. In particular,
we introduce a multiscale analysis which allows us to identify each contribution of the
effective potential, so that we can isolate the ones that may be source of divergences, and
we derive its expression in terms of a convergent tree expansion. The convergence will
be proved in the next chapter 5, here we introduce the necessary algebraic properties
and representation, by proceeding as follows:

• in Sec. 4.1 we illustrate the multiscale integration of the perturbed generating func-
tion: we introduce the notation suitable to identify on each scale the contributions
of the effective potential which may diverge and we derive a recursive relation
between the effective potentials on two subsequent scales;

• in Sec. 4.2 we introduce the localization procedures, which isolate the apparent
divergent terms to bound, in order to get a convergent expansion for the effective
potential: the presence or absence of spin source fields in a contribution to the
effective potential, requires defining different localizations, so that we will introduce
the source, the bulk and the edge localizations, as well as the the corresponding
norms;

• in Sec. 4.3 we explain how to rewrite the resulting effective potential with a struc-
ture similar to the starting one, with new effective action, new effective interaction
and new effective source terms and how to represent it as convergent tree expan-
sion.

4.1 Multiscale analysis

Here we want to perform the integration of the Grassmann fields in the perturbed gen-
erating function (3.81).

49
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By performing the massless field decomposition in (3.59), ϕω,x =
∑

h≤0 ϕ
(h)
ω,x, and by

considering the massive fields as fields on the first scale, ξω,x = ϕ
(1)
ω,x, we will use the

properties of the Grassmann variables to proceed with a step by step integration. In
particular we will use the following Grassmann integral properties:

• the addition principle, so that given any two integrations P (dψ1) and P (dψ2), with
covariance gψ1 and gψ2 , respectively, then, for any function V which can be written
as a sum over monomials of Grassmann variables, i.e. V = V (ψ), with ψ = ψ1 +ψ2,
one has ∫

P (dψ)V (ψ) =

∫
P (dψ1)

∫
P (dψ2)V (ψ1 + ψ2) ; (4.1)

• the invariance of exponentials, so that integrating an exponential expression one
still gets an exponential expression, whose argument is expressed by the sum of
truncated expectations, namely∫

P (dψ1)eV (ψ1+ψ2) = eV
′(ψ2) , V ′(ψ2) :=

∑
n≥0

1

n!
〈V (·+ ψ2); · · · ;V (·+ ψ2)〉︸ ︷︷ ︸

n times

.

(4.2)

For a detailed review of the Grassmann properties see the references mentioned in Sub-
sec.2.1.3.

As a first step, in Subsec. 4.1.1, we illustrate how to perform the massive integration,
then, in Subsec. 4.1.2, we illustrate how to perform, on each scale, the massless integra-
tions. In Subsec. 4.1.3 we express the resulting effective potential as a sum of truncated
expectations: it will be a polynomial expression with coefficients that we will call ‘ker-
nels’ of the effective potential and in Subsec. 4.1.4 we illustrate how to recursively derive
the kernels.

4.1.1 The massive integration

To highlight the dependence on the massive fields, we associate a superscript label (1)
to each ξ−dependent function in the generating partition function (3.81), namely

Ξλ(A, Ã,Ψ) = C

∫
Pc(dϕ) eBσ(ϕ;Ψ)

∫
Pc(dξ) e

S
(1)
v (ξ,ϕ)+V (1)(ξ,ϕ)+B

(1)
e (ξ,ϕ;A,Ã) . (4.3)

We define the effective potential on scale 1,

V(1)(ξ, ϕ; A, Ã) := S(1)
v (ξ, ϕ) + V (1)(ξ, ϕ) +B(1)

e (ξ, ϕ; A, Ã) , (4.4)

where each term in the r.h.s. consists of the sum of the monomials involving the ξ
fields (also combined with the massless fields and/or the source fields). We can refer

to S
(1)
v (ξ, ϕ) as effective quadratic action, to V (1)(ξ, ϕ) as effective interaction and to

B
(1)
e (ξ, ϕ; A, Ã) as effective energy source term on scale 1. By using the Grassmann
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property in (4.2), which allows us to rewrite the integral of an exponential expression as
an exponential expression, we can integrate out the massive fields and get

C

∫
Pc(dξ) e

V(1)(ξ,ϕ;A,Ã) = eV̄
(0)(ϕ;A,Ã) . (4.5)

where V̄(0)(ϕ; A, Ã) will be an expression only dependent on the massless and source
fields that can be decompose into the following sum

V̄(0)(ϕ; A, Ã) := Ṽ(0)(ϕ; A, Ã) + Ẽ0 + F0(A, Ã) , (4.6)

where

• Ṽ(0)(ϕ; A, Ã) consists of the sum of the monomials involving at least one ϕ field ;

• Ẽ0 collects the contributions that are constant both in the Grassmann and source
fields;

• F0(A, Ã) collects the contributions that depend on the source fields and are inde-
pendent of the Grassmann fields.

The above contributions are normalized in such a way that F0(0,0) = Ṽ(0)(0; 0,0) = 0.
Then we can define the effective potential on scale 0 as V(0)(ϕ; A, Ã) := Ṽ(0)(ϕ; A, Ã) +
Bσ(ϕ; Ψ), so it is the sum of all monomials with at least one field ϕ. In fact, Bσ(ϕ; Ψ),
which is the spin source term defined in (3.76), does not depend on the massive field
but is sum of monomials which are linear in ϕ: we have to introduce it in the effective
potential on scale 0. Next, we can rewrite (4.3) as

Ξλ(Ψ,A, Ã) = eE0+F0(A,Ã)

∫
P (dϕ)eV

(0)(ϕ;A,Ã,Ψ) , (4.7)

where E0 := Ẽ0− logC. Moreover, V̄(0)(ϕ; A, Ã) can be expressed by the following sum
of truncated expectations:

V̄(0)(ϕ; A, Ã)− logC =
∑
s≥1

1

s!
〈V(1)(ξ, ϕ; A, Ã); · · · ;V(1)(ξ, ϕ; A, Ã)︸ ︷︷ ︸

s times

〉ξ ,
(4.8)

where we used (4.2) for V̄(0)(ϕ; A, Ã)− logC = log
∫
Pc(dξ)e

V(1)(ξ,ϕ;A,Ã). In (4.8) each

truncated expectation 〈·; ·〉ξ is with respect the Gaussian Grassmann integration Pc(dξ)
(see (3.72)) and each V(1)(ξ, ϕ; A, Ã) is a sum of different monomials (as mentioned after
(4.4)). So far, we have referred to the Grassmann fields just with the ξ and ϕ symbols:
we recall that each Grassmann field has a position x and a ω index, i.e. ξ = ξω,x and
ϕ = ϕω,x. To properly identify the Grassmann fields that are integrated on scale (1) in
the truncated expectation, and to distinguish between them and the external fields (i.e.
the fields that are not integrated on that scale), we introduce some additional notations.
Let
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• M
(1)
0 be the set of the tuples

f ≡ (ω,x) := ((ω1,x1), (ω2,x2), . . .) ,

which are tuples of pairs of Grassmann field variables, ωi ∈ {±,±i} and xi ∈ H,
i = 1, . . . , |f | , where the tuple length is |f | ∈ 2N;

• ME be the set of the tuples

e ≡ (y, j) := ((y1, j1), (y2, j2), . . .) ,

which are tuples of pairs of energy source field variables, yk ∈ H, jk ∈ { 1, 2 },
k = 1, . . . , |e| , where the tuple length is |e| ∈ N0.

Each effective potential V(1) in (4.8) can then be expanded as

V(1)(ξ, ϕ; A, Ã) =
∑

f∈M(1)
0

∑
e∈ME

W (1)(f, e)ϕ(f)F (e) ,
(4.9)

where W (1)(f, e) are the kernels of the effective potential on scale 1 and ϕ(f)F (e) are
the monomials in the Grassmann and source fields, which are defined as follows:

• ϕ(f) is the products of |f | Grassmann fields, namely

ϕ(f) ≡ ϕ(ω,x) :=

|f |∏
k=1

ϕωk,xk , (4.10)

with

ϕωk,xk :=

{
ξ±,xk if ωk = ±i ,
ϕ±,xk if ωk = ± .

(4.11)

Note that the total number of Grassmann fields |f | is given by the sum |f | =

n(1)(f)+n(f), where n(1)(f) := | { f : ωk ∈ ±i, k = 1, . . . , | f | } | , which is the num-
ber of the massive fields in the tuple f and n(f) := | { f : ωk ∈ ±, k = 1, . . . , | f | } | ,
which is the number of the massless fields in the tuple.

• F (e) is the products of |e| source fields, namely

F (e) ≡ F (y, j) =

|e|∏
i=1

Fyi,ji , (4.12)

with

Fyi,ji =

{
Ayi,ji if yi ∈ H◦ ,
Ãyi,ji if yi ∈ ∂H .

(4.13)

Note that, if e = ∅, we have F (∅) = 1.
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Moreover, the kernels of the effective potential on scale 1 can be decomposed as

W (1)(f, e) = W
(1)
λ=0(f, e) +W

(1)
λ 6=0(f, e) , (4.14)

where

• W
(1)
λ=0(f, e) are the ‘free’, i.e. non interacting, kernels, which are non-zero only if
|f | = 2 and |e| = 1, in which case∑
ω1,ω2∈{±i,±}

∑
j1∈{ 1,2 }

∑
x1,x2,y1∈H

W
(1)
λ=0((ω1, ω2,x1,x2), (y1, j1))ϕω1,x1ϕω2,x2Fy1,j1

is the rewriting in terms of the massive and massless variables of (E,A) + (E, Ã),
which are the energy source terms defined in (2.27);

• W
(1)
λ 6=0(f, e) are the interacting kernels, which satisfy the analogue bound of (2.59),

namely

sup
ω∈{±,±i }n

sup
x1∈H

∑
x2,...,xn∈H

∑
j∈{ 1,2 }N

∑
y1,...,yN∈H

ecδ(x,y)|W (1)
λ 6=0(f ; e)| ≤ Cn+N |λ|max 1,κ(n+N) ,

(4.15)
where n := |f | and N := |e|.

4.1.2 The massless integration

To perform the massless integration, we can use the multiscale decomposition of the
massless fields in (3.59), that is ϕ = ϕ(≤0) :=

∑
h≤0 ϕ

(h), so we can rewrite (4.7) as

Ξλ(Ψ,A, Ã) = eE0+F0(A,Ã)

∫
Pc(dϕ

(≤0)) eV
(0)(ϕ(≤0);A,Ã,Ψ) . (4.16)

Next, noticing that ϕ(≤0) = ϕ(0) + ϕ(≤−1), with ϕ(≤−1) :=
∑

h≤−1 ϕ
(h), and by recalling

the addition principle for the Grassmann integral (4.1), we get∫
Pc(dϕ

(≤0)) eV
(0)(ϕ(≤0);A,Ã,Ψ) =

∫
Pc(dϕ

(≤−1))

∫
Pc(dϕ

(0)) eV
(0)(ϕ(0)+ϕ(≤−1);A,Ã,Ψ) .

(4.17)
By proceeding as for the massive integration (4.5), we can perform the integration of
ϕ(0), which is the first single scale massless field, as∫

Pc(dϕ
(0)) eV

(0)(ϕ(0)+ϕ(≤−1);A,Ã,Ψ) = eV̄
(−1)(ϕ(≤−1);A,Ã,Ψ) . (4.18)

Then, V̄(−1)(ϕ(≤−1); A, Ã,Ψ), which is a sum of monomials of any degree, including the
constant terms, can be decomposed as we did in (4.6), so we get

V̄(−1)(ϕ(≤−1); Ψ,A, Ã) = V(−1)(ϕ(≤−1); A, Ã,Ψ) + Ē−1 + F̄−1(Ψ,A, Ã) , (4.19)
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where V(−1)(ϕ; A, Ã,Ψ) consists of the sum of monomials involving at least one field
ϕ(−1), Ē−1 collects the constant contributions and F̄−1(Ψ,A, Ã) collects the contribu-
tions depending only on the source variables. As in (4.6), the contributions in the r.h.s.
of (4.19) are normalized in such a way that F̄−1(0,0,0) = V(−1)(0; 0,0,0) = 0. Then,
we can rewrite the perturbed generating function in (4.16) as

Ξλ(Ψ,A, Ã) = eE−1+F−1(Ψ,A,Ã)

∫
Pc(dϕ

(≤−1))eV
(−1)(ϕ;A,Ã,Ψ) , (4.20)

and E−1 := E0 + Ē−1, F−1(Ψ,A, Ã) := F0(A, Ã) + F̄−1(Ψ,A, Ã), are the effective
constant terms on scale−1. Note that V(−1)(ϕ; A, Ã,Ψ) is the effective potential on scale
−1, which is defined as the sum of all monomials involving at least one ϕ(−1): after that
on scale 0 we included ‘by hand’ the spin source term, now we are automatically taking
into account all the monomials involving the spin source fields. Iterating the procedure,
for any scale label h ≤ −2, we have the massless field decomposition ϕ(≤h+1) = ϕ(h+1) +
ϕ(≤h), so we can integrate out the fields on scale h+ 1, obtaining∫

Pc(dϕ
(h+1)) eV

(h+1)(ϕ(h+1)+ϕ(≤h);A,Ã,Ψ) = eV̄
(h)(ϕ(≤h);A,Ã,Ψ) , (4.21)

and we can decompose V̄(h)(ϕ(≤h); Ψ,A, Ã) as

V̄(h)(ϕ(≤h); Ψ,A, Ã) := V(h)(ϕ(≤h); Ψ,A, Ã) + Ēh + F̄h(Ψ,A, Ã) , (4.22)

where the contributions are defined as after (4.19) (of course by replacing −1 with h).
Then, on each scale we can rewrite the perturbed generating function with the same
structure of the one on previous scale, namely

Ξλ(Ψ,A, Ã) = eEh+Fh(Ψ,A,Ã)

∫
P (dϕ(≤h))eV

(h)(ϕ(≤h);Ψ,A,Ã) , (4.23)

where, by replacing −1 with h the definitions are the same of the ones listed after (4.20).
When we reach the last scale, h = h∗, we get

Ξλ(A, Ã,Ψ) = eEh∗+Fh∗ (Ψ,A,Ã)

∫
P (dϕ(≤h∗))eV

(h∗)(ϕ(≤h∗);Ψ,A,Ã) , (4.24)

where P (dϕ(≤h∗)) is the Gaussian Grassmann measure with propagator g(≤h∗), defined
in (3.55), evaluated at the critical point.

4.1.3 Kernels expansion and recursive definitions

As we have seen in (4.8) for the scale 0, for any scale h ≤ −1 we can derive an expansion
of the effective potential on scale h as the following sum of truncated expectations:

V̄(h)(ϕ(≤h); Ψ,A, Ã) = log

∫
Pc(dϕ

(h+1))eV
(h+1)(ϕ(h+1)+ϕ(≤h);A,Ã,Ψ) =

=
∑
s≥1

1

s!
〈V(h+1)(ϕ(h+1) + ϕ(≤h); Ψ,A, Ã); · · · ;V(h+1)(ϕ(h+1) + ϕ(≤h); Ψ,A, Ã)︸ ︷︷ ︸

s times

〉ϕ
(h+1)

.

(4.25)
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In (4.25) each truncated expectation 〈·; ·〉ϕ
(h+1)

is with respect the Gaussian Grassmann
integration Pc(dϕ

(h+1)) with propagator g(h+1). To properly identify the massless fields
that are integrated on scale (h + 1) in the truncated expectations, each of the effective
potential V(h+1) in a truncated expectation in (4.25) can be expanded as we did in (4.9),
namely

V(h+1)(ϕ; Ψ,A, Ã) =
∑
f∈M0

∑
e∈MS

W (h+1)(f ; e)ϕ(f)F (e) , (4.26)

where the definitions are the same as listed after (4.9) with the following differences:

• M0 ⊂M (1)
0 is the subset of M

(1)
0 where the ωi indices are restricted to those of the

massless fields, i.e. ωk ∈ {±}, k = 1, . . . , |f |, (because we already integrated out
the massive fields);

• MS ⊃ME is the superset of ME where the ji indices are extended to also include
the spin sources: if yi ∈ ∂H, ji ∈ { 0, 1, 2 }, so that

Fyi,ji =


Ayi,ji if yi ∈ H◦, ji = 1, 2 ,

Ãyi,ji if yi ∈ ∂H, ji = 1, 2 ,

Ψyi if yi ∈ ∂H, ji = 0 .

(4.27)

If we let nσ(e) := | { e : jk = 0, k = 1, . . . , | e| } | be the number of spin sources, in ad-
dition to the conditions |e| ∈ N0 and |f | ∈ 2N now we have also nσ(e) + n(f) ∈ 2N
(see after (4.11)). Moreover we let NE(e) := | { e : jk = 1, 2, k = 1, . . . , | e| } | denote the
number of energy sources, so that |e| = NE(e) + nσ(e).

Recursive relations between the single scale kernels of the effective potential

By deriving the expression of the effective potential on scale h in terms of the effective
potentials on the previous scale as in (4.25) and by expanding each effective potential as
in (4.26), we get the following recursive definition for the kernels of the effective potential
on scale h ≤ −1:

W (h)(f ; e) =
∞∑
s=1

1

s!

∗∑
f

1
,...,f

s
∈M0

∗∑
e1,...,es∈MS

 s∏
j=1

W (h+1)(f
j
, ej)

 ·
· α(f ; f

1
, . . . , f

s
) · 〈ϕ(f c

1
); . . . ;ϕ(f c

s
)〉ϕ

(h+1)

,

(4.28)

where the field variables f
j
, j = 1, . . . , s, are associated with the fields on scale h+1, the

field variables f are associated with the fields on scale h, and we let f c
i

:= f
i
\ f be the

variables associated with the fields that are contracted on scale h+ 1. The superscripts
∗ in (4.28) denote that the sums are performed with the constraint that ∪si=1f

u
i
⊃

fu, where fu
i

is the unordered set underlying the tuple f
i

andfu is the unordered set
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underlying the set f , and the analogous constraint for the source field variables. Finally
α(f ; f

1
, . . . , f

s
) is the sign of the permutation from f

1
⊕ · · · ⊕ f

s
to f ⊕ f c

1
⊕ · · · ⊕ f c

s
.

Of course, also for h = 0 holds a recursive expression similar to the one in (4.28),
namely

W (0)(f) =
∑
s≥1

1

s!

∑
f

1
,...,f

s
∈M(1)

0

∗∑
e1,...,es∈MS

 s∏
j=1

W (1)(f
j
, ej)

 ·
· α(f ; f

1
, . . . , f

s
) · 〈ϕ(f c

1
); . . . ;ϕ(f c

s
)〉ξ ,

(4.29)

where the only difference with respect to (4.28) is that the sums are over the Grassmann

field variables in the set M
(1)
0 , including the massive fields, and over the source field

variables in the set ME ⊂MS , which is without the spin source fields (see the definitions
above (4.9)). For h ≤ −1, also Fh(Ψ,A, Ã) admits an expansion similar to the one in
(4.26), namely

Fh(Ψ,A, Ã) =
∑
e∈MS

W (h)(e)F (e) , (4.30)

where the kernels (which depends only on the source field variables) admits a recursive
representation similar to the one in (4.28), namely

W (h)(e) =
∞∑
s=1

1

s!

∗∑
e1,...,es∈MS

 s∏
j=1

W (h+1)(ej)

 , (4.31)

where we use the same notation introduced after (4.28). Note that if h = 0, in the r.h.s.
we have to perform the sum only over the source field variables in ME ⊂MS .

4.1.4 The Pfaffian formula

We illustrate how to evaluate the truncated expectation of the Grassmann monomials
ϕ(f c

1
), . . . , ϕ(f c

s
) in the r.h.s. of (4.28) (resp. (4.29)) with respect to the Gaussian Grass-

mann integration with propagator g(h+1) (resp. gξ). In terms of the following Pfaffian
formula, originally due to Battle, Brydges and Federbush [14, 15], later improved and
simplified [5, 16] and rederived in several review papers [34, 36], see e.g. [40, Lemma 3]:
if f c

i
6= ∅, for all i = 1, . . . , s, we can write the explicit expression of the truncated

expectations as

〈ϕ(f c
1
); . . . ;ϕ(f c

s
)〉ϕ

(h+1)

=
∑

T∈S(fc
1
,...,fc

s
)

G(h+1)
T (f c

1
, . . . , f c

s
) , (4.32)

with

G(h+1)
T (f c

1
, . . . , f c

s
) = αT (f c

1
, . . . , f c

s
)

(∏
`∈T

g
(h+1)
`

)∫
PT (dU) PfG

(h+1)
T,fc

1
,...,fc

s

(U) , (4.33)

where:
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• S(f c
1
, . . . , f c

s
) is the set of ‘spanning trees’ on f c

1
, . . . , f c

s
: we can construct T , a

spanning tree on f c
1
, . . . , f c

s
, as a tree graph formed by s vertices connected by s−1

lines ` := ((ω,x), (ω′,x′)), with (ω,x) ∈ f c
i
, (ω′,x′) ∈ f c

j
and i < j;

• αT (f c
1
, . . . , f c

s
) is the sign of the permutation from f c

1
⊕ · · · ⊕ f c

s
to T ⊕ f c

1
\ T ⊕

· · · ⊕ f c
1
\ T ;

• if ` ∈ T , g
(h+1)
` := g

(h+1)
ωω′ (x,x′) which can be either the single scale massless

propagator in (3.56) if h ≤ −1 or the massive propagator in (3.25) if h = 0

(g
(1)
` := gξωω′(x,x

′));

• U := {ui,i′ ∈ [0, 1], 1 ≤ i, i′ ≤ s} and PT (dU) is a probability measure with support
on a set of U such that ui,i′ = ui · ui′ for some family of vectors ui ∈ Rs of unit
norm;

• if 2q =
∑s

i=1 |f ci | is the number of contracted fields and 2(s− 1) is the number of

fields that belong to the lines of T , then G
(h+1)
T,fc

1
,...,fc

s

(U) is an antisymmetric (2q −
2(s−1))×(2q−2(s−1)) matrix, whose elements are given by the propagators formed

by the contracted fields that do not belong to the lines of T : (G
(h+1)
T,fc

1
,...,fc

s

)i,i′ = ui,i′ ·

g
(h+1)
ω,ω′ (x,x′), with i, i′ ∈ {1, . . . , s} such that (ω,x) ∈ f c

i
\ T and (ω′,x′) ∈ f c

i′
\ T ;

Note that, if s = 1, then T = ∅ and 〈ϕ(f c
1
)〉ϕ

(h+1)

= PfG
(h+1)
∅,fc

1

, where
(
G

(h+1)
∅,fc

1

)
i,i′

=

g
(h+1)
ω,ω′ (x,x′), with (ω,x), (ω′,x′) ∈ f c

1
.

4.2 Localization and interpolation

In this section, we illustrate the procedure to follow to identify among all the contri-
butions of V(h) those that may diverge and to keep track of them during the iterative
construction. In particular, two operators are introduced, L andR, such that I = L+R,
which act on each W (h) dividing it into a local part, LW (h), and a remainder RW (h).
This division of the effective kernel W (h) will correspond to a division of the effective
potential V(h) into LV(h) and RV(h).

The goal will be to describe LV(h) using as few couplings as possible, and to rewrite
RV(h) with an appropriate interpolation: to do this, we will have to group some Grass-
mann fields in discrete derivatives

∂jϕω,y := ϕω,y+êj − ϕω,y , (4.34)

with j = 1, 2. Consequently, we will be interested in putting labels on each effective
kernel that specify how and when the fields were derived. Let’s take an example to
explain what we mean. Consider a simple contribution to the effective potential: the
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one associated with the monomial ϕω,yϕω′,z and its kernel W ((ω,y), (ω′, z)), where y =
(y(1), y(2)) and z = (z(1), y(2)), namely∑

ω,ω′∈{±}

∑
y(1),z(1),y(2)∈H

W ((ω, (y(1), y(2))), (ω′, (z(1), y(2))))ϕω,(y(1),y(2))ϕω′,(z(1),y(2)) .

(4.35)
Since the two fields have the same vertical coordinate, from now on we will only write
the dependence on their horizontal coordinates y(1) and z(1). If we add and subtract
ϕω,y(1)ϕω′,y(1) , we can rewrite (4.35) as∑

ω,ω′∈{±}

∑
y(1),z(1)∈H

W ((ω, y(1)), (ω′, z(1)))ϕω,y(1)ϕω′,y(1)+

+
∑

ω,,ω′∈{±}

∑
y(1),z(1)∈H

W ((ω, y(1)), (ω′, z(1)))ϕω,y(1)(ϕω′,z(1) − ϕω′,y(1)) ,
(4.36)

where the term in the first line is the local contribution and the term in the last line is
the remainder. Now let’s focus on the latter term: if we interpolate between the position
z(1) and the position y(1), we can rewrite the difference (ϕω′,z(1) −ϕω′,y(1)) as the sum of
the differences between adjacent fields, namely∑
ω,ω′∈{±}

∑
y(1),z(1)∈H

W ((ω, y(1)), (ω′, z(1)))ϕω,y(1)(ϕω′,z(1)−ϕω′,z(1)−1+· · ·+ϕω′,y(1)+1−ϕω′,y(1)),

(4.37)
which, by using (4.34), can be rewritten as

∑
ω,ω′∈{±}

∑
y(1),z(1)∈H

W ((ω, y(1)), (ω′, z(1)))ϕω,y(1)

K−1∑
k=0

∂1ϕω′,t(1)
k

, (4.38)

where K := |y(1) − z(1)| ∈ Z, t
(1)
0 := y(1) and t

(1)
k := z(1).

This is a particularly simplified example but we will see that this same interpola-
tion mechanism will appear later in more general contribution to the effective potential.
However, comparing (4.35) with (4.38) shows why effective kernels must also be labeled
with derivative indices. This discussion is rigorously justified in [4, Sec.4.1], where is
provided a complete description of the kernel equivalence classes. Here, in order not
to complicate the presentation, we prefer to simply rely on the conceptual motivation
provided by the example above and introduce the following useful notation.

The derivative kernel indices

If h = 1, we rewrite the expansion of the effective potential in (4.9) as

V(1)(ξ, ϕ; Ψ,A, Ã) =
∑

f∈M(1)

∑
e∈ME

W (1)(f ; e)ϕ(f)F (e) , (4.39)
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where ME is defined after (4.9) and M (1) is the set of the tuples

f ≡ (ω,y,d) := ((ω1,y1,d1), (ω2,y2,d2), . . .) ,

where for each k = 1, . . . , |f |, |f | ∈ 2N, we have ωk ∈ {±,±i}, yk ∈ H, dk := (d
(1)
k , d

(2)
k ),

d
(j)
k ∈ { 0, 1, 2 } for j = 1, 2. With respect to M

(1)
0 defined after (4.9), we are now

including the derivatives acting on the Grassmann fields (M
(1)
0 ⊂M (1)), so that ϕ(f) is

now defined as the product of derivative Grassmann fields

ϕ(f) ≡ ϕ(ω,y,d) :=

|f |∏
k=1

∂dkϕωk,yk , (4.40)

with ∂dk := ∂
d

(1)
k

1 ∂
d

(2)
k

2 and ϕωk,xi defined in (4.11). To evaluate the discrete derivative
we use the definition in (4.34) and, for j = 1, 2, the following notation holds: ∂0

jϕωk,xi =

ϕωi,xi , ∂
1
jϕωk,yk = ∂jϕωk,yk , ∂2

jϕωk,yk = ∂jϕωk,yk+êj − ∂jϕωk,yk . Analogously, for any
h ≤ −1, we can rewrite (4.26) as

V(h+1)(ϕ; Ψ,A, Ã) =
∑
f∈M

∑
e∈MS

W (h+1)(f ; e)ϕ(f)F (e) , (4.41)

where MS is defined after (4.26) and the M is the set that, with respect to the set M0

defined after (4.26), includes the derivatives of the massless Grassmann fields (M0 ⊂M):
the definitions are the same as the ones after (4.39), with the only difference that now
ωk ∈ {±} for all k = 1, . . . , |f |.

By recalling the definitions after (4.11), on scale 1 we can identify each kernel of the
effective potential in the r.h.s. of (4.39) by defining

W
(1)

(n+n(1),D+D(1)),NE
(f ; e) := W (1)(f ; e)

∣∣∣∗
n(f)=n;n(1)(f)=n(1);|e|=NE

, (4.42)

where ∗ denotes the constraint that
∑n

k=1 |dk| = D and
∑n(1)

k=1 |dk| = D(1), D,D(1) ∈ N
which are the global order of the derivatives acting (respectively) on the massless and
on the massive fields. Analogously, if h ≤ −1, we can identify each kernel of the effective
potential in the r.h.s. of (4.41) by defining

W
(h+1)
(n,D),NE+nσ

(f ; e) := W (h+1)(f ; e)
∣∣∣∗
n(f)=n;mε(e)=mε;nσ(e)=nσ

, (4.43)

where ∗ denotes the constraint that
∑n

i=1 ||di||1 = D, D ∈ N, which is the total order
of the derivatives acting on the massless fields.
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The scaling dimension

With the notations introduced so far for the kernels of the effective potential we are able
to introduce the localization and renormalization operators, L and R, which act on the
kernels in (4.42) and (4.43). More precisely when h = 1, we get

W
(1)

(n+n(1),D+D(1)),NE
= LW (1)

(n+n(1),D+D(1)),NE
+RW (1)

(n+n(1),D+D(1)),NE
, (4.44)

where the kernel W
(1)

(n+n(1),D+D(1)),NE
is defined in (4.42); when h ≤ 0, we get

W
(h)
(n,D),NE+nσ

= LW (h)
(n,D),NE+nσ

+RW (h)
(n,D),NE+nσ

, (4.45)

where the kernel W
(h)
(n,D),N is defined in (4.43). Note that in (4.44) and in (4.45), as we

will do in the following, we use = to denote an equivalence among the kernels.

At this point, it is useful to introduce the scaling dimension:

dS := 2− n

2
−D − nσ

2
−NE , (4.46)

where we recall that n is the number of the massless fields, D global number of derivatives
acting on them, nσ is the number of the edge spin sources and NE is the number of the
energy sources (see after (4.42) and (4.43)). The scaling dimension in (4.46) can be used
to identify the ‘nature’ of each contribution of the effective potential according to the
indices (n,D), NE + nσ of its kernels. We can distinguish between relevant , marginal
and irrelevant contributions, corresponding to kernels with indices (n,D), NE +nσ such
that dS is, respectively, positive, vanishing or negative. During the multiscale procedure,
the relevant and marginal contributions tend ‘to expand’ under iterations: these terms
will be selected and traced by the action of the L operator. The irrelevant terms, which
are not the source of any divergence, will be bounded on each scale of the iteration by
the action of R (in next section 4.2.3 we derive several estimates related to R). As in
(4.46) does not appear the indices n(1) and D(1) (the number of the massive fields and
the global derivatives acting on them), we will consider the contributions of the kernels
with n(1) > 0 and D(1) ≥ 0 as irrelevant terms of the effective potential on scale 1.
The values of the kernel indices (n,D), NE + nσ such that dS ≥ 0, are the following:

• if there are no source fields, NE = nσ = 0,

((n,D), 0) ∈ { ((2, 0), 0); ((2, 1), 0); ((4, 0), 0) } ; (4.47)

• if there are only edge spin source fields, NE = 0,

((n,D), nσ) ∈ { ((1, 0), 1); ((1, 1), 1); ((3, 0), 1); ((2, 0), 2) } ; (4.48)

• if there are only energy source fields, nσ = 0,

((n,D), NE) = ((2, 0), 1) , (4.49)

where NE = 1 can be associated either to one bulk energy source field or to one
edge energy source field.
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If the kernel indices (n,D), NE +nσ are different from those in (4.47)-(4.49), the scaling
dimension in (4.46) is negative and we let

LW (h)
(n,D),NE+nσ

:= 0 , W
(h)
(n,D),NE+nσ

= RW (h)
(n,D),NE+nσ

, (4.50)

so that the local part of the irrelevant terms vanishes. If h = 1 (so that nσ = 0) and

n(1) = 0 (so that also D(1) = 0), we let W
(1)
(n,D),NE

:= W
(1)
(n+0,D+0),NE+0, so that (4.50)

holds for any h ≤ 1. If h = 1 and n(1) > 0 (and D(1) ≥ 0) we let

LW (1)

(n+n(1),D+D(1)),NE
:= 0 , W

(1)

(n+n(1),D+D(1)),NE
= RW (1)

(n+n(1),D+D(1)),NE
, (4.51)

so that the kernels with any positive number of massive fields behave as irrelevant terms.

In order to derive the two-point edge spin correlations, we are especially interested in
defining the action of L and R on the kernels with nσ > 0 and NE = 0. Then, from now
on, we will present only results for the effective potential with the spin source (Ψ 6= 0) but
not the energy sources (A = Ã = 0), so that we can focus on the kernels depending only
on spin source index nσ ≥ 0, NE = 0. In fact, even if Ψ 6= 0, in the effective potential
there will be both kernels with nσ = 0 and nσ > 0. Then, as a first step it is convenient
to illustrate the action of L and R on the kernels without any source fields (nσ = 0
and NE = 0), which we will see in Subsec. 4.2.1. Then, in Subsec. 4.2.2 we will derive
the action of the operators on the kernels with only spin source fields, i.e. with nσ > 0
and NE = 0. The definitions of the operators acting on kernels with nσ = NE = 0,
as well of the ones acting on kernels with only bulk energies (NE = 1 associated with
a bulk source), were already derived in [37, Subsec.3.3] and in [4, Subsec.4.1.1] for the
infinite lattice, and in [4, Subsec.4.2.1] for the cylindrical lattice. The definitions for
the operators acting on kernels with only edge energies (NE = 1 associated with an
edge source) have not yet been derived: they are not studied here, but the procedures
introduced so far should be extended in the perspective of a generalization of our result
for the edge spin sources. Moreover, in Subsec. 4.2.3 we will introduce the norms adapted
to each type of kernels.

4.2.1 Localization for the sourceless kernels

If nσ = 0, the bulk-edge decomposition of the propagators in 3.2.4 induces the bulk-edge
decomposition of the kernels, namely

W
(h)
(n,D),0 = W

(h)
B;(n,D),0 +W

(h)
E;(n,D),0 , (4.52)

because W
(h)
(n,D),0 involves convolutions of propagators, as is evident from (4.28) and

from the expressions in Subsec. 4.1.4. We let W
(h)
B be the kernel involving only bulk

propagators and W
(h)
E := W

(h)
B −W (h) be the edge kernel. The bulk-edge decomposition
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in (4.52) holds for each h ≤ 1 (by this we mean that if h = 1, n(1) = 0); if h = 1, n(1) > 0
and D(1) ≥ 0, we get

W
(1)

(n+n(1),D+D(1)),0
= W

(1)

B;(n+n(1),D+D(1)),0
+W

(1)

E;(n+n(1),D+D(1)),0
, (4.53)

where n(1) and D(1) are referred to as the massive fields (see after (4.39)).

Next, to obtain the decomposition in (4.45) when N = nσ = 0, we need to define the
bulk operators LB and RB, acting on the bulk kernels, and the edge operators LE and
RE , acting on the edge kernels.

Localization and interpolation for the bulk kernels

For the bulk kernels in the r.h.s. of (4.52), we introduce the LB and RB operators, so
that

W
(h)
B;(n,D),0 = LBW (h)

B;(n,D),0 +RBW (h)
B;(n,D),0 . (4.54)

As previously mentioned (see (4.50)), for each h ≤ 1 we let LBW (h)
B;(n,D),0 := 0 , if

n(1) = 0 and the massless indices (n,D) are such that dS < 0; for h = 1 we let

LBW (h)

B;(n+n(1),D+D(1)),0
:= 0 , if n(1) ≥ 1. To define the action of the bulk localiza-

tion operator LB on the kernels with the Grassmann indices (n,D) : dS ≥ 0 , we need
to define other basic operators: let O be the operator that antisymmetrizes with re-
spect to permutations of the Grassmann field variables and symmetrizes with respect to
reflections in the horizontal direction, and L̃B be the operator which ‘localizes’ all the
Grassmann field positions at the same site:

L̃BW (h)
B;(n,D),0((ω1,y1,d1), (ω2,y2,0), . . . , (ωn,yn,dn))

:=

n∏
j=2

δyj ,y1

∑
z2,...,zn∈H

W
(h)
B;(n,D),0((ω1,y1,d1), (ω2, z2,d2), . . . , (ωn, zn,dn)) ,

(4.55)

where we (arbitrary) chose the Grassmann field position y1 as localization site. The

action of L̃B preserves the kernel indices, i.e. L̃B(W
(h)
B;(n,D),0) = (L̃BW (h)

B )(n,D),0 =

L̃BW (h)
B;(n,D),0. With these two operators we are able to localize the marginal terms:

if (n,D) = (2, 1), (4, 0), we let

LB(W
(h)
B;(2,1),0) := O(L̃BW (h)

B;(2,1),0) , LB(W
(h)
B;(4,0),0) := O(L̃BW (h)

B;(4,0),0) . (4.56)

Now we consider the n = 4 term in (4.56) and we look at∑
f∈M
L̃BW (h)

B;(4,0),0(f)ϕ(f) , (4.57)
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which is a contribution to the marginal part of the effective potential up to the action
of O. By using the definition of the L̃B given in (4.55), one can easily check that (4.57)
can be rewritten as∑
ω1,...,ω4∈{±}

∑
y1,...,y4∈H

W
(h)
B;(4,0),0((ω1,y1), . . . , (ω4,y4))ϕω1,y1ϕω2,y1ϕω3,y1ϕω4,y1 , (4.58)

which vanishes because ωi can assume only two values (see (2.11)) so that in (4.56) we

can consider LB(W
(h)
B;(4,0),0) = 0 , a cancellation that will play an important role in the

following. To localize the relevant terms (dS > 0), we introduce one more operator: let
R̃B be the operator which ‘interpolates’ between the localization site and the original

position of the Grassmann field, so that R̃B(W
(h)
B;(n,D),0) is equivalent to W

(h)
B;(n,D),0 −

L̃BW (h)
B;(n,D),0. The action of R̃B does not preserve the kernel indices: it acts by increasing

the value D by one, so that R̃B(W
(h)
B;(n,D),0) = (R̃BW (h)

B )(n,D+1),0. Then, if (n,D) =

(2, 0), we can start by considering∑
f∈M
{W (h)

B;(2,0),0(f)− L̃W (h)
B;(2,0),0(f)}ϕ(f) =

=
∑

ω1,ω2∈{±}

∑
y1,y2∈H

W
(h)
B ((ω1,y1,0), (ω2,y2,0))ϕω1,y1{ϕω2,y2 − ϕω2,y1} ,

(4.59)

and we rewrite {ϕω2,y2 − ϕω2,y1} as a sum of differences of fields located at adjacent
positions (as seen in the easy example after (4.36)). Let γ(y1,y2) be the shortest path
obtained by going first horizontally and then vertically from y1 to y2, so that, by recalling
the definition of derivative in (4.34), we can rewrite {ϕω2,y2 − ϕω2,y1} as

{σ0∂j0ϕω2,y′0
+ σ1∂j1ϕω2,y′1

+ · · ·+ σk∂jkϕω2,y′k
} ,

with y′0, . . . ,y
′
k ∈ γ(y1,y2) such that y′0 = y1, y′1 = y1 + êj0 , y′r+1 = y′r + êjr , for

r = 1, . . . , k − 1 and y2 = y′k + êjk , with j0, j1, . . . , jk ∈ { 1, 2 }. Each σi, i = 1, . . . , k, is
a sign such that σi = + if y′i precedes y′i + êji , σi = − otherwise. Then we can rewrite
the r.h.s. of (4.59) as∑
ω1,ω2∈{±}

∑
y1,y2∈H

W
(h)
B ((ω1,y1,0), (ω2,y2,0))

∑
σ,(y1,0),(y′,d′)∈I(y1,y2)

σ ϕω1,y1∂
d′ϕω2,y′ ,

(4.60)
where I(y1,y2) is the set of (σ, (y1,0), (y′,d′)), with σ ∈ {±}, y1,y

′ ∈ H and d′ =
(d′1, d

′
2) ∈ { 0, 1 }2 with |d′| = |d′1|+ |d′2| = 1, such that

d′ =

{
(1, 0) if y′,y′ + ê1 ∈ γ(y1,y2) ,

(0, 1) if y′,y′ + ê2 ∈ γ(y1,y2) ,
(4.61)
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and I(y1,y2) = ∅ either if y1 = y2 or if y′,y′ + êj /∈ γ(x1,x2). By exchanging the sums
in (4.60) we finally get∑

ω1,ω2∈{±}

∑
y1,y′∈H

∑
d′:|d′|=1

(R̃BW (h)
B )(2,1)((ω1,y1,0), (ω2,y

′,d′)) ϕω1,y1∂
d′ϕω2,y′ ,

(4.62)
where

(R̃BW (h)
B )(2,1)((ω1,y1,0), (ω2,y

′,d′)) :=

=
∑

σ,y1,y2:
σ,(y1,0),(y′,d′)∈I(y1,y2)

σW
(h)
B;(2,0)((ω1,y1,0), (ω2,y2,0)) . (4.63)

Then we can finally localize the relevant term: if LB acts on a kernel with (n,D) = (2, 0),
we let

LB(W
(h)
B;(2,0),0) = O(L̃BW (h)

B;(2,0),0 + L̃B(R̃BW (h)
B )(2,1),0) . (4.64)

Note that in (4.64) the local part is defined in terms of the R̃B operator, which does not
preserve the kernel indices, while in (4.56) the kernel indices are preserved: then we let

LBW (h)
B;(n,D),0 :=


O(L̃BW (h)

B;(2,0),0) if (n,D) = (2, 0) ,

O(L̃BW (h)
B;(2,1),0 + L̃B(R̃BW (h)

B )(2,1),0) if (n,D) = (2, 1) ,

0 otherwise.

(4.65)

Now we want to define RBW (h)
B;(n,D),0, which is the remainder term of the bulk kernels,

directly in terms of the its indices (not of the kernel indices on which RB acts). For
any h ≤ 1, if n(1) = 0 and the massless indices (n,D) are such that dS ≥ 0, we let

RBW (h)
B;(n,D),0 := 0; if n(1) > 0 (regardless of the massless indices (n,D)) we let

RBW (h)

B;(n+n(1),D+D(1)),0
= W

(h)

B;(n+n(1),D+D(1)),0
; (4.66)

if n(1) = 0 and the massless indices are such that dS < 0 with the constraint that
((n,D), 0) /∈ { ((2, 2), 0), ((4, 1), 0) }, we let

RBW (h)
B;(n,D),0 = W

(h)
B;(n,D),0 ; (4.67)

if n(1) = 0 and ((n,D), 0) ∈ { ((2, 2), 0), ((4, 1), 0) } (so that dS < 0) we let

RBW (h)
B;(2,2),0 = O(W

(h)
B;(2,2),0 + (R̃BW (h)

B )(2,2),0 + (R̃B(R̃BW (h)
B ))(2,2),0) ,

RBW (h)
B;(4,1),0 = O(W

(h)
B;(4,1),0 + (R̃BW (h)

B )(4,1),0) ,
(4.68)

where the R̃B are defined similarly to (4.63). More precisely, if (n,D) = (2, 2) the R̃B
operator in (4.68) acts on a kernel with (n,D) = (2, 1), so that

(R̃BW (h)
B )(2,2)((ω1,y1,d1), (ω2,y

′,d2 + d′)) :=

=
∑

σ,y1,y2:
(σ,(y1,d1),(y′,d2+d′))∈I(y1,y2)

σW
(h)
B;(2,1)((ω1,y1,d1), (ω2,y2,d2)) , (4.69)
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where d′ is defined after (4.63), so that ||d′||1 = 1 and ||d1||1 + ||d2||1 + ||d′||1 = 2. To
define the action of the R̃B operator in (4.68) if (n,D) = (4, 0), we start by considering
the following contribution:∑

f∈M
{W (h)

B;(4,0)(f)− L̃W (h)
B;(4,0)(f)}ϕ(f) =

=
∑

ω∈{±}

∑
y∈H

W
(h)
B;(4,0)(ω,y,0)ϕω1,y1{ϕω2,y2ϕω3,y3ϕω4,y4 − ϕω2,y1ϕω3,y1ϕω4,y1} ,

(4.70)
where we rewrite ϕω1,y1{ϕω2,y2ϕω3,y3ϕω4,y4 − ϕω2,y1ϕω3,y1ϕω4,y1} as

ϕω1,y1{ϕω2,y1ϕω3,y1(ϕω4,y4 − ϕω4,y1) + ϕω2,y1(ϕω3,y3 − ϕω3,y1)ϕω4,y4+

+ (ϕω2,y2 − ϕω2,y1)ϕω3,y3ϕω4,y4} ,
(4.71)

or as a similar expression. Next, the first term in (4.71) vanishes (see (2.11)); the other
terms, with the differences (ϕω3,y3 − ϕω3,y1) and (ϕω2,y2 − ϕω2,y1), can be rewritten as
described after (4.59), so that (4.71) equals∑

σ,(y′1,d
′
1),...,(y′4,d

′
4)∈I(y1,...,y4)

σ∂d′1ϕω1,y′1
∂d′2ϕω2,y′2

∂d′3ϕω3,y′3
∂d′4ϕω4,y′4

,
(4.72)

where I(y1, . . . ,y4) is the set of (σ, (y′1,d
′
1), . . . , (y′4,d

′
4)) , with σ ∈ {±}, y′1, . . . ,y

′
4 ∈ H

and d′1, . . . ,d
′
4 ∈ { 0, 1 }2 with |d′1| + . . . + |d′4| = 1 such that: either y′1 = y′2 = y1,

y′4 = y4, d′1 = d′2 = d′4 = 0 and (σ, (y1,0), (y′3,d
′
3)) ∈ I(y1,y3); or y′1 = y1, y′3 = y3,

y′4 = y4, d′1 = d′3 = d′4 = 0 and (σ, (y1,0), (y′2,d
′
2)) ∈ I(y1,y2), so that in (4.70) we get∑

ω∈{±}

∑
y∈H

∑
d′1,...,d

′
4:

|d′1|+...+|d′4|=1

(R̃BW (h)
B )(4,1)(ω,y

′,d′)∂d′1ϕω1,y′1
∂d′2ϕω2,y′2

∂d′3ϕω3,y′3
∂d′4ϕω4,y′4

,

(4.73)
where

(R̃BW (h)
B )(4,1)(ω,y,d

′) = (R̃BW (h)
B )(4,1)((ω1,y

′
1,d
′
1), . . . , (ω4,y

′
4,d
′
4)) :=

=
∑

σ,y1,...,y4:
σ,(y′1,d

′
1),...,(y′4,d

′
4)∈I(y1,...,y4)

σW
(h)
B;(4,0)((ω1,y1,0), . . . , (ω4,y4,0)) , (4.74)

and more in general we can define

(R̃BW (h)
B )(n,D+1),0(ω,y′,d′) :=

∑
σ,y:

σ,(y′,d′)∈I(y)

W
(h)
B;(n,D),0(ω,y,d) , (4.75)

where |ω| = |y| = |y′| = n,
∑n

i=1 |d| = D and
∑n

i=1 |d
′| = D + 1.

Finally, we observe that the infinite plane kernel is basically the same as the bulk kernel,
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i.e. W
(h)
B;(n,D),0 = W

(h)
∞;(n,D),0 and W

(1)

B;(n+n(1),D+D(1)),0
= W

(1)

∞;(n+n(1),D+D(1)),0
. The defini-

tions used so far for the half plane kernels are analogues to the ones on the infinite plane,
except the field positions are supported on the infinite plane: xi ∈ Z2 in the set M and
M (1) introduced before (see after (4.41) and (4.39), respectively). Also the definitions

for the infinite plane operators L∞ and R∞, acting on the kernels of W
(h)
∞ , are almost

identical, except for the sums over Z2 in (4.55), in definition of I(y1,y2) after (4.60) and
so on. To use the results already obtained for the relevant and marginal contributions
in the infinite plane ( [37, Subsec.3.3], [4, Subsec.4.1.1]), if h ≤ 1, n(1) = 0 and (n,D)

are such that LBW (h)
B;(n,D),0 6= 0 we can rewrite the local part in (4.54) as

LBW (h)
B;(n,D),0 = L∞W (h)

∞;(n,D),0 + L∗W (h)
B;(n,D),0 , (4.76)

so that, by using (4.54) and (4.76) in (4.52) we get

W
(h)
(n,D),0 = L∞W (h)

∞;(n,D),0 +RBW (h)
B;(n,D),0 + W̄

(h)
E;(n,D),0 , (4.77)

with
W̄

(h)
E;(n,D),0 := W

(h)
E;(n,D),0 + L∗W (h)

B;(n,D),0 , (4.78)

where we added the term L∗W (h)
B;(n,D),0 to the edge kernels, as it is given by the difference

between the infinite plane local part and the bulk local part. In (4.77), the infinite plane
local part is given by the analogues of (4.65) (as explained above, provided that the sums
are over the infinite plane instead over the half plane, we can use the same expressions)
and the bulk remainder part is given by (4.67)-(4.68). Finally, we notice that (4.78) also
holds for h = 1, n(1) = 0 and n = 2. Moreover, we use the same notation for any h ≤ 1
and any kernel indices, namely

W̄
(h)
E;(n,D),0 :=


W

(h)
E;(n,D),0 + L∗W (h)

B;(n,D),0 if h ≤ 1, n(1) = 0 and n = 2 ,

W
(h)
E;(n,D),0 if h ≤ 1, n(1) = 0 and n > 2 ,

W
(1)

E;(n+n(1),D+D(1)),0
if h = 1 and n(1) > 0 .

(4.79)

Now we introduce the operators LE and RE acting on the kernels W̄
(h)
E;(n,D),0.

Localization and interpolation for the edge kernels

For the edge kernels W̄
(h)
E;(n,D),0 in (4.78), we introduce the LE and RE operators, so that

W̄
(h)
E;(n,D),0 = LEW̄ (h)

E;(n,D),0 +REW̄ (h)
E;(n,D),0 . (4.80)

With respect to the bulk contributions, the edge contributions will have a slightly dif-
ferent behavior, due to the cancellations in (3.47): the relevant terms are the only
possible source of divergences. Consequently, for any h ≤ 1, if the Grassmann indices

(n,D) are such that dS ≤ 0, we let LEW̄ (h)
E;(n,D),0 := 0. For h = 1, if n(1) > 0, we
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let LEW̄ (1)

E;(n+n(1),D),0
:= 0. Then LE acts not trivially only on the edge kernels with

n(1) = 0 and (n,D) = (2, 0): by proceeding as discussed for the bulk operators, we let

L̃EW̄ (h)
E;(2,0),0((ω1,y1,0), (ω2,y2,0)) :=

=

2∏
j=1

δ
yj ,(y

(1)
1 ,0)

∑
z

(2)
1 ,z2∈H

W̄
(h)
E;(2,0),0((ω1, (y

(1)
1 , z

(2)
1 ),0), (ω2, z2,0)) ,

(4.81)

where with respect to (4.55), now we arbitrarily choose to localize the Grassmann field

positions at (y
(1)
1 , 0), where y

(1)
1 is the first site horizontal coordinate and 0 is the ver-

tical coordinate immediately below the lower edge ∂H1. Next, by using (4.81) and the
operator O introduced after (4.54), we let

LE(W̄
(h)
E;(2,0),0) := O(L̃EW̄ (h)

E;(2,0),0) . (4.82)

An important remark is that
∑

f∈M L̃EW̄
(h)
E;(2,0),0(f)ϕ(f), which is the contribution to

the effective potential associated to (4.82) up to the action of O, is given by∑
ω1,ω2∈{±}

∑
y1,y2∈H

W̄
(h)
E;(2,0),0((ω1,y1), (ω2,y2))ϕ

ω1,(y
(1)
1 ,0)

ϕ
ω2,(y

(1)
1 ,0)

, (4.83)

which is vanishing either because ω1 = ω2, (by using (2.11), ϕ
ω1,(y

(1)
1 ,0)

ϕ
ω1,(y

(1)
1 ,0)

= 0), or

because, if ω1 6= ω2, there has to be a contraction with ϕ
+,(y

(1)
1 ,0)

, which gives a vanishing

contribution (see the cancellation in (3.47)). Then we can conclude that, for any h ≤ 1,
the local part of the edge kernels vanishes for any value of the kernel indices, namely

LE(W̄
(h)
E;(n,D),0) = 0 . (4.84)

Next, by recalling the definition of W̄
(h)
E;(n,D),0 in (4.79), we define the edge remainder

parts as

REW̄ (h)
E;(n,D),0 :=


0 if (n,D) = (2, 0) ,

O(W̄
(h)
E;(2,1),0 + R̃EW̄ (h)

E;(2,1),0) if (n,D) = (2, 1) ,

W
(h)
E;(n,D),0 otherwise ,

(4.85)

where (R̃EW̄ (h)
E )(2,1) is defined as in (4.63) with y1 = (y

(1)
1 , 0). Moreover, the defi-

nitions in (4.85) are valid for any h ≤ 1, where if h = 1 we are considering n(1) =
0. If h = 1 and n(1) > 0, for any values of the massless indices (n,D), we let

REW̄ (1)

E;(n+n(1),D+D(1)),0
:= W̄

(1)

E;(n+n(1),D+D(1)),0
. In conclusion, if N = nσ = 0, the

kernel in (4.77) can be rewritten as

W(n,D),0 = L∞W∞;(n,D),0 +RBWB;(n,D),0 +REW̄E;(n,D),0 , (4.86)

where we used the edge local part cancellation in (4.84) and the edge remainder part is
defined in (4.85).
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4.2.2 Localization in presence of spin sources

For h ≤ 0, if N = nσ 6= 0, we do not use the bulk-edge decomposition of the kernels,
because we are dealing with spin sources located at the boundary. In presence of the
edge spin sources the scaling dimension in (4.46) is non negative for the values in (4.48):
here we localize only the kernels with the Grassmann indices in (4.48) and nσ = 1. We
will not localize the kernels with indices n = nσ = 2 and D = 0, so that we allow some
terms with dS = 0, which will be treated differently in the last chapter. Then, for the
kernels with nσ edge spin sources, for any h ≤ 0, we introduce the Lσ and Rσ operators,
so that

W
(h)
(n,D),nσ

= LσW (h)
(n,D),nσ

+RσW (h)
(n,D),nσ

. (4.87)

If nσ ≥ 2, the scaling dimension dS in (4.46) is always negative except that for the choice
of indices nσ = 2 and (n,D) = (2, 0): for these irrelevant and marginal terms we let

LσW (h)
(n,D),nσ≥2 := 0, so that RσW (h)

(n,D),nσ≥2 = W
(h)
(n,D),nσ≥2 . Then, the action of Lσ is

not trivial only for the values in (4.48) with nσ = 1.
If nσ = 1, we let L̃σ be the operator which localizes the Grassmann field positions at
the edge source site:

L̃σW (h)
(n,D),1((ω1,y1,d1), (ω2,y2,0), . . . , (ωn,yn,dn); x1) :=

=

n∏
j=1

δyj ,x1

∑
z1,...,zn∈H

W
(h)
(n,D),1((ω1, z1,d1), (ω2, z2,d2), . . . , (ωn, zn,dn); x1) ,

(4.88)
where the edge source position is x1 ∈ ∂H (recall that in (4.55) we localized at the
position of an arbitrary Grassmann field and in (4.81) we localized at the position of
edge Grassmann field).
To localize the marginal terms with nσ = 1, if ((n,D), 1) ∈ { ((1, 1), 1), ((3, 0), 1) } (so
that dS = 0), we let

Lσ(W
(h)
(1,1),1) := O(L̃σW (h)

(1,1),1) , Lσ(W
(h)
(3,0),1) := O(L̃σW (h)

(3,0),1) , (4.89)

where we used the operator O introduced after (4.54) and the fact that L̃σ does not
change the kernel indices.

An important remark is that
∑

f∈M
∑

e∈MS
L̃σW (h)

(3,0),1(f ; e)ϕ(f)F (e) equals

∑
ω1,ω2,ω3∈{±}

∑
y1,y2,y3,x1∈H

W
(h)
(3,0),1((ω1,y1), . . . , (ω3,y3); x1)ϕω1,x1ϕω2,x1ϕω3,x1Ψx1 ,

(4.90)
which vanishes because ωi can assume only two values (see (2.11)). So, as we did for

(4.57), we can consider Lσ(W
(h)
(3,0),1) = 0 in (4.89), a cancellation similar to the one for

the kernels associated to 4 Grassmann fields in (4.56).

To localize the relevant terms (dS > 1), let R̃σ be the operator such that R̃σ(W
(h)
(n,D),1) =
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R̃σW (h)
(n,D+1),1 is equivalent to W

(h)
(n,D),1−L̃σW

(h)
(n,D),1. With the same procedure described

in (4.59)-(4.63), if (n,D), 1 = (1, 0), 1, we get∑
f∈M

∑
e∈MS

{W (h)
(1,0),1(f ; e)− L̃σW (h)

(1,0),1(f ; e)}ϕ(f)F (e)

=
∑

ω1∈{±}

∑
y1,x1∈H

W(1,0),1((ω1,y1,0); x1){ϕω1,y1 − ϕω1,x1}Ψx1

=
∑

ω1∈{±}

∑
y′,x1∈H

∑
d′:|d′|=1

(R̃σW (h))(1,1),1((ω1,y
′,d′); x1)∂d′ϕω1,y′Ψx1 ,

(4.91)

with

(R̃σW (h))(1,1),1((ω1,y
′,d′); x1) :=

∑
σ,y1:

σ,(y′,d′)∈I(x1,y1)

σW
(h)
(1,0),1((ω1,y1,0); x1) , (4.92)

where I(x1,y1) is the set of (σ, (y′,d′)) such that (y′,d′) ∈ γ(x1,y1), with the same
definitions after (4.60).

Then we let

Lσ(W
(h)
(1,0),1) = O(L̃σW (h)

(1,0),1 + L̃σ(R̃σW (h))(1,1),1) , (4.93)

and summarizing the results in terms of the source local part indices we get

LσW (h)
(n,D),1 =


O(L̃σW (h)

(1,0),1) if (n,D), 1 = (1, 0), 1 ,

O(L̃σW (h)
(1,1),1 + L̃σ(R̃σW (h))(1,1),1) if (n,D), 1 = (1, 1), 1 ,

0 otherwise.

(4.94)

Finally we define the Rσ operator if nσ = 1: if the Grassmann indices are such that

dS ≥ 0, i.e. ((n,D), nσ) ∈ { ((1, 0), 1), ((1, 1), 1), ((3, 0), 1) }, we let RσW (h)
(n,D),1 := 0; if

((n,D), 1) /∈ { ((1, 2), 1), ((3, 1), 1) } are such that dS < 0 we let

RσW (h)
(n,D),1 = W

(h)
(n,D),1 ; (4.95)

if ((n,D), 1) ∈ { ((1, 2), 1), ((3, 1), 1) } (so that dS < 0) we let

RσW (h)
(1,2),1 = O(W

(h)
(1,2),1 + (R̃σW (h))(1,2),1 + (R̃σ(R̃σW (h)))(1,2,1)) ,

RσW (h)
(3,1),1 = O(W

(h)
(3,1),1 + (R̃σW (h))(3,1),1) .

(4.96)

The operator R̃σ does not preserve the kernel indices: R̃σ(W
(h)
(n,D),1) := (R̃σW (h))(n,D+1),1

and (R̃σW (h))(n,D+1),1 is defined with a similar expression to the one in (4.75), namely

(R̃σW (h))(n,D+1),1(ω,y′,d′) :=
∑
σ,y:

σ,(y′,d′)∈I(x1,y)

W
(h)
(n,D),1(ω,y,d) , (4.97)
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where if n = 1, I(y1,x1) is defines as in (4.92) (or better the analogue of (4.69)), while,
if n = 3, I(y1,y2,y3,x1) is the set of (σ, (y′1,d

′
1), (y′2,d

′
2), (y′3,d

′
3)) , with σ ∈ {±},

y′1, . . . ,y
′
3 ∈ H and d′1, . . . ,d

′
3 ∈ { 0, 1 }2 with |d′1| + . . . + |d′3| = 1 such that: ei-

ther y′1 = y′2 = x1, d′1 = d′2 = 0 and (σ, (y′3,d
′
3)) ∈ I(x1,y3); or y′1 = x1, y′3 = y3,

d′1 = d′3 = 0 and (σ, (y′2,d
′
2)) ∈ I(x1,y2); or y′2 = y2, y′3 = y3, d′2 = d′3 = 0 and

(σ, (y′1,d
′
1)) ∈ I(x1,y1).

In conclusion, in (4.45) if N = nσ = 0 we get (4.86), if N = nσ ≥ 1 we get

W
(h)
(n,D),nσ≥1 = LW (h)

(n,D),1 +RW (h)
(n,D),1 + W

(h)
(n,D),nσ

∣∣∣
nσ>1

, (4.98)

where the local part of the kernel with nσ = 1 is given by (4.94), the remainder by
(4.95)-(4.96) and the last term is given by the trivial action of the source localization
when nσ ≥ 2, see after (4.87). Finally, by substituting (4.86) and (4.98) in (4.45), for
any h ≤ 0 we get

W
(h)
(n,D),nσ

=L∞W (h)
∞;(n,D),0 + LσW (h)

(n,D),1 +RBW (h)
B;(n,D),0 +REW̄ (h)

E;(n,D),0 +RσW (h)
σ ,

(4.99)
where

RσW (h)
σ := RσW (h)

(n,D),1 + W
(h)
(n,D),nσ

∣∣∣
nσ>1

, (4.100)

which is vanishing if h = 0, as it is the first scale for the spin source fields. For h = 1
we get

W
(1)

(n+n(1),D+D(1)),0
=L∞W (1)

∞;(n,D),0 +RBW (1)
B;(n,D),0 +REW̄ (1)

E;(n,D),0+

+ W
(1)

B;(n+n(1),D+D(1)),0

∣∣∣
n(1)≥1

+ W
(1)

E;(n+n(1),D+D(1)),0

∣∣∣
n(1)≥1

,

(4.101)
where we recall that when n(1) ≥ 1 we are considering D(1) ≥ 0.

4.2.3 Norms for the kernels of the effective potential

Depending on the kernel indices we introduce three different types of norms: the bulk
and edge norms for the kernels of the effective potential with nσ = 0 and the spin source
norm or simply source norm for the kernels of the effective potential with nσ > 0: note
that we are no longer considering any energy sources but only the spin sources so there
is no ambiguity about the source fields.

Definition of bulk, edge and source norms

If nσ = 0 for the bulk kernels we define the bulk norm as

||W (h)
B;(n,D),0||

B
(cB2h) :=

∑
y2,...,yn∈H

ecB2hδ(y) sup
ω

sup
d:|d|=D

|W (h)
B;(n,D),0(ω,y,d)| , (4.102)
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where cB > 0, δ(y) := δ(y1, . . . ,yn) is the tree distance between the n Grassmann field
positions; for the edge kernels we define the edge norm as

||W (h)
E;(n,D),0||

E
(cE2h) :=

∑
y

(2)
1 ,y2,...,yn∈H

ecE2hδE(y) sup
ω

sup
d:|d|=D

|W (h)
E;(n,D),0(ω,y,d)| , (4.103)

where cE > 0 and with respect to (4.102) now we are fixing the coordinate y
(1)
1 and we

introduce the edge distance δE(y) := δ(y) + δ(y, ∂H), where δ(y, ∂H) is the distance
between the x and the edge of the half plane. From now on, we drop the label subscript
“B” and “E” from the kernels W (h) when these labels coincide with those appearing on
the norms and on the operators.

If nσ = 1 for the kernels with one edge spin source we define the source norm as

||W (h)
(n,D),nσ

||σ(cσ2h) :=
∑

y1,...,yn∈H
ecσ2hδ(y,x1) sup

ω
sup

d:|d|=D
|W (h)

(n,D),nσ
((ω,y,d); x1)| , (4.104)

where cσ > 0 and with respect to (4.102) and (4.103) we are now summing over all the
Grassmann field positions because we are fixing the spin source position.

Bounds on the remainder terms

If nσ = 0, the bulk norms of the kernels in (4.68) are bounded by

||(RBW (h))(2,2),0||B(2h) ≤ ||W
(h)
(2,2),0||

B
(2h) + 2−h||W (h)

(2,1),0||
B
(2h+1) + c · 2−2h||W (h)

(2,0),0||
B
(2h+1) ,

||(RBW (h))(4,1),0||B(2h) ≤ ||W
(h)
(4,1),0||

B
(2h) + c′ · 2−h||W (h)

(4,0),0||
B
(2h+1) ,

(4.105)
where c and c′ are positive constants and the bulk norm is the one introduced in (4.102).
Analogously, the edge norm of the kernel in the second line of (4.85) is bounded by

||(REW (h))(2,1),0||E(2h) ≤ ||W
(h)
(2,1),0||

E
(2h) + c · 2−h||W (h)

(2,0),0||
E
(2h+1) , (4.106)

where c is a positive constant and the edge norm is the one defined in (4.103). If nσ = 1,
the source norms of the kernels in (4.96) are bounded by

||(RσW (h))(1,2),1||σ(2h) ≤ ||W
(h)
(1,2),1||

σ
(2h) + 2−h||W (h)

(1,1),1||
σ
(2h+1) + 4 · 2−2h||W (h)

(1,0),1||
σ
(2h+1) ,

||(RσW (h))(3,1),1||σ(2h) ≤ ||W
(h)
(3,1),1||

σ
(2h) + 3 · 2−h||W (h)

(3,0),1||
σ
(2h+1) ,

(4.107)
where the source norm is defined as in (4.104). See [4, Eqs.(4.1.41)-(4.1.43)] for the proof
of these bounds.

In conclusion, for the purpose of an upper bound we can summarize the results in
(4.105),(4.106) and (4.107) as follows: if h ≤ h′,

||(R]W (h′))(n,D),nσ ||
]
c](2h)

≤ 2−h
′(D−D′)||W (h′)

(n,D′),nσ
||]
c](2h

′ )
, (4.108)

where ] = B,E, σ and D ≥ D′.
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4.3 Trees and tree expansions

Here we derive a convergent expansion of the resulting effective potential on each scale,
the so called tree expansion, based on the tree representation of its kernels. The bounds
to prove the convergence will be derived in the next chapter, where depending on the
kernel indices will be used one of the norms introduced in Subsec. 4.2.3. To explain how
to derive the representation of the tree kernels, first of all in Subsec. 4.3.1 we rewrite the
resulting effective potential with a structure similar to the starting one in (3.81): there
will be new effective parameters, a new effective action, a new effective interaction and a
new effective source term. Next, in Subsec. 4.3.2 we derive the graphical representation
of each kernel in terms of the trees and we obtain the entire effective potential polynomial
as a sum over all the trees compatible with the construction.

4.3.1 The contributions of the effective potential

With the kernel indices introduced in (4.42) and (4.43) we are able to identify the
different contributions to the effective potential and, in particular, to rewrite the effective
potential with a structure similar to the starting one, taking into account the marginal
and relevant contributions as well of the source, bulk and edge contributions. More
precisely, we will rewrite, on each scale h, the local part of the effective potential as in
(4.134): it is an explicit expression in terms of a finite number of coupling constants,
which exhibits the a structure similar to the one on the first scale. Moreover, we will
rewrite, on each scale h, the reminder term as in (4.135): it will be not source of any
divergences in the perturbative expansion.

The effective potential on scale 1

Going back to the effective potential on scale 1 given in (4.4), if we expand the l.h.s. as
(4.39) we get ∑

f∈M(1)

W (1)(f)ϕ(f) = S(1)
v (ξ, ϕ) + V (1)(ξ, ϕ) , (4.109)

where we considered A = Ã = 0 (recall that on scale 1 Ψ = 0) so that B
(1)
ε = 0 in

(4.4). Now we want to use the kernel indices to identify the different contributions to
the effective action and to the effective interaction, which were introduced after (4.4).

In the l.h.s. of (4.109) the kernels W
(1)

(n+n(1),D+D(1)),0
with:

• n + n(1) = 2, contribute to the effective action S
(1)
v (ξ, ϕ) := S(1)[v1](ξ, ϕ), which

is quadratic in the Grassmann fields and is a function of the constants v1 :=
{ ν1, ζ1, η1 } defined in (3.79);

• n+ n(1) > 2, with n+ n(1) ∈ 2N, contribute to the effective interaction V (1)(ξ, ϕ),
which is monomial with degree n+ n(1) in the Grassmann fields.
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Then, we can decompose the kernels with n + n(1) = 2 as in (4.101), obtaining the
following decomposition of the effective action in (4.109):

S(1)
v (ξ, ϕ) = S

(1)
v;B(ξ, ϕ) + S

(1)
v;E(ξ, ϕ) (4.110)

where the bulk effective action is defined as

S
(1)
v;B(ξ, ϕ) := S

(1)
c;B(ϕ) + S

(1)
i;B(ξ, ϕ) , (4.111)

with
S

(1)
c;B(ϕ) :=

∑
f∈M(1)

∞ :

n(1)=0

L∞W (1)
∞,(2,D),0(f)ϕ(f) , (4.112)

and

S
(1)
i;B(ξ, ϕ) :=

∑
f∈M(1):

n(1)=0

RBW (1)
B;(2,D),0(f)ϕ(f) +

∑
f∈M(1):

n(1)>0

W
(1)

B;(2,D+D(1)),0
(f)ϕ(f) , (4.113)

and the edge effective action is defined as

S
(1)
v;E(ξ, ϕ) = S

(1)
c;E(ϕ) + S

(1)
i;E(ξ, ϕ) , (4.114)

with
S

(1)
c;E(ϕ) =

∑
f∈M(1):

n(1)=0

RE(L∗W (h)
B;(2,D),0)ϕ(f) , (4.115)

and

S
(1)
i;E(ξ, ϕ) =

∑
f∈M(1):

n(1)=0

REW (1)
E;(2,D),0(f)ϕ(f) +

∑
f∈M(1):

n(1)>0

W
(1)

E;(2,D+D(1)),0
(f)ϕ(f) , (4.116)

where to define (4.115) and (4.116) we used (4.79) in the edge remainder term of (4.101).

The only non vanishing local contribution is S
(1)
c;B(ϕ) in (4.112) and it is given by a

sum over the derivative indices of the following terms:∑
f∈M∞

L∞W (1)
∞;(2,0),0(f)ϕ(f) = 2ν1

∑
y∈Z2

ϕ+
yϕ
−
y ,

∑
f∈M∞:

|d(1)
1 |+|d

(1)
2 |=1

L∞W (1)
∞;(2,1),0(f)ϕ(f) = ζ1

∑
y∈Z2

(ϕ+
y d1ϕ

+
y − ϕ−y d1ϕ

−
y ) ,

∑
f∈M∞:

|d(2)
1 |+|d

(2)
2 |=1

L∞W (1)
∞;(2,1),0(f)ϕ(f) = η1

∑
y∈Z2

ϕ+
y d2ϕ

−
y ,

(4.117)
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where ν1, ζ1 and η1 are the constants in (3.79) and dj , j = 1, 2, is the symmetric discrete
derivative, related to the discrete derivative in (4.34) by djϕω,y = 1

2(∂jϕω,y +∂jϕω,y−êj ).

Also L∗W (h)
B;(2,D),0 in (4.115) is given by a sum of terms similar to the one in (4.117): the

main difference is that, instead of depending on the constants ν1, ζ1 and η1, it depends
on ν̃1(y(2)), ζ̃1(y(2)) and η̃1(y(2)), which are functions of the vertical coordinates of the
Grassmann fields (see [4, Eqs.(4.2.7)-(4.2.9)]).

We can decompose also the kernels with n + n(1) > 2 as in (4.101), obtaining the
decomposition of the effective interaction in (4.109) as

V (1)(ξ, ϕ) = V
(1)
B (ξ, ϕ) + V

(1)
E (ξ, ϕ) , (4.118)

where the bulk effective interaction is given by

V
(1)
B (ξ, ϕ) =

∑
f∈M(1):
n>2

RBW (1)
B;(n,D),0(f)ϕ(f) +

∑
f∈M(1):

n(1)≥1

W
(1)

B;(n+n(1),D+D(1)),0
(f)ϕ(f) ,

(4.119)
and the edge effective interaction by

V
(1)
E (ξ, ϕ) =

∑
f∈M(1):
n>2

REW̄ (1)
E;(n,D),0(f)ϕ(f)+

∑
f∈M(1):

n(1)≥1

W
(1)

E;(n+n(1),D+D(1)),0
(f)ϕ(f) . (4.120)

The effective potential on scale h ≤ 0

The effective potential on scale h = 0, defined in (4.6), expanded as in (4.41), when
A = Ã = 0 and Ψ 6= 0, can be expressed with a similar structure to the one in (4.4),
namely ∑

f∈M

∑
e∈MS

W (0)(f ; e)ϕ(f)F (e) = S(0)
v (ϕ) + V (0)(ϕ) +B(0)

σ (ϕ; Ψ) , (4.121)

where, with respect to (4.109), we add the edge spin source contribution B
(0)
σ (ϕ; Ψ).

Analogously to the procedure illustrated above, in the l.h.s. of (4.121) the kernels

W
(0)
(n,D),nσ

with:

• n = 2 and nσ = 0, contribute to S
(0)
v (ϕ) := S(0)[v0](ϕ), which is the effective

action on scale 0, it is quadratic in the massless fields and it is a function of the
constants v0 := { ν0, ζ0, η0 } defined below;

• with n > 2 and nσ = 0, contribute to V (0)(ϕ; Ψ), which is the effective interaction
on scale 0;

• with n = nσ = 1, contribute to B
(0)
σ (ϕ; Ψ) := B(0)[Z̃0](ϕ; Ψ), which is the source

term defined in (3.76), where we add the superscript (0) for convenience and we
think of it as function of Z̃0, which is a constant that will be introduced below.
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Then, we can use the decomposition in (4.99), obtaining the expressions of local part
and remainder term of the effective potential on scale 0. By the kernels with n = 2 and
nσ = 0 in (4.99) we get the expression of the effective action in (4.121) similar the one in
(4.110), and in particular its local part has the same form as the one in (4.112), namely

S
(0)
c;B(ϕ) =

∑
f∈M∞:
D≤1

L∞W (0)
∞;(2,D),0(f)ϕ(f) , (4.122)

which is given by a sum of terms similar to the ones in (4.117) provided that 2ν1, ζ1 and
η1 are replaced by ν0, ζ0 and η0 respectively. By the kernels with nσ ≥ 1 in (4.99) (and
by recalling that the remainder term in (4.100) vanishes if h = 0), we get that the only
non vanishing contribution with nσ 6= 0 is given by

B(0)
σ (ϕ; Ψ) =

∑
f∈M

∑
e∈MS

LσW (0)
(1,0),1(f ; e)ϕ(f)F (e) , (4.123)

which is exactly the spin source in (3.76), as we introduced it as already ‘local’: the
constant Z̃0 is then equal to 1. Then we let

LV(0)(ϕ) := S
(0)
c;B(ϕ) +B(0)

σ (ϕ; Ψ) , (4.124)

be the local part of the effective potential on scale 0, and

RV(0)(ϕ) := S
(0)
c;E(ϕ) + V

(0)
B;i (ϕ) + V

(0)
E;i (ϕ) , (4.125)

be the remainder term. In (4.125), S
(0)
c;E(ϕ) is defined as in (4.115), and

V
(0)
B;i (ϕ) :=

∑
f∈M
RBW (0)

B;(n,D),0(f)ϕ(f) , V
(0)
E;i (ϕ) :=

∑
f∈M
REW̄ (0)

E;(n,D),0(f)ϕ(f) ,

(4.126)
where now we do not distinguish the irrelevant contributions to the effective action or
to the effective interaction, i.e. we sum the contribution that on scale 1 was in (4.113)
with the one in (4.119) (now n(1) = 0) and, analogously, the contribution in (4.116) with
the one in (4.120). With this procedure, on a generic scale h, we get∑

f∈M

∑
e∈MS

W (h)(f ; e)ϕ(f)F (e) = S(h)
v (ϕ) +B(h)

σ (ϕ; Ψ) + V (h)(ϕ; Ψ) , (4.127)

where the kernels with nσ = 0 contribute to the effective action and the effective interac-
tion as the ones on scale 0, while the kernels on scale h with nσ 6= 0 contribute differently
with respect the ones on scale 0. The local term in the massless fields (nσ = 0) is the
same as in (4.122), namely

S
(h)
c;B(ϕ) =

∑
f∈M∞:
D≤1

L∞W (h)
∞;(2,D),0(f)ϕ(f) , (4.128)
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where S
(h)
c;B(ϕ) := S

(h)
c;B[vh](ϕ), which is a function some constants vh = { νh, ζh, ηh } such

that (4.128) is given by the sum of the following relevant and marginal contributions,
which are a similar for the ones in (4.117):∑

f∈M∞

L∞W (h)
∞;(2,0),0(f)ϕ(f) = 2hνh

∑
y∈Z2

ϕ+
yϕ
−
y ,

∑
f∈M∞:

|d(1)
1 |+|d

(1)
2 |=1

L∞W (h)
∞;(2,1),0(f)ϕ(f) = ζh

∑
y∈Z2

(ϕ+
y d1ϕ

+
y − ϕ−y d1ϕ

−
y ) ,

∑
f∈M∞:

|d(2)
1 |+|d

(2)
2 |=1

L∞W (h)
∞;(2,1),0(f)ϕ(f) = ηh

∑
y∈Z2

ϕ+
y d2ϕ

−
y .

(4.129)

The local part with nσ = 1 is given by

B(h)
σ (ϕ; Ψ) :=

∑
f∈M :
D≤1

∑
e∈MS

LσW (h)
(1,D),1(f ; e)ϕ(f)F (e) , (4.130)

where B
(h)
σ (ϕ; Ψ) := B(h)[sh](ϕ; Ψ), which is a function of the spin running coupling

constants sh := {Z̃h, Z̃1;h, Z̃2;h} such that (4.130) is given by the sum of the following
relevant and marginal contributions:

• if D = 0 in (4.130) we get∑
f∈M

∑
e∈MS

LσW (h)
(1,0),1(f ; e)ϕ(f)F (e) = Z̃h

∑
x∈∂H

Ψxϕ−,x , (4.131)

with LσW (h)
(1,0),1(f ; e) given in the first line of (4.94);

• if D = 1 in (4.130) we get∑
f∈M :

|d(1)
1 |+|d

(1)
2 |=1

∑
e∈MS

LσW (h)
(1,1),1(f ; e)ϕ(f)F (e) = Z̃1;h

∑
x∈∂H

Ψxd1ϕ−,x ,
(4.132)

and ∑
f∈M :

|d(2)
1 |+|d

(2)
2 |=1

∑
e∈MS

LσW (h)
(1,1),1(f ; e)ϕ(f)F (e) = Z̃2;h

∑
x∈∂H

Ψxd2ϕ−,x ,
(4.133)

with LσW (h)
(1,1),1(f ; e) given in the second line of (4.94).
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Note that the expression in (4.131) is the same as the one with h = 0 given in (4.123).
Moreover, the spin running coupling constants sh, here introduced for the first time, will
be studied in Subsec.5.3.

Summarizing, the local part of the effective potential on scale h is given by

LV(h)(ϕ; Ψ) = S
(h)
B;c(ϕ) +B(h)

σ (ϕ; Ψ) , (4.134)

and the remainder term is now given by

RV(h)(ϕ; Ψ) := S
(h)
E;c(ϕ) + V

(h)
B;i (ϕ) + V

(h)
E;i (ϕ) + V (h)

σ (ϕ; Ψ) , (4.135)

with S
(h)
E;c, V

(h)
B;i and V

(h)
E;i which are the same remainder terms in (4.125), namely

S
(h)
E;c(ϕ) =

∑
f∈M :

n(1)=0

RE(L∗W (h)
B;(2,D),0)(f)ϕ(f) ,

V
(h)
B;i (ϕ) =

∑
f∈M
RBW (h)

B;(n,D),0(f)ϕ(f) ,

V
(h)
E;i (ϕ) =

∑
f∈M
REW̄ (h)

E;(n,D),0(f)ϕ(f) ,

(4.136)

and V
(h)
σ which is the remainder depending on the spin source fields, given by

V (h)
σ (ϕ; Ψ) :=

∑
f∈M

∑
e∈MS

RσW (h)
(1,D),1(f ; e)ϕ(f)F (e) +

∑
f∈M

∑
e∈ME :
nσ>1

W
(h)
(n,D),nσ

(f ; e)ϕ(f)F (e) ,

(4.137)
which are the non local terms with nσ ≥ 1 in (4.99). Note that, as mentioned after

(4.117), L∗W (h)
B;(2,D),0 in the first line of (4.137) is given by a sum of terms as (4.129),

with functions ν̃h(y(2)), ζ̃h(y(2)) and η̃h(y(2)), which depend on the vertical coordinate
of the Grassmann fields.

4.3.2 Tree expansion of the effective potential

If we consider the recursive definition of W (0) as given in (4.29), we can graphical repre-
sent the contributions associated to each W (1) in the r.h.s. of (4.29) as the tree graphs
in Fig. (4.1). All such tree graphs are rooted in v0, which is the leftmost vertex on scale
is 1. The degree of v0 corresponds to s, which is the number of branches extending from
v0. The rightmost vertices, whose scale is 2, are the endpoints: each one corresponds
to a kernel W (1)(f

j
), j = 1, . . . , s. Depending on the kernel indices, as we illustrated

in (4.109) and the following formula, we identify each contribution and represent it as
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symbol on scale 2:

if it is associated to K(S
(1)
v;B) ,

if it is associated to K(S
(1)
v;E) ,

if it is associated to K(V
(1)
B ) ,

if it is associated to K(V
(1)
E ) ,

(4.138)

where K(S
(1)
v;B) denotes the kernel of S

(1)
v;B in (4.111), K(S

(1)
v;E) denotes the kernel of S

(1)
v;E

in (4.114), K(V
(1)
B ) denotes the kernel of V

(1)
B in (4.119) and K(V

(1)
E ) denotes the kernel

of V
(1)
E in (4.120). Note that, in (4.138), we used the same symbol with a different color,

black or white, to identify the bulk and the edge contributions. The presence of a dot

W (0) =

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+

1 2

v0
+ · · ·

Figure 4.1: The graphical representation of some terms appearing in Eq. (4.29).

on v0 suggests that f c
1
, . . . , f c

s
6= ∅, i.e. that there are contracted Grassmann fields on

scale 1. Recall that on scale 1 all and only the massive fields are contracted, so that
if s = 1 and there is only one endpoint on scale 2, v0 may or may not be dotted: it is
dotted if the endpoint is associated to a kernel with n(1) ≥ 2, otherwise it is not dotted.
In particular, since and are associated with the local part with n(1) = 0, respectively,
in (4.112) and in (4.115), v0 is not dotted. If s > 1 and there is more than one endpoint
on scale 2, v0 is always dotted.

In order to iterate the scheme, we decompose the kernels of V(0) as in (4.121) and
then as a local part plus a remainder obtaining (4.124) and (4.125). Next, to graphical
represent the different contributions on scale 0 we introduce the following symbols on
scale 1:

if it is associated to K(S
(0)
B;c) ,

if it is associated to K(S
(0)
E;c) ,

if it is associated to K(B(0)
σ ) ,

if it is associated to K(V
(0)
B;i + V

(0)
E;i ) ,

(4.139)
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where K(S
(0)
B;c) is the kernel of S

(0)
B;c in (4.122), K(S

(0)
E;c) is the kernel of S

(0)
E;c in (4.125),

K(B
(0)
σ ) is the kernel of B

(0)
σ in (4.123) and K(V

(0)
B;i + V

(0)
E;i ) is the kernel of the sum of

V
(0)
B;i and V

(0)
E;i given in (4.126). Note that in (4.139) we used the black color for the

bulk contributions, the white color for the edge contribution and the gray color for the

kernels K(B
(0)
σ ) and K(V

(0)
B;i +V

(0)
E;i ), which are contributions irrespective of the bulk-edge

decomposition. Moreover, , and in (4.139) are the endpoints on scale 1, while

can be expanded as shown in Fig. 4.2, where the kernel K(V
(0)
B;i + V

(0)
E;i ) is expanded as

described in Fig. 4.1.
Now we can graphically represent W (−1), the kernel of (4.19), expanded in terms

1

=

1 2

R
+

1 2

R
+

1 2

R
+

1 2

R
+

1 2

R
+

1 2

R
+ · · ·

Figure 4.2: The graphical representation of the operator RW (0) defined in Eq. (4.86), with the operator
R acting on W (0) as in Fig. 4.1. Note that we are representing RW (0) as a total contribution, i.e. without
the bulk-edge decomposition.

of W (0), as in (4.28): by using the conventions of (4.139), we get the representation
illustrated in Fig.4.3.

W (−1) =

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1

v0
+ · · ·

Figure 4.3: The graphical representation of W (−1) in terms of W (0), i.e. in terms of the contributions in
(4.139). Note that now on scale 0 can be contracted also the Grassmann field in the spin source term.

Next, by using Fig. 4.2, we expand the big dots in Fig. 4.3 and we get the graphical
representation of W (−1) in terms of W (1) in Fig. 4.4.

To iterate the scheme, we decompose the kernels of V(−1) as in (4.127) and the into
the local parts plus a remainder obtainig (4.134) and (4.135) (with h = −1) and we
represent each contribution on scale 0 as
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W (−1) =

0 1

v0
+

0 1

v0
+

0 1

v0
+

0 1 2

v0 R
+

0 1 2

v0 R
+

0 1 2

v0 R
+

0 1 2

v0 R
+

0 1 2

v0 R
+

0 1 2

v0 R
+

0 1 2

v0 R
+ · · ·

Figure 4.4: The graphical representation of W (−1) in terms of W (1), i.e. in terms of the endpoints in
(4.138) and in (4.139), obtained by using Fig.4.2 in Fig.4.3.

if it is associated to K(S
(−1)
B;c ) ,

if it is associated to K(S
(−1)
E;c ) ,

if it is associated to K(B(−1)
σ ) ,

if it is associated to K(V
(−1)
B;i + V

(−1)
E;i + V (−1)

σ ) ,

(4.140)

where K(S
(−1)
B;c ) in the kernel of S

(−1)
B;c in (4.128), K(S

(−1)
E;c ) in the kernel of S

(−1)
E;c in

(4.135), K(B
(−1)
σ ) is the kernel of B

(−1)
σ in (4.130) and K(V

(−1)
B;i + V

(−1)
E;i + V

(−1)
σ ) is the

kernel of V
(−1)
B;i + V

(−1)
E;i + V

(−1)
σ in (4.135). The can be expanded until the endpoints

are reached: on scale 1 the endpoints are , and (the endpoints in (4.139)) and on
scale 2 the endpoints are , , and (the ones in (4.138)). With this procedure on
a generic scale h ≤ −1, by iterating the graphical equations analogues to the one in
Fig. 4.3 and by expanding the vertices until the endpoints are reached, we find that
W (h) can be graphically expanded in terms of trees of the kind depicted in Fig. 4.5.

For each tree with root on scale h+ 1, as the example in Fig. 4.5, we have endpoints
on scale 2 of type , , and and endpoints on scale h ≤ 1 of type , and .
Note that now the gray color is associated only to the presence of the edge spin sources,
which effectively are not decomposed in bulk and edge part. In order to not overwhelm
the figures, we prefer not to indicate explicitly the labels R at the intersections of the
branches with the dashed vertical lines.

For h ≤ 0, let T (h)
n,nσ be the set of these trees, which are called ‘GN trees’ [32–34],

where the superscript h indicates that the root v0 is on scale h + 1, and the subscripts
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h+ 1 2

v0

Figure 4.5: Example of a tree τ ∈ T (h)
5,2 with root on scale h+ 1 that appears in the tree expansion of the

kernels of the effective potential on scale h.

n and nσ indicate the number of endpoints of type (4.138) and of type spin source
respectively. A couple of important features of the GN trees:

• the root v0 is on scale h+ 1: it is the unique leftmost vertex of the tree, its degree
is s ≥ 1, i.e. v0 cannot be an endpoint, and, as we already mentioned, it may or
may not be dotted;

• n is the number of endpoints of Grassmann fields, i.e. the endpoints , , , :
the endpoints and are necessarily on scale h = 2, the endpoints and can be
on all scales h ≤ 2;

• nσ is the number of endpoints of spin sources, i.e. the endpoints , which can be
on all scales h ≤ 0;

• vertices, other than the root, with exactly one immediate successor, are called
‘trivial vertices’, otherwise they are called ‘branching vertices’;

• when either an endpoint or is on a scale h < 2, or an endpoint is on scale
h < 0, it must be connected to a branching vertex on scale h− 1.
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Tree expansion of the effective potential

In terms of these trees, we will write the expansion for W (h), thought of as a function
of v := {(νh, ζh, ηh)}h≤1 and Z̃ := {(Z̃h, Z̃1;h, Z̃2;h)}h≤0, as

W (h)[v, Z̃] =
∑

τ∈T (h)
n,nσ

W [τ ] , (4.141)

where W [τ ] := W [v, Z̃; τ ] is the ‘tree kernel’, for which we will soon give an explicit
inductive definition. For this purpose, we first need to specify some additional notations
and conventions about the GN trees:

• let Tn,nσ := ∪h≤0T
(h)
n,nσ and τ ∈ Tn,nσ denotes an element;

• let V0(τ) the set of the dotted vertices and Ve(τ) be the set of the endpoints of τ ,
so that V (τ) := Ve(τ) ∪ V0(τ) ∪ { v0 } is the set of all the vertices of the tree τ ;

• given v ∈ V (τ) we let hv be its scale;

• w ≥ v or ’w is a successor of v’ means that the (unique) path in the tree from w
to v0 passes through v;

• w . v or ’w is an immediate successor of v’ means that w > v and w and v are
directly connected;

• let Sv := {w ∈ V (τ) : w . v } be the set of the vertices w that are immediate
successors of v and |Sv| := sv denotes its cardinality;

• for any v > v0, u denotes the unique vertex such that v . u;

• for each v ∈ V0(τ), let τv ∈ T (hv−1)
n′,n′σ

be the subtree consisting of root v and w ≥ v

vertices (n′ ≤ n, n′σ ≤ ns).

Next, we need to attach labels to the tree vertices, in order to distinguish the various
contributions in the kernels, because we can chose different sets f

j
, ej , in (4.28) and in

(4.29). In particular, with each v ∈ V (τ) is associated the number nv of Grassmann
fields and the number nσv of spin sources. Let Pv be the set of Grassmann field labels: it
consists of the field positions and the ω indices of the Grassmann fields that are external
to the v vertex, i = 1, . . . , nv. Moreover, for each v ∈ V ∗(τ) we let I∗v =∈ { 0, 1 } be an
index such that if I∗v = 0, v is black and it is associated to a bulk contribution, if I∗v = 1,
v is white and it is associated to an edge contribution. The family P := {Pv }v∈V (τ) is
characterized by the following properties:

• if we consider an endpoint, vk ∈ Ve(τ), then Pvk := { (pvk)1, . . . , (pvk)nvk }, (pvk)i =
(ωi, (k, i)), with (k, i) which is the position of the Grassmann field (i is the field
position and k is the position of v within an ordered list which they belong to),
and with ωi ∈ {±i,±} if hvk = 2, ωi ∈ {±} if hvk < 2, i = 1, . . . , nvk ;
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• if we consider a vertex which is not an endpoint, v ∈ V (τ) \ Ve(τ), we let Pv ⊂
∪w∈SvPw.

Let P(τ) be the set of allowed P . We can introduce the set of the spanning trees, formed
by the contracted Grassmann fields. First of all, if v ∈ V (τ) \ Ve(τ) we define P cv :=
∪w∈SvPw \Pv as the set of the contracted Grassmann fields, such that P cv = ∅ only if v =
v0 and v0 is not dotted. If hv = 1, P cv = ∪w∈Sv { (pw)i = (ωi, (j, i)) ∈ Pw : ωi ∈ {±i } },
i.e. all and only the massive fields are contracted on scale 1. Finally, given v and w, two
different vertices in V (τ) such that Pv ∩Pw = ∅, we note that P cv ∩P cw = ∅. Next, given
P ∈ P(τ), for all v ∈ V (τ) \ Ve(τ), we let s := |Sv| and we define the set Tv

Tv = { (p1, p2), . . . , (p2s−3, p2s−2) } ⊂ (P cv )2 , (4.142)

which is called the spanning tree associated with v. If p ∈ P cv , and w(p) denotes the
unique w ∈ Sv such that p ∈ Pw, if (p, p′) ∈ Tv, w(p) and w(p′) are two distinct ver-
tices whose positions are ‘ordered’, i.e. (i, j) < (i′, j′) ((i, j) ∈ p, (i′, j′) ∈ p′). The set
{ (w(p1), w(p2)), . . . , (w(p2s−3), w(p2s)) } is the edge set of a tree whose vertex set is Sv.
Finally, we let S(τ ;P ) be the set of allowed T = {Tv }v∈V (τ)\Ve(τ).

Each v ∈ V (τ) can be associated to a bulk or an edge contribution, i.e. it can
be black or white, when it is without edge spin source fields. Then, we let V ∗(τ) :=
{ v ∈ V (τ) : nσv = 0 }, which is the set of vertices with only Grassmann fields, and V̄ (τ) :=
V (τ) \ V ∗(τ). Next, we introduce the set of the black vertices, which are associated to
the bulk contributions, V ∗B(τ) := { v ∈ V ∗(τ) : I∗v = 0 }, and the set of the white vertices,
which are associated to the edge contributions, V ∗E(τ) := { v ∈ V ∗(τ) : I∗v = 1 }, so that
V ∗(τ) = V ∗B(τ) ∪ V ∗E(τ). Consequently, we can consider V̄ (τ) as the set of the gray
vertices.

Finally we give the notation such that the tree kernels can be expressed with the
kernel indices introduced in (4.42) and (4.43). For each v ∈ V (τ), dv denotes the map
dv : Pv → { 0, 1, 2 }2. If (pv)i ∈ Pv we let (dv)i := dv((pv)i), and the reader should
think that a derivative operator ∂(dv)i acts on the Grassmann field labelled by (pv)i.
We define the families of maps D := {dv }v∈V (τ) and let dv be the tuple of components

(dv)i, i = 1, . . . , nv and Dv := ||dv||1. Given any subset of Grassmann indices P ′v ⊂ Pv,
we define dv|P ′v as the tuple whose non vanishing components are given by (dv)i ∈ dv if
(pv)i ∈ P ′v, and zero otherwise. We let dv,Pv be the map such that dv,Pv :=

⊕
w∈Sv dw|Pv

and

Dv,Pv := ||dv,Pv ||1 =
∑
w∈Sv

|| dw|Pv ||1 , (4.143)

so that Dv and Dv,Pv will play the role of the derivative indices for the tree kernels. We
let D(P , τ) be the set of ‘allowed’ D, i.e. such that W [τ ;P , T ,D] 6= 0. If D is allowed,
then it must satisfy a number of constraints. In particular, if v ∈ V0(τ), w ∈ Ve(τ) and
p ∈ Pv∩Pw, then Dv(p) ≥ Dw(p). Moreover, letting for any v ∈ V0(τ), Rv := Dv−Dv,Pv
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(see (4.143)), one has

Rv =



2 , nv + nσv = 2, Iv = 0 and Dv,Pv = 0 ,

1 , nv + nσv = 2, Iv = 0 and Dv,Pv = 1 ,

1 , nv + nσv = 4, Iv = 0 and Dv,Pv = 0 ,

1 , nv = 2, nσv = 0, Iv = 1 and Dv,Pv = 0 ,

0 otherwise ,

(4.144)

where, in order to derive a more compact notation, we assign a label Iv also to the
vertices v ∈ V̄ (τ) (also if there is not a bulk-edge decomposition for such vertices) and
then we let Iv = 0 for any v ∈ V (τ) such that nσv = 0. Note that, for the root v0, as well
Dv0,Pv0

= Dv0 , Rv0 = 0.
Finally, we assign a map y : Pv → H, y

v
denotes the tuple of components y((pv)i)

and ωv the tuple of components ω((pv)i), (pv)i ∈ Pv, i = 1, . . . , nv and we define f
v

:=

(ωv,yv,dv). If v ∈ V̄ (τ) we also define ev := (xv, jv), where xv and j
v

are the tuple of
the edge spin source variables.

Inductive definition of the tree kernels

In terms of the definitions introduced so far, we write W [τ ] in the right side of (4.141)
as

W [τ ] =
∑

P∈P(τ)

∑
T∈S(τ ;P )

∑
D∈D(τ ;P )

W [τ ;P , T ,D] , (4.145)

where W [τ ;P , T ,D] is the kernel inductively defined as follows: if sv0 := |Sv0 |, for all
i = 1, . . . , sv0 , we let f c

vi
:= f

vi
\ f

v0
be Grassmann fields contracted on scale hv0 and

f c := f c
v1
, . . . , f c

vsv0
, we get

W [τ ;P , T ,D](f
0
, e0) =

χv0αv0

sv0 !

∑
x:PSv0

→H:
x0=xv0

G(hv0 )

Tv0
(f c)

∏
v∈Sv0

Kv(fv, ev) (4.146)

where PSv0 := ∪v∈Sv0Pv, χv0 := χ(ω0 = ωv0
)χ(d0 = dv0

= d′v0
)χ(y

0
= y

v0
), αv0 and

G(hv0 )

Tv0
(f c) are defined as listed after (4.32), and

1. if hv0 = 1, v is necessarily an endpoint and the kernel is non vanishing only if
nσv0

= 0, dv0
= dv0

= 0 and

Kv(fv) =

{
K(S

(1)
v;B)(f) ∨ K(S

(1)
v;E)(f) if v is an endpoint ∨ ,

K(V
(1)
B )(f

v
) ∨ K(V

(1)
E )(f

v
) if v is an endpoint ∨ ,

(4.147)

where K(S
(1)
v;B) is the kernel of S

(1)
v;B in (4.111), K(S

(1)
v;E) is the kernel of S

(1)
v;E in in

(4.111), K(V
(1)
B ) is the kernel of V

(1)
B in (4.119) and K(V

(1)
E ) is the kernel of V

(1)
E

in (4.120);
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2. if hv0 < 1 and v is an endpoint

Kv(fv, ev) =



K(S
(hv0 )

c;B )(f
v
) ∨ K(S

(hv0 )

c;E )(f
v
) if v is ∨ and hv = hv0 + 1 ,

K(S
(1)
i;B)(f) ∨ K(S

(1)
i;E)(f)(f) if v is ∨ and hv = 2 ,

K(V
(1)
B )(f

v
) ∨ K(V

(1)
E )(f

v
) if v is ∨ and hv = 2 ,

K(B
(hv0 )
σ )(f

v
, ev) if v is and hv = hv0 + 1 ,

K(B
(0)
σ )(f

v
, ev) if v is and hv = 1 ,

(4.148)

where K(S
(hv0 )

c;B ) is one of the kernels in (4.128) (see (4.129)), K(S
(hv0 )

c;E ) is one of

the kernels of S
(hv0 )

c;E in the first line of (4.137) (see after (4.137)), K(B
(h)
σ ) is one

of the kernels of B
(h)
σ in (4.130) (see (4.131)-(??)), K(B

(0)
σ ) is the kernel of B

(0)
σ in

(4.123) and the other kernels were introduced after (4.147).

3. if hv0 < 1 and v is not an endpoint we introduce P v, T v and Dv as the restrictions
to the subtree τv of P , T and D respectively; then we introduce

D̃v := {dv,Pv } ∪ {dw }w∈V (τ):w>v0
, (4.149)

and

Kv(fv, ev) =


RBWB[τv;P v, T v, D̃v](fv)

∣∣∣
dv

if v is ,

REWE [τv;P v, T v, D̃v](fv)
∣∣∣
dv

if v is ,

RσWσ[τv;P v, T v, D̃v](fv, ev)
∣∣∣
dv

if v is ,

(4.150)

where the remainder terms where defined in (4.68),(4.85) and (4.100) andRW |dv denotes
the restriction of RW to the specific choice of dv = ((dv)1, . . . , (dv)n) with ||dv||1 = Dv.
Note that in (4.145) if s = 1, then Tv0 = ∅: if f

v1
6= f

v0
v0 is dotted while if f

v1
= f

v0

there are no contracted fields and v0 is not dotted, moreover f c
v1

= ∅ and G(1)
∅ (∅) has to

be interpreted as 1.
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Chapter 5

Bounds on the kernels of the
effective potential

In this chapter we state and prove the bounds on kernels W [τ ;P , T ,D], which are in-
ductively defined after (4.145). These bounds will be the key ingredients to obtain
a convergent tree expansion of the effective potential and then of the two-point spin
correlations, as we will prove in the next chapter 6. In order to measure the size of
W [τ ;P , T ,D], we use one of the norms introduced in 4.2.3, depending on the presence

or absence of spin source terms. Then we let || · ||]
(c]2

hv0 )
, with ] = B,E, σ be the norm

introduced, respectively, in (4.102),(4.103),(4.104) with cB = c
2 , cE = cσ = c

8 and c > 0,
and we state the following result:

Proposition 5.1 (Bounds on the kernels of the effective potential). Let W [τ ;P , T ,D] be

inductively defined as in (4.145). There exist C, κ, λ0 > 0 such that, for any τ ∈ T (h)
n,nσ ,

P ∈ P(τ), T ∈ S(τ, P ), D ∈ D(τ, P ) and |λ| ≤ λ0,

||W [τ ;P ,T ,D]||]
(c]2

hv0 )
≤ Cn

σ
v0

+neτ
1

sv0 !
2hv0dS(v0)2−hv0δv0,1 ·

·

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)(dS(v)−δv,1)


 ∏

v∈V̄ (τ):
sv=s̄v>1

22(sv−1)hve−
c
24

2hv δ(xv)

 ·

·

 ∏
v∈V ∗e (τ)

|λ|max{1,κnv}2θhv

 ∏
v∈V̄e(τ)

2−hvdS(v)

 ,

(5.1)
where neτ :=

∑
v∈Ve(τ) nv, dS(v) := 2− nv

2 −Dv − nσv
2 is the scaling dimension in (4.46)

associated with a vertex v ∈ V (τ), δv,1 = 1 if v ∈ V (τ) is such that Iv = 1 and is 0
otherwise, s̄v := | { v ∈ Sv ∩ V̄ (τ) } | and θ ∈ (0, 1).

Note that the product in the second factor in the second line is over v ∈ V̄ (τ) such

87
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that sv = s̄v > 1, i.e. over the gray branching points that are followed only by v1, . . . , vs̄v
gray vertices and that xv ∈ ∂H so that δ(xv) = |x(1)

v1 − x
(1)
v2 |+ · · · |x

(1)
vs̄v−1 − x

(1)
vs̄v |.

The rest of the chapter will be devoted to the proof of Prop. 5.1. We will start
by deriving the bounds for the kernels without spin sources in Lemma 5.2, which where
already derived in [4, Prop. 4.20], and then in Lemma 5.3 we derive the estimates for
the kernels in presence of the spin sources. The main differences due to the presence of
the spin sources are:

1. the dimensional gains associated with the gray branching points (the last factor in
the second line of (5.1)), which are related to the fact that we are not integrating
over the source positions;

2. the different factors associated with the gray endpoints (the last factor in the last
line of (5.1)), which are related to the fact that the endpoints with two Grassmann
fields are different if the two fields are both massless or one massless and one spin
source.

By recalling the tree expansion derived in (4.141), we see that the kernels W [τ ;P , T ,D]
actually depend on sequences of h−dependent parameters, v = { νh, ζh, ηh }h≤1 and

s = { Z̃h, Z̃1;h, Z̃2;h }h≤0. First of all, we will derive the bounds in terms of the explicit
expression of their endpoints (and then depending on v and s) and next, by using the
bounds on the flow of v and s and the short memory property, we will derive the bounds
as stated in Prop. 5.1. We will proceed as follows:

• in Sec. 5.1 we consider the trees without spin source endpoints and derive the
bounds on the kernels depending on v;

• in Sec. 5.2 we consider the trees with spin sources endpoints and derive the bounds
on the kernels depending on v and of s;

• in Sec. 5.3 we show that, by appropriately choosing the parameters on the first
scale, the whole sequences v and s remain bounded, uniformly in h∗.

Under these conditions, in the next chapter, we will be able to show that the resulting
expansions for two-point spin correlations are convergent, uniformly in in h∗.

5.1 Bounds on the bulk and edge kernels

In this section we derive the bounds on ||W [τ ;P , T ,D]||B
(cB2hv0 )

and on ||W [τ ;P , T ,D]||E
(cE2hv0 )

.

In Lemma 5.1 we state the bound on the bulk norms, which act on kernels associated
with trees without source endpoints and with all the vertices associated with bulk con-
tributions, i.e. trees of only black vertices. In Lemma 5.29, we derive the bound on the
edge norms, which act on kernels associated with trees with at least one vertex asso-
ciated with edge contributions, i.e. trees with white vertices. We start by deriving the
bounds on the kernels of trees without edge spin sources endpoints.
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Lemma 5.1 (Bound on the bulk kernels). For any τ ∈ Tn,0 with Iv0 = 0, the bound in
(5.1) is given by

||W [τ ;P , T ,D]||B
( c

2
2hv0 )

≤ Cn
e
τ

1

sv0 !
2hv0dS(v0)

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)dS(v)

 ·
·
∏

v∈Ve(τ)

{
vMhv−1 if v is ,

|λ|max{1,κnv} if v is ,

(5.2)

where vMhv−1 := max{|νhv−1|, |ζhv−1|, |ηhv−1|} .

Note that the presence of vMhv−1 in the bound encode the dependence on v.

Proof of Lemma 5.1. If nσv0
= 0, V̄ (τ) = ∅ and V (τ) = V ∗(τ), i.e. there are not gray

vertices in the tree. Moreover, if Iv0 = 0 all the vertices v ∈ V (τ) are black. We let

τB ∈ T (h)
n,0 be the tree with only black vertices, such that∑

τB∈T
(h)
n,0

W [τB] = W
(h)
B;(n,D),0 , (5.3)

where W
(h)
B;(n,D),0 is the bulk kernel in (4.52), and, as already mentioned, W

(h)
B;(n,D),0 =

W
(h)
∞;(n,D),0 so that we can define

W [τB;P , T ,D](f, 0) := W∞[τ ;P , T ,D](f) , (5.4)

where

W∞[τ ;P , T ,D](f
0
) =

χv0αv0

sv0 !

∑
y:∪v∈Sv0P v→Z2:

y
0
=y

v0

G(hv0 )

Tv0 ,∞
(f c)

∏
v∈Sv0

Kv(fv) , (5.5)

with the same definitions listed after (4.146) (without the source coordinates). By using
(3.67)-(3.69), GTv0 ,∞ can be bounded as

|G(hv0 )

Tv0 ,∞
(f c)| ≤

 ∏
p∈∪si=1f

c
vi
\Tv0

|γ̃(hv0 )

ω(p),y(p),dy(p)| · |γ
(hv0 )

ω′(p),y(p),dy(p)|


1/2 ∏

(p,p′)∈Tv0

|g(hv0 )

` |


≤
(
C2hv0

) 1
2

∑s
i=1 |f

c
vi
|
2
hv0

∑
p∈∪s

i=1
fc
vi

||d(p)||1
e−c2

hv0 δ(Tv0 ) ,

(5.6)
where δ(Tv0) :=

∑
(p,p′)∈Tv0

||y(p)−y(p′)||1. In (5.5) the Kv(fv) are associated with the

bulk contributions in (4.147), (4.148) and (4.150), i.e. v is a black vertex. The bulk-norm,
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as defined in (4.102), is bounded by

||W∞[τ ;P , T ,D](f
0
)||B

( c
2

2hv0 )
≤ 1

sv0 !

∑
y:PSv0

→Z2:

y(p0) fixed

e
c
2

2hv0 δ(y
v0

)|G(hv0 )

Tv0 ,∞
(f c)|

∏
v∈Sv0

|Kv(fv)| ,

(5.7)
where we perform the sum over the coordinates keeping fixed a first coordinate y(p0),
with p0 ∈ Pv0 . By using (5.6) and

δ(y
v0

) ≤ δ(Tv0) +
∏
v∈Sv0

δ(y
v
) , (5.8)

in (5.7), we get the bound

||W∞[τ ;P , T ,D](f
0
)||B

( c
2

2hv0 )
≤ 1

sv0 !
(C2hv0 )

|fc
v0
|

2 2
hv0Dv0,fcv0 ·

·
∑

y:PSv0
→Z2:

y(p0) fixed

e−
c
2

2hv0 δ(Tv0 )

 ∏
v∈Sv0

e
c
2

2hv δ(y
v0

)|Kv(fv)|

 .

(5.9)
The sum over the coordinates in the last line, by recalling that |Tv0 | = sv0 − 1, can be
bounded as

∑
y:PSv0

→Z2:

y(p0) fixed

e−
c
2

2hv0 δ(Tv0 )

 ∏
v∈Sv0

e
c
2

2hv δ(y
v0

)|Kv(fv)|

 ≤

≤

∑
y∈Z2

e−
c
2

2hv0 ||y||1

sv0−1

 ∏
v∈Sv0

∑
y:PSv0

→Z2:

y(p0) fixed

e
c
2

2hv δ(y
v0

)|Kv(fv)|

 ,

(5.10)

where we can recognize that the last factor is∑
y:PSv0

→Z2:

y(p0) fixed

e
c
2

2hv δ(y
v0

)|Kv(fv)| = ||Kv(fv)||
B
( c

2
2hv0 )

, (5.11)

see the definition of bulk norm in (4.102). In (5.9) we finally get

||W∞[τ ;P , T ,D](f
0
)||Bhv0 ≤ C

neτ
1

sv0 !
2
hv0 (

|fc
v0
|

2
+Dv0,fcv0

−2(sv0−1)) ∏
v∈Sv0

||Kv(fv)||
B
( c

2
2hv0 )

,

(5.12)
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where neτ :=
∑

v∈Ve nv. To obtain (5.12) we used that∑
y∈Z2

e−c2
hv0 ||y||1 ≤ C 2−2hv0 , (5.13)

and that C
|fc
v0
|

2
+sv0−1 ≤ C

|fc
v0
|

2
+sv0 ≤ C

∑
v∈V0

(
|fc
v
|

2
+sv) ≤ C ′

∑
v∈Ve nv .

The bounds on ||Kv(fv)||
B
( c

2
2hv0 )

are the following:

• if hv0 = 1, Kv is given by kernels of the black endpoints in (4.147): if v is we get

||v1K(S
(1)
v;B)(f

v
)||B(c) ≤ Cv

M
1 , (5.14)

where vM1 := max{|ν1|, |ζ1|, |η1|}; if v is we get

||K(V
(1)
B )(f

v
)||B(c) ≤ C

nv |λ|max{1,κnv} ; (5.15)

• if hv0 < 1 and v is an endpoint, Kv is given by the kernels of the black endpoints
in (4.148): if v is and hv = hv0 + 1 we get

||K(S
(hv0 )

c;B )(f
v
)||B

( c
2

2hv0 )
≤ C

{
2hv0 |νhv0 | if Dv = 0

max{|ζhv0 |, |ηhv0 |} if Dv = 1

≤ C ′2(hv−1)(2−nv
2
−Dv)vMhv−1 ,

(5.16)

where vMhv−1 := max{|νhv−1|, |ζhv−1|, |ηhv−1|}, and we used that nv = 2 and hv0 =
hv − 1; if v is and hv = 2 we get

||K(S
(1)
i;B)(f

v
)||B

( c
2

2hv0 )
≤||K(S

(1)
i;B)(f

v
)||B( c

2
)

≤Cv1 ≤ C2(hv−1)(2−nv
2
−Dv)v1 ;

(5.17)

if v is (and hv = 2) we get

||K(V
(1)
B )(f

v
)||B

( c
2

2hv0 )
≤ ||K(V

(1)
B )(f

v
)||B( c

2
) ≤ C

nv |λ|max{1,κnv} ; (5.18)

• if hv0 < 1 and v is not an endpoint, Kv is given by the kernel of the vertex in
(4.150), so we get

|| RBWB[τv;P v, T v, D̃v](fv)
∣∣∣
dv
||B

( c
2

2hv0 )
≤ 2−hvRv ||RWi[τv;P v, 0, T v, D̃v](fv)||

B
( c

2
2hv ) ,

(5.19)
where we used the bounds in (4.105) and the Rv defined in (4.144).
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By iterating (5.19), until the endpoints are reached, we can use the bounds (5.14)-(5.18)
in (5.12), so we get

||W∞[τ ;P , T ,D](f
0
)||B

( c
2

2hv0 )
≤ Cneτ

 ∏
v∈V0(τ)∪{v0}

1

sv!
2
hv(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

 ·
·
∏

v∈Ve(τ)

{
2(hv−1)(2−nv

2
−Dv)vMhv−1 if v is ,

|λ|max{1,κnv} if v is ,

(5.20)
where, we used that by definition Rv0 = 0 (see (4.144)). Next, we rewrite the product
in the first line of (5.20) as

∏
v∈V0(τ)∪{v0}

2
hv(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

= 2
hv0

∑
v∈V0(τ)∪{v0}

(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)·

· 2
∑
v∈V0(τ)∪{v0}

(hv−hv0 )(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

,
(5.21)

where, for all v ∈ V0(τ) ∪ {v0}, we recall the number of contracted fields, |f c
v
| =∑

w∈Sv nw − nv, and the definition of Rv in (4.144), Rv = Dv − Dv,Pv , with Dv,Pv

defined in (4.143). We can use the equalities

∑
v∈V0(τ)∪{v0}

( ∑
w∈Sv

nw − nv
)

=
∑

v∈Ve(τ)

nv − nv0 ,∑
v∈V0(τ)∪{v0}

(
Dv,fc

v
+Dv,Pv +Dv

)
=

∑
v∈V0(τ)∪{v0}

( ∑
w∈Sv

Dw +Dv

)
=

∑
v∈Ve(τ)

Dv −Dv0 ,∑
v∈V0(τ)∪{v0}

(sv − 1) =
∑

v∈Ve(τ)

nv − 1 ,

(5.22)
to rewrite the first factor in the r.h.s. of (5.21) as

2
hv0

∑
v∈V0(τ)∪{v0}

(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

= 2hv0 (2−nv0
2
−Dv0 )

∏
v∈Ve(τ)

2−hv0 (2−nv
2
−Dv) .

(5.23)
Next, let τv′ be the subtree rooted in v′ and u′ is the vertex immediately preceding v′,
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we get ∑
v∈V0(τ)∪{v0}

(hv − hv0)(
|f c
v
|

2
+Dv,fc

v
− 2(sv − 1)−Rv) =

=
∑

v∈V0(τ)∪{v0}

( ∑
v′∈V0(τ):
v′≤v

(hv′ − hu′)
)
(
|f c
v
|

2
+Dv,fc

v
− 2(sv − 1)−Rv) =

=
∑

v′∈V0(τ)

(hv′ − hu′)
∑

v∈V0(τv′ )∪{v′}

(
|f c
v
|

2
+Dv,fc

v
− 2(sv − 1)−Rv) =

=
∑

v′∈V0(τ)

(hv′ − hu′)
(
2− nv′

2
−Dv′ −

∑
v∈Ve(τv′ )

(2− nv
2
−Dv)

)
,

(5.24)

which can be used to rewrite the last factor in the r.h.s. of (5.21) as

2
∑
v∈V0(τ)∪{v0}

(hv−hv0 )(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

=

=
( ∏
v∈V0(τ)

2(hv−hu)(2−nv
2
−Dv)

)( ∏
v∈Ve(τ)

2
−

∑v′<v
v′∈V0(τ)

(hv′−hu′ )(2−
nv
2
−Dv))

.
(5.25)

With the results of (5.23) and of (5.25), the factor
∏
v∈V0(τ)∪{v0} 2

hv(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

in (5.21) can be rewritten as

2hv0 (2−nv0
2
−Dv0 )

 ∏
v∈V0(τ)

2(hv−hu)(2−nv
2
−Dv)

 ∏
v∈Ve(τ)

2−hu(2−nv
2
−Dv)

 , (5.26)

where we used that hv0 +
∑v′<v

v′∈V0(τ)(hv′ − hu′) = hu. Finally (5.20) can be rewritten as

||W∞[τ ;P , T ,D](f
0
)||Bhv0 ≤ C

neτ
1

sv0 !
2hv0 (2−nv0

2
−Dv0 )

 ∏
v∈V0(τ)

1

sv!
2(hv−hu)(2−nv

2
−Dv)

 ·
·

 ∏
v∈Ve(τ)

2−hu(2−nv
2
−Dv)

 ∏
v∈Ve(τ)

{
2(hv−1)(2−nv

2
−Dv)vMhv−1 if v is ,

|λ|max{1,κnv} if v is ,

(5.27)
and the last line can be bounded as ∏

v∈Ve(τ)

2−hu(2−nv
2
−Dv)

 ·{2(hv−1)(2−nv
2
−Dv)vMhv−1 if v is

|λ|max{1,κnv} if v is

≤
∏

v∈Ve(τ)

2(hv−hu)(2−nv
2
−Dv) ·

{
vMhv−1 if v is

2nv |λ|max{1,κnv} if v is

(5.28)
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where we used 2hv(2−nv
2
−Dv) ≥ 2−nv to bound the endpoints. Finally, by recalling that

dS(v) := 2− nv
2 −Dv if nσv = 0 for all v ∈ V (τ), we find (5.2).

Lemma 5.2 (Bound on the edge kernels). For any τ ∈ T (h)
n,0 , with Iv0 = 1, the bound in

(5.1) is given by

||W [τ ;P , T ,D]||E
( c

8
2hv0 )

≤Cneτ 1

sv0 !
2hv0dS(v0)2−hv0

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)dS(v)2−(hv−hu)δv,1

 ·
·
∏

v∈Ve(τ)


vMhv−1 if v is ,

vMhv−1(y(2)) if v is ,

|λ|max{1,κnv} if v is or ,

(5.29)
where δIv ,1 = 1 if Iv = 1, vanishes if Iv = 0, vMhv−1 was introduced after (5.2) and

vMhv−1(y(2)) := max{|νhv−1(y(2))|, |ζhv−1(y(2))|, |ηhv−1(y(2))|}.

Note that, with respect the result in (5.2), now there is a factor 2−hv0 , which is related
to the white v0 (i.e. Iv0 = 1) and there is a factor 2−(hv−hu) for each white v ∈ V (τ) (i.e.
the vertices with Iv = 1).

Proof of Lemma 5.2. If nσv0
= 0, V (τ) = V ∗(τ), i.e. there are not gray vertices in the

tree, and if Iv0 = 1 there is at least one white vertices in V (τ). We start by considering
the case when the root v0 is the only white vertex of τ : Iv0 = 1 and Iv = 0 for all

v ∈ V (τ) \ {v0}. We let τv0
E ∈ T

(h)
n,0 be the tree with the root only white vertex, and we

let

W [τv0
E ;P , T ,D](f

0
, 0) :=

χv0αv0

sv0 !

∑
y:PSv0

→H:
y

0
=y

v0

(
G(hv0 )

Tv0
(f c)− G(hv0 )

Tv0 ,∞
(f c)

) ∏
v∈Sv0

Kv(fv, 0) ,

(5.30)
be the difference between the kernel in (4.146) and the kernel in (5.5) evaluated for the
tree obtained by changing from white to black the color of v0 in τv0

E . Since Iv = 0 for
each v ∈ V (τ) \ {v0} each Kv(fv) in (5.30) is associated with a bulk contribution in

(4.147), (4.148) and (4.150). Let |G(hv0 )

Tv0
− G(hv0 )

Tv0 ,∞
| := |G(hv0 )

Tv0
(f c)− G(hv0 )

Tv0 ,∞
(f c)|, by using

(5.6) and the analogous bound for G(hv0 )

Tv0
, the bound for the difference is given by

|G(hv0 )

Tv0
− G(hv0 )

Tv0 ,∞
| ≤ (C2hv0 )

1
2

∑s
i=1 |f

c
vi
|
2
hv0

∑
p∈∪s

i=1
fc
vi

||d(p)||1
e
−c2hv0 (δ(Tv0 )+δ(y(fc

v0
),∂H))

,

(5.31)
where y(f c

v0
) is the tuple with elements y(p), p ∈ f c

v0
, δ(Tv0) was defined after (5.6) and

δ(y(f c
v0

), ∂H) := dist(y(f c
v0

), ∂H) (see [4, Lemma 4.16] for the details). The edge-norm,
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as defined in (4.103), of the kernel in (5.30) is bounded by

||W [τv0
E ;P , T ,D](f

0
)||E

( c
8

2hv0 )
≤ 1

sv0 !

∑
y:PSv0

→H:

y
(1)
p0

fixed

e
c
8

2hv0 δE(y
v0

)|G(hv0 )

Tv0
− G(hv0 )

Tv0 ,∞
|
∏
v∈Sv0

|Kv(fv)| ,

(5.32)

where in the sum over the coordinates we fix only x
(1)
p0 , which is the horizontal component

of y(p0), with p0 ∈ f cv0
such that dist(y(f c

v0
), ∂H) = dist(y(p0), ∂H) = y

(2)
p0 . By using

(5.31) and

δE(y
v0

) ≤ δ(Tv0) + δ(y(f c
v0

), ∂H) +
∑
v∈Sv0

δ(y
v
) , (5.33)

in (5.32), we get the bound

||W [τv0
E ;P , T ,D](f

0
)||E

( c
8

2hv0 )
≤ 1

sv0 !
(C2hv0 )

|fc
v0
|

2 2
hv0Dv0,fcv0 ·

·
∑

y:PSv0
→H:

y
(1)
p0

fixed

e
− 7

8
c2hv0 (δ(Tv0 )+δ(y(fc

v0
),∂H))

 ∏
v∈Sv0

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 .

(5.34)
To bound the sum over the coordinates in the last line, and proceed as in (5.9) we have to
introduce some special field labels. We let p̃w0 := p0 with w0 ∈ Sv0 such that p0 ∈ Pw0 .
By recalling the definition of the set spanning tree in (4.142), we start by considering
all the pairs of field indices (p, p′) ∈ Tv0 with p ∈ Pw0 : each field label p′ will belong to
a set Pwi , wi ∈ V (τ) \ {w0}, i = 1, . . . , n0, n0 := |Sw0 ∩ Tv0 | and we can define p̃wi := p′.
Then we consider all the pairs of field indices (p, p′) ∈ Tv0 with p ∈ Pwi : this time each
field label p′ will belong to a set Pwj , wj ∈ V (τ) \ ({w0} ∪ {wi }n0

i=1), j = n0 + 1, . . . , n1,
n1 := |∪n0

i=1Swi∩Tv0 |, and we define p̃wj := p′. Iterating these definition until all the field
labels of the spanning tree are covered, we obtain the field labels p̃w0 , p̃w1 , . . . , p̃w|Tv0 |

,

which will be the coordinates to fix in order to exchange the summation in (5.34). Then,
we get the bound

∑
y:PSv0

→H:

y
(1)
p0

fixed

e
− 7

8
c2hv0 (δ(Tv0 )+δ(y(fc

v0
),∂H))

 ∏
v∈Sv0

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 ≤

≤

∑
y∈H

e−
7
8
c2hv0 ||y||1

sv0−1 ∞∑
y(2)=1

e−
7
8
c2hv0 y(2)


 ∏
v∈Sv0

∑
y:PSv0

→H:

y(p̃v) fixed

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 ,

(5.35)
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where we used that |Tv0 | = sv0 − 1. Finally we recognize that the last factor is∑
y:PSv0

→H:

y(p̃v) fixed

e
c
8

2hv0 δ(y
v
)|Kv(fv, 0)| = ||Kv(fv, 0)||B

( c
8

2hv0 )
, (5.36)

which is similar to the one in (5.11), with the only difference that now the sum is over
the coordinates on the half plane: however, it can be bounded exactly as in (5.14)-(5.18).
With these results in (5.34) we get

||W [τv0
E ;P , T ,D](f

0
)||E

( c
8

2hv0 )
≤ Cn

e
τ 2−hv0

 ∏
v∈V0(τ)∪{v0}

1

sv!
2
hv(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

 ·
·
∏

v∈Ve(τ)

{
2(hv−1)(2−nv

2
−Dv)vhv−1 if v is ,

|λ|max{1,κnv} if v is ,

(5.37)
where we used (5.13), namely

∞∑
y(2)=1

e−
7
8
c2hv0 y(2) ≤ C2−hv0 , (5.38)

to get the factor 2−hv0 in (5.51): this is the main difference with respect to (5.2), and it
is due to the withe color of v0.
Now we consider the case when the root v0 is not the only white vertex of τ : Iv0 = 1

and Iv = 1 for some v ∈ V (τ) \ {v0}. We let τE ∈ T (h)
n,0 be the tree with more than one

white vertex, and we let

W [τE ;P , T ,D](f
0
) =

χv0αv0

sv0 !

∑
y:PSv0

→H:
y

0
=y

v0

G(hv0 )

Tv0
(f c)

∏
v∈Sv0

Kv(fv) , (5.39)

with the same definitions listed after (4.146). Now, each v ∈ Sv0 can be either black or
white: we let SBv0

:= { v ∈ Sv0 : Iv = 0 } and SEv0
:= { v ∈ Sv0 : Iv = 1 }, be the subsets

of black and white vertices of Sv0 , so that Sv0 = SBv0
∪ SEv0

and SBv0
∩ SEv0

= ∅. By the
definition in (4.103), the edge-norm of the kernel in (5.39) is bounded by

||W [τE ;P , T ,D](f
0
)||E

( c
8

2hv0 )
≤ 1

sv0 !

∑
y:PSv0

→H:

y
(1)
p0

fixed

e
c
8

2hv0 δE(y
v0

)|G(hv0 )

Tv0
(f c)|

∏
v∈Sv0

|Kv(fv)| ,

(5.40)

where in the sum over the coordinates we fix y
(1)
p0 , which is the horizontal component of

y(p0), with p0 ∈ Pw0 and w0 ∈ SEv0
.By using (3.67)-(3.69), |G(hv0 )

Tv0
(f c)| can be bounded
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as in (5.6), with the difference that the coordinates are in the half-plane: with this result
and the following inequality

δE(y
v0

) ≤ δ(Tv0) +
∑
v∈SBv0

δ(y
v
) +

∑
v∈SEv0

δE(y
v
) , (5.41)

in (5.40), we get the the bound

||W [τE ;P , T ,D](f
0
)||E

( c
8

2hv0 )
≤ 1

sv0 !
(C2hv0 )

|fc
v0
|

2 2
hv0Dv0,fcv0 ·

·
∑

y:PSv0
→H:

y
(1)
p0

fixed

e−
7
8
c2hv0 δ(Tv0 )

 ∏
v∈SBv0

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 ∏
v∈SEv0

e
c
8

2hv0 δE(y
v
)|Kv(fv)|

 .

(5.42)
To bound the sum in the last line we proceed as after (5.34), but now p0 ∈ Pw0 , w0 ∈ SEv0

and each field label in p̃w1 , . . . , p̃w|Tv0 |
can be associated with a black or white vertex,

i.e. wi ∈ SBv0
or wi ∈ SEv0

, i = 1, . . . , |Tv0 |. Then, we get the bound

∑
y:PSv0

→H:

y
(1)
p0

fixed

e−
7
8
c2hv0 δ(Tv0 )

 ∏
v∈SBv0

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 ∏
v∈SEv0

e
c
8

2hv0 δE(y
v
)|Kv(fv)|

 ≤

≤
(∑

y∈H
e−

7
8
c2hv0 ||y||1

)|SBv0 |( ∑
y∈H:

y(2) fixed

e−
7
8
c2hv0 ||y||1

)|SEv0 |−1
·

·

 ∏
v∈SBv0

∑
y:PSv0

→H:

y(p̃v)fixed

e
c
8

2hv0 δ(y
v
)|Kv(fv)|



∏
v∈SEv0

∑
y:PSv0

→H:

y
(1)
p̃v

fixed

e
c
8

2hv0 δE(y
v
)|Kv(fv)|

 ,

(5.43)
where we used that |Tv0 | = |SBv0

|+ |SEv0
| − 1. Then, by recalling the definitions in (4.102)

and (4.103) and by using the bounds (5.13) and (5.38), in (5.43) we get the bound

∑
y:PSv0

→H:

y
(1)
p0

fixed

e−
7
8
c2hv0 δ(Tv0 )

 ∏
v∈SBv0

e
c
8

2hv0 δ(y
v
)|Kv(fv)|

 ∏
v∈SEv0

e
c
8

2hv0 δE(y
v
)|Kv(fv)|



≤ (C2−2hv0 )|S
B
v0
|(C2−hv0 )(|SEv0 |−1)

 ∏
v∈SBv0

||Kv||B( c
8

2hv0 )

 ∏
v∈SEv0

||Kv||E( c
8

2hv0 )

 .

(5.44)
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The bound on ||Kv||B( c
8

2hv0 )
are the same as the ones in (5.14)-(5.18) and the bounds on

||Kv||E( c
8

2hv0 )
are the following:

• if hv0 = 1, Kv is given by the kernels of the white endpoints in (4.147): if v is we
get

||v1K(S
(1)
v;E)(f

v
)||E( c

4
) ≤ Cv

M
1 (y(2)) , (5.45)

where vM1 (y(2)) := max{|ν1(y(2))|, |ζ1(y(2))|, |η1(y(2))|}; if v is we get

||K(V
(1)
E )(f

v
)||E( c

4
) ≤ C

nv |λ|max{1,κnv} ; (5.46)

• if hv0 < 1 and v is an endpoint, Kv is given by the kernels of the white endpoints
in (4.148): if v is and hv = hv0 + 1 we get

vhv0
K(S

(hv0 )

c;E )(f
v
)||E

( c
8

2hv0 )
≤ C ′2(hv−1)(2−nv

2
−Dv)ṽMhv−1(y(2)) , (5.47)

where ṽMhv−1(y(2)) := max{|νhv−1(y(2))|, |ζhv−1(y(2))|, |ηhv−1(y(2))|}; if v is and
hv = 2 we get

||v1K(S
(hv0 )

i;E )(f
v
)||E

( c
8

2hv0 )
≤ ||v1K(S

(hv0 )

i;E )(f
v
)||E( c

8
) ≤ Cṽ

M
1 (y(2)) , (5.48)

where ṽM1 (y(2)) := max{|ν1(y(2))|, |ζ1(y(2))|, |ηhv−1(y(2))|}; if v is (and hv = 2) we
get

||K(V
(1)
E )(f

v
)||E

( c
8

2hv0 )
≤ ||K(V

(1)
E )(f

v
)||E( c

4
) ≤ C

nv |λ|max{1,κnv} ; (5.49)

• if hv0 < 1 and v is not an endpoint, Kv is given by the kernel of the vertex in
(4.150), so we get

|| REWE [τv;P v, T v, D̃v](fv)
∣∣∣
dv
||E

( c
8

2hv0 )
≤ 2−hvRv ||WE;i[τv;P v, T v, D̃v](fv)||

E
( c

8
2hv ) .

(5.50)

By iterating (5.50), until the endpoints are reached, we can use the bounds in (5.45)-

(5.49) in (5.44) for the edge norms. Moreover if we rewrite (C2−2hv0 )|S
B
v0
|(C2−hv0 )(|SEv0 |−1)

in (5.44) as Csv0 2−2hv0 (sv0−1)2−hv0 2hv0 |S
E
v0
|, we get the bound

||W [τv0
E ;P , T ,D](f

0
)||E

( c
8

2hv0 )
≤ Cneτ 2−hv0 2|S

E
v0
|hv0 ·

·

 ∏
v∈V0(τ)∪{v0}

1

sv!
2
hv(
|fc
v
|

2
+Dv,fc

v
−2(sv−1)−Rv)

 ·
·
∏

v∈Ve(τ)

2−δIv,1hv


2(hv−1)(2−nv

2
−Dv)vMhv−1 if v is ,

2(hv−1)(2−nv
2
−Dv)ṽMhv−1(y(2)) if v is ,

|λ|max{1,κnv} if v is or ,

(5.51)
which can be rewritten by using the results in (5.21)-(5.26) and in (5.28) and the defi-
nition of scaling dimension dS(v) after (5.1), thus obtaining (5.29).
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5.2 Bounds on the spin source kernels

We are now able to derive the bounds on ||W [τ ;P , T ,D]||σ
(cσ2hv0 )

, which are the bounds

on the source norms that acts on kernels associated with trees with edge spin source
endpoints, i.e. trees with gray vertices.

Lemma 5.3 (Bounds on the source kernels). For any τ ∈ T (h)
n,nσ , with nσ > 0, the bound

in (5.1) is given by

||W [τ ;P ,T ,D]||σ
( c

8
2hv0 )

≤ Cn
σ
v0

+neτ
1

sv0 !
2hv0dS(v0)

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)(dS(v)−δv,1)

 ·

·

 ∏
v∈V̄ (τ):
sv=s̄v>1

22(sv−1)hve−
c
24

2hv δ(xv)

 ∏
v∈Ve(τ)


vMhv−1 if v is ,

vMhv−1(y(2)) if v is ,

|λ|max{1,κnv} if v is or ,

2−(hv−1)dS(v)sMhv−1 if v is ,

(5.52)
where sMhv−1 := max { | Z̃hv−1|, |Z̃1;hv−1|, |Z̃2;hv−1| }.

Note that in the second line of (5.52) there is a factor 22(sv−1)hve−
c
24

2hv δ(xv) for each
gray vertex v which is a branching vertex followed by s̄v gray vertices: it is related
to the fact that there are not integrations over the spin source coordinates x1, . . . ,xs̄v .
Moreover, by recalling that the spin sources are located at the edge of the half-plane we

get that the distance dist(x1, . . . ,xs̄v) simply equals dist(x
(1)
1 , . . . , x

(1)
s̄v ).

The bound in (5.52) differs form the similar bounds derived in [9] and in [34, Cap.12],
for the two-point correlation in infinite domains: in fact here we take into account the
presence of the edge of the domain, which allows us to derive an extra gain factor for
each white vertex (when δv,1 = 1).

Proof of Lemma 5.3. If nσv0
6= 0, V (τ) = V̄ (τ)∪ V ∗(τ) and v0 ∈ V̄ (τ), i.e. if there is any

gray vertex in the tree, the root has to be gray. The tree τ ∈ T (h)
n,nσ is than a tree with

gray, white and black vertices, as the one in Fig. 4.5, whose kernel is defined in (4.146),
namely

W [τ ;P , T ,D](f
0
, e0) =

χv0αv0

sv0 !

∑
y:PSv0

→H:
y

0
=y

v0

G(hv0 )

Tv0
(f c)

∏
v∈Sv0

Kv(fv, ev) . (5.53)

The source-norm of the kernel in (5.53) can be bounded by

||W [τ ;P , T ,D](f
0
, e0)||σ( c

8
2hv0 ) ≤

1

sv0 !

∑
y:PSv0

→H
2
c
8
hv0δ(yv0

,xv0
)|G(hv0 )

Tv0
(f c)|

∏
v∈Sv0

|Kv(fv, ev)| ,

(5.54)
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where, by recalling the definition of the source norm in (4.104), the sum over the
Grassmann positions is without any fixed coordinate. By using in (5.54) the bound

for |G(hv0 )

Tv0
(f c)| similar to the one in (5.6) and the following inequality

δ(y
v0
,xv0

) ≤ −1

3
δ(xv0

)+
4

3

(
δ(Tv0)+

∑
v∈S̄v0

δ(y
v
,xv)+

∑
v∈SBv0

δ(y
v
)+

∑
v∈SEv0

δE(y
v
)
)
, (5.55)

we get the bound

||W [τ ;P , T ,D](f
0
, e0)||σ( c

8
2hv0 ) ≤

1

sv0 !
(C2hv0 )

|fc
v0
|

2 2
hv0Dv0,fcv0 e−

c
24
δ(xv0

)·

·

 ∑
y:PSv0

→H
e−

5
6
c2hv0 δ(Tv0 )

 ∏
v∈S̄v0

e
c
6

2hv0 δ(y
v
,xv)|Kv(fv, ev)|

 ·
·

 ∏
v∈SBv0

e
c
6

2hv0 δ(y
v
)|Kv(fv)|

 ∏
v∈SEv0

e
c
6

2hv0 δE(y
v
)|Kv(fv)|

 .

(5.56)
To bound the sum over the Grassmann positions in the curly brackets, we proceed to
chose the field labels p̃ as illustrated after (5.34) and after (5.42). Now p0 ∈ Pw0 ,
w0 ∈ S̄v0 and each field label in p̃w1 , . . . , p̃w|Tv0 |

can be associated either to a black, or a

white or a gray vertex, i.e. wi ∈ SBv0
or wi ∈ SEv0

or wi ∈ S̄v0 , i = 1, . . . , |Tv0 |. Note that
Sv0 = SBv0

∪ SEv0
∪ S̄v0 and that SBv0

∩ SEv0
∩ S̄v0 = ∅, so that |Tv0 | = |SBv0

|+ |SEv0
|+ s̄v − 1

(s̄v was introduced after (5.52)). Then we get the following bound for the expression in
the curly brackets of (5.56):

(∑
y∈H

e−
5
6
c2hv0 ||y||1

)|SBv0 |( ∑
y∈H:

y(2) fixed

e−
5
6
c2hv0 ||y||1

)|SEv0 | · (∑
y∈H

e−
5
6
c2hv0 ||y||1

)s̄v−1
·

·

 ∏
v∈SBv0

∑
y:PSv0

→H:

y(p̃v)fixed

e
c
6

2hv0 δ(y
v
)|Kv(fv)|



∏
v∈SEv0

∑
y:PSv0

→H:

y
(1)
p̃v

fixed

e
c
6

2hv0 δE(y
v
)|Kv(fv)|

 ·
 ∏
v∈S̄v0

∑
y:PSv0

→H
e
c
6

2hv0 δ(y
v
,xv)|Kv(fv, ev)|

 .

(5.57)

The first line can be bounded as (C2−2hv0 )|S
B
v0
|(C2−hv0 )(|SEv0 |), because, for the purpose

of an upper bound, we replace
(∑

y∈H e
− 5

6
c2hv0 ||y||1

)s̄v−1
by the factor 1, i.e. we separate

the spanning tree Tv0 into Tv1 , . . . , Tvs̄v , and each Tvi contains exactly one vertex v with
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nσv > 0. Moreover (C2−2hv0 )|S
B
v0
|(C2−hv0 )(|SEv0 |) can be rewritten as

Csv0 2−2hv0 (sv0−s̄v)2hv0 |S
E
v0
| . (5.58)

In the second line of (5.57) we recognize the bulk and edge norms, namely ||Kv||B( c
6

2hv0 )

and ||Kv||E( c
6

2hv0 )
, which can be bounded respectively as in (5.14)-(5.18) and in (5.45)-

(5.50). Finally, in the last line of (5.57), we recognize in the definition of source norm
in (4.104): ∑

x:∪v∈Sv0Pv→H
e
c
6

2hv0 δ(y
v
,xv)|Kv(fv, ev)| = ||Kv(fv, ev)||

σ
( c

6
2hv0 )

, (5.59)

which can be bounded as follows:

• if hv0 = 0, hv = 1 and v is an endpoint , Kv is given by the kernel in the last
line of (4.148), and we get

||K(B(0)
σ )(f

v
, ev)||σ( c

6
2hv0 )

≤ |||K(B(0)
σ )(f

v
, ev)||σ( c

6
) ≤ C|s

M
0 | , (5.60)

where sM0 ≡ |Z̃0|;

• if hv0 < 0 and v is an endpoint, Kv is given by one of the kernels of on hv = hv0 +1
in (4.148) and we get

||K(B
(hv0 )
s )(f

v
, ev)||σ( c

6
2hv0 )

≤ C

{
|Z̃σhv0 | if Dv = 0

max{|Z̃1
hv0
|, |Z̃2

hv0
|} if Dv = 1

≤ C ′2(hv−1)(2−nv+nσv
2
−Dv)2−(hv−1)(2−nv+nσv

2
−Dv)sMhv−1 ,

(5.61)

with sMhv−1 := max{|Z̃hv−1|, |Z̃1
hv−1|, |Z̃2

hv−1|}, and note that in the last inequality
we used the fact that nv + nσv = 2 and hv0 = hv − 1;

• finally if hv < 0 and v is not an endpoint, Kv is given by the kernel of the vertex
in (4.150) and we get

|| RWσ[τv;P v, T v, D̃v](fv, ev)
∣∣∣
dv
||σ

( c
6

2hv0 )
≤

≤ 2−hvRv ||RWσ[τv;P v, T v, D̃v](fv, ev)||
σ
( c

6
2hv ) .

(5.62)

By iterating (5.62), until the endpoints are reached, we can use the bounds in (5.60)-
(5.61), as well as the results mentioned after (5.57), so that we can proceed as in proves
of Lemma 5.1 and of Lemma 5.2 (in particular by using the results in (5.21)-(5.26) and
in (5.28) and the definition of scaling dimension after (5.1)), so we get (5.52).
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5.3 The Beta functions

To prove Prop. 5.1 we are left with derive the bounds on vMh , ṽMh (y(2)) and sMh in the
r.h.s. of (5.52). The proof of the bounds on vMh and ṽMh (y(2)), which are related respec-
tively to the endpoints and , was already derived in [4], so here we illustrate only
how to derive the bounds on sMh .

We start by recalling the definition of s, which is such that the local part of the
effective spin source in (4.130) is given by the sum of the relevant term in (4.131) and
the marginal term in (4.133): the GN tree expansion for the kernels of (4.130) imply the
following equations:∑

τ∈T (−1)
n,1

LW [s, v; τ ] =Z̃−1

∑
f∈M

∑
e∈MS

LσW (−1)
(1,0),1(f ; e) ,

(5.63)

and, for all h ≤ −2,∑
τ∈T (h)

n,1

LW [s, v; τ ] = Z̃h
∑
f∈M

∑
e∈MS

LσW (h)
(1,0),1(f ; e)+

+ Z̃1;h

∑
f∈M :

|d(1)
1 |+|d

(1)
2 |=1

∑
e∈MS

LσW (h)
(1,1),1(f ; e) + Z̃2;h

∑
f∈M :

|d(2)
1 |+|d

(2)
2 |=1

∑
e∈MS

LσW (h)
(1,1),1(f ; e) ,

(5.64)
where in the left sides of (5.63) and of (5.64) the sums are only over the trees with
exactly one spin source endpoint and n ≥ 0 Grassmann field endpoints. Note that in
(5.63) we have only the kernel associated with the relevant contribution while in (5.64) we
have also the marginal contributions. The left sides of these equations can be naturally
thought of as functions of s or, better, of the restriction of s to the scales larger than h.
Therefore, these are recursive equations for the components of s: given Z̃0, Z̃1;−1, Z̃2;−1,
one can in principle construct the whole sequence s. The same discussion can be done
for the sequence v, defined by (4.128) and (4.129): the beta function equations and
the bounds were derived in [4, Prop.(4.11-4.12], here we just present the bound we are
interested in: for a particular choice of the counterterms ν1, ζ1, η1 introduced in (4.117),
for θ ∈ (0, 1) and Cθ > 0 holds

|vMh | ≤ Cθ|λ|2θh , (5.65)

and an analogous bound holds for ṽMhv−1(y(2)) (see [4, Eq.(4.1.9)]).

To derive the same bound on sMh , we will use the fact that, by the definitions of the
tree expansion (in particular the definition of ‘allowed’ derivatives before Eq. (4.144)),
the sum over the GN trees in (5.64) is absolutely convergent for all h ≤ 0. Moreover,
the constants on the first scale Z̃0, Z̃1;−1 and Z̃2;−1 are real analytic in λ and bounded
as |Z̃0| ≤ C0, |Z̃j;−1| ≤ C0, with j = 1, 2, for all |λ| ≤ λ0 and some C0 > 0. Then,
we distinguish the trees involved in the sums in the left sides of (5.63) and of (5.64): if

h < −1 the contribution from the trees in T (h)
n,1 equals
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• Z̃h+1, Z̃1;h+1, Z̃2;h+1, if τ ∈ T (h)
0,1 , i.e. if τ is the tree with exactly one endpoint on

scale hv = h+ 2;

• βσh+1[s, v], βσ1;h+1[s, v], βσ2;h+1[s, v], if τ ∈ T (h)
n≥1,1, i.e. if τ is the tree with one endpoint

and at least one Grassmann endpoint of type , , or .

Therefore, for all h < −2, we can write the recursive equations

Z̃h+1 + βσh+1[s, v] = Z̃h , Z̃j;h+1 + βσj;h+1[s, v] = Z̃j;h , (5.66)

for j = 1, 2. Then, by using (5.65), we get that, for θ ∈ (0, 1) and for all h ≤ −1

|βσh [s, v]| ≤ Cθ|λ|2θh max
h′≥h
{|Z̃h′ |} , |βσj;h[s, v]| ≤ Cθ|λ|2θh max

h′≥h
{|Z̃j;h′ |} , (5.67)

with j = 1, 2. If h = 0, we get Z̃0 = 1, |βσ0 [s, v]| ≤ C|λ| and Z̃j;0 = 0 for j = 1, 2 (as we
can easily check by (4.123)). Eqs. (5.66) and (5.67) immediately imply that { Z̃h }h≤−1

and { Z̃j;h }h≤−2 with j = 1, 2, are Cauchy sequences, whose elements are real analytic
in λ for |λ| ≤ λ0. Then we let

Z̃−∞ = Z̃−∞(λ) := lim
h→−∞

Z̃h , Z̃j;−∞ = Z̃j;−∞(λ) := lim
h→−∞

Z̃j;h , j = 1, 2 , (5.68)

which are real analytic in λ, and we get

|Z̃h − Z̃−∞| ≤ C|λ|2θh , |Z̃j;h − Z̃j;−∞| ≤ C|λ|2θh , j = 1, 2 , (5.69)

with (say) θ = 3/4. Note that if h = 0 in (5.69) we get |Z̃−∞| ≤ 1 +C|λ| and |Z̃j;−∞| ≤
C|λ|; moreover combining the bounds obtained above and recalling the definition sMh :=
max { Z̃h, Z̃1;h, Z̃2;h } we get that

sMh ≤ C . (5.70)

To conclude the proof of (5.1), in the product over the endpoints of (5.52) we can use
the bound (5.70) for each sMhv−1 and the bound (5.65) for each vMhv−1 and ṽMhv−1(y(2)).



104CHAPTER 5. BOUNDS ON THE KERNELS OF THE EFFECTIVE POTENTIAL



Chapter 6

The two-point edge spin
correlation

In this chapter we derive the explicit expression of the two-point edge spin correlation,
proving the main result in Thm. 1.1. In particular, we will see that the explicit expres-
sion of the dominant contribution of 〈σ̃x1 σ̃x2〉βc(λ) can be derived by the propagator of

the massless fields ϕ−x1
and ϕ−x2

, which are exactly the massless fields that do not vanish
at the boundary of the half-plane (see (3.47)). We will derive also the correction term of
〈σ̃x1 σ̃x2〉βc(λ) by the tree expansion for the kernels of the correlation function: it will be
very similar to the tree expansion of the effective potential introduced in Chap. 4 and
will admit bound analogous to the ones for the tree kernels of the effective potential of
Chap. 5.

Given any ordered pair (x1,x2) of distinct points at the edge of the half-plane, the
two-point edge spin correlation is given by the following derivatives

〈σ̃x1 σ̃x2〉βc(λ) =
∂2

∂Ψx1∂Ψx2

log Ξλ(Ψ)

∣∣∣∣
Ψ=0

, (6.1)

as derived in Lemma 2.3. Moreover, by recalling the definition of the perturbed gener-
ating function in (3.81) with A = Ã = 0, namely

Ξλ(Ψ) = C

∫
Pc(dϕ)Pc(dξ) e

Sv(Φ)+V (Φ)+Ψx1ϕ−,x1+···+Ψxnσ ϕ−,xnσ , (6.2)

we can easily check that (6.1) implies the following identity

〈σ̃x1 σ̃x2〉βc(λ) = 〈ϕ−,x1ϕ−,x2〉βc(λ) , (6.3)

where the 〈·〉βc(λ) is with respect the Grassmann measure in (3.72).
Note that in (6.2) we wrote the spin source Bσ(ϕ; Ψ), defined in (3.76), as Ψx1ϕ−,x1 +
· · · + Ψxnσϕ−,xnσ , with x1, . . . ,xnσ ∈ ∂H and nσ ∈ 2N, since in (6.1) we are interested

105
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in some specific derivatives at Ψ = 0.

In the following Prop. 6.1, we will derive the explicit expression of 〈ϕ−,x1ϕ−,x2〉βc(λ)
and decompose it into a dominant and subdominant contributions. These contributions,
by using (6.3), will be related to the two-points edge spin correlation of Thm. 1.1.
For the correlations in the r.h.s. of (6.3) we can state the following result:

Proposition 6.1 (Correlations of the Grassmann fields at the boundary). Given any
ordered pair (x1,x2) of distinct points x1,x2 ∈ ∂H, we can write the perturbed correlation
〈ϕ−,x1ϕ−,x2〉βc(λ) as

〈ϕ−,x1ϕ−,x2〉βc(λ) = (Z̃−∞)2 〈ϕ−,x1ϕ−,x2〉
0
βc(0) +Rσ(x1,x2) , (6.4)

where Z̃−∞ 〈ϕ−,x1ϕ−,x2〉
0
βc(0) is the dominant contribution and Rσ(x1,x2) is the sub-

dominant contribution. Moreover, Z̃−∞ is defined in (5.68), the two-point unperturbed

correlation is given by 〈ϕ−,x1ϕ−,x2〉
0
βc(0) :=

∑0
hσ=h∗−1 g

(hσ)
−− (x1,x2) , where g

(hσ)
−− (x1,x2)

is the single scale propagator in (3.56), and the subdominant contribution is given by
Rσ(x1,x2) :=

∑0
hσ=h∗−1R

(hσ)(x1,x2), where the single scale correction |R(hσ)(x1,x2)|
can be bounded as

|R(hσ)(x1,x2)| ≤ C|λ|2hσ(1+θ)e−c2
hσ δ(x1,x2) , (6.5)

where δ(x1,x2) := |x1 − x2|.

Note that, since g
(hσ)
−− (x1,x2) admits the following bound

|g(hσ)
−− (x1,x2)| ≤ C2hσe−c2

hσ δ(x1,x2) , (6.6)

and a similar matching lower bound could be obtained along the lines of Subsections 3.2.2
and 3.2.3 (and Appendix C). Note that in the bound (6.5) there is a factor 2hσ(1+θ) and
in the bound (6.6) there is a factor 2hσ : in the following, by comparing the asymptotic
behavior of the sum over the scales, it will be clear why Rσ(x1,x2) is called “subdomi-
nant contribution”.

The result in Prop. 6.1 for the two points Grassmann correlations at the boundary
is similar to the one obtained for the two points Grassmann correlations on the infinite
plane in [9] e reviewed in [34, Chap.12], where is also studied the emergence of new
critical indices in the Schwinger functions. The original contribution of this chapter is
to include the edge contributions, which are originated from the presence of a boundary
and require to be treated with the methods introduced in [4] for the energy correlations.

Moreover, with the results in Prop. 6.1 we are able to prove the main result in
Thm. 1.1: first of all, by using the correspondence in (6.3), we can rewrite (6.4) as

〈σ̃x1 σ̃x2〉βc(λ) = (Z̃−∞)2 〈σ̃x1 σ̃x2〉
0
βc(0) +Rσ(x1,x2) . (6.7)
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Then, we can bound Rσ(x1,x2) as

|Rσ(x1,x2)| ≤ Cθ
(

1

|x1 − x2|

)(1+θ)

, (6.8)

where to bound the sum over hσ of the single scale correction in (6.5), we used the fact
that, for any α, δ > 0,∑

hσ∈Z
2αhσe−2hσ δ ≤ 2α

∫ ∞
−∞

dt 2αte−2tδ =
2αΓ(α)

log 2

(
1

δ

)α
. (6.9)

Finally, in order to obtain the same result of Eq. (1.8) we chose Z̃σ(λ) = Z̃−∞(λ)
Z (Z̃−∞(λ)

was defined in (5.68) and Z was introduced after (3.71)) and we write out the dependence
from the lattice spacing a: we properly rescale the distances by a and the edge spin
observables by a−1/2 (see (2.50)).
To prove Prop. 6.1 we do the following:

• in Sec. 6.1, we introduce the tree expansion for log Ξλ(Ψ) in (6.1), which is similar
to the one of the effective potential illustrated in 4.3.2, and by using the derivatives
with respect the spin sources Ψx1 and Ψx2 we identify in the expansion the tree
kernels we are interested in;

• in Sec. 6.2, we focus on the contributions associated with the trees with exactly
two spin source endpoints: we extract the dominant term and we use the estimates
in Prop. 3.1 for the propagators and in (5.69) for the coupling constants to bound
the subdominant terms;

• in Sec. 6.3 we consider the contributions associated with the trees with also the
Grassmann endpoints: they will be related to the subdominant terms and will be
bounded by using the results derived in Prop. 5.1 for the effective potential.

6.1 The tree expansion

By using the multiscale procedure introduced in Sec. 4.1 for the effective potential, we
can write log Ξλ(Ψ) in the r.h.s. of (6.1) as

log Ξλ(Ψ) =
0∑

hσ=h∗−1

∑
nσ≥1

S(hσ)
nσ (x1, . . . ,xnσ)

nσ∏
i=1

Ψxi , (6.10)

with x1, . . . ,xnσ ∈ ∂H. By deriving (6.10) with respect to the spin source fields Ψx1 and
Ψx2 we get

〈ϕ−,x1ϕ−,x2〉βc(λ) =
∂2

∂Ψx1∂Ψx2

log Ξλ(Ψ)

∣∣∣∣
Ψx1=Ψx2=0

=

0∑
hσ=h∗−1

S
(hσ)
2 (x1,x2) , (6.11)
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where S
(hσ)
2 (x1,x2) is the single scale kernel of the two point correlations (and it is

similar to the one of the effective potential as in(4.31)).Now we can use for the kernels

S
(hσ)
2 (x1,x2) a tree expansion analogue to the one in (4.141), so we get

S
(hσ)
2 (x1,x2) =

hσ−1∑
h=h∗−1

∑
n≥0

∑
τ∈T (h),(hσ)

n,2

Shσ ,h[τ ](x1,x2) , (6.12)

where the sum is over τ ∈ T (h),(hσ)
n,2 , which are the trees with

• n+ 2 endpoints:

– 2 spin source endpoints: v̄1 on scale h1 and v̄2 on scale h2, with h1, h2 < 2;

– n Grassmann endpoints: v1, . . . , vn on scales hvi ≤ 2;

• the root v0 on scale h + 1, which has nσv0
= 2 and nv0 = 0, i.e. in the root there

are not external Grassmann fields;

• the vertex v̄σ on scale hσ, which is the only gray branching vertex, i.e. it is the
only gray vertex followed by 2 gray vertices (s̄v̄σ = nσ = 2).

Moreover, each spin source endpoint v̄i, i = 1, 2, is related to K(B
(hi−1)
s ), which is either

one of the kernels in (4.131)-(4.133) if hi < 1, or it is the kernel of B
(0)
σ in (4.123) if

hi = 1. By proceeding as in (4.145), we can write the kernel in (6.12) as

Shσ ,h[τ ](x1,x2) =
∑

P∈P(τ)

∑
T∈S(τ ;P )

∑
D∈D(τ ;P )

Shσ ,h[τ ;P , T ,D](x1,x2) , (6.13)

with the tree kernel Shσ ,h[τ ;P , T ,D](x1,x2) defined as in (4.146) with f
0

= 0. By
using (6.12) and (6.13) in (6.11), we can identify the dominant and the subdominant
contributions. As already mentioned, the dominant contribution will be related to the
trees with only v̄1 and v̄2 endpoints (so that n = 0). In particular, to obtain the dominant
contribution v̄1 and v̄2 have to be both associated with the kernel in (4.131) or to the
kernel in (4.123). Then, there will be subdominant contributions related to trees with
n = 0 and at least one spin source endpoint associated with a kernel in (4.133); other
subdominant contributions will be related to trees with 2 source endpoints and n ≥ 1
Grassmann endpoints.

6.2 Contributions from the trees with n = 0

We start by considering the sum over n in (6.12): if n = 0 we get a sum over the trees τ2

in T (h),(hσ)
0,2 , where we let τ2 be a generic tree in T (h),(hσ)

0,2 . These trees can be represented
as in Fig. 6.1: as already mentioned, if he = 1 both the endpoints are associated

with the kernel in (4.123) and there is a unique τ2 ∈ T (−1),(0)
0,2 ; if he < 1 each can be
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h+ 1 hσ he

v̄0 v̄σ

v̄1

v̄2

Figure 6.1: A generic tree τ2 ∈ T (h),(hσ)
0,2 : the spin source endpoints are on scale h1 = h2 =: he.

associated with one of the three kernels in (4.131)-(4.133), so there are 9 different trees

τ2 ∈ T (h),(hσ)
0,2 , with h < −1. Then, we can rewrite (6.12) as

S
(hσ)
2 (x1,x2) =

hσ−1∑
h=h∗−1

Shσ ,h[τ2](x1,x2) +R
(hσ)
n>0(x1,x2) , (6.14)

where

R
(hσ)
n>0(x1,x2) :=

hσ−1∑
h=h∗−1

∑
n≥1

∑
τ∈T (h),(hσ)

n,2

Shσ ,h[τ ](x1,x2) , (6.15)

contains all the trees with n ≥ 1 Grassmann endpoints, which will contribute to the
subdominant term in (6.5). Moreover, Shσ ,h[τ2](x1,x2) in the r.h.s. of (6.14), depending
on the kernels is associated with, can be decomposed as

Shσ ,h[τ2](x1,x2) = (Z̃hσ)2g
(hσ)
−− (x1,x2) +R

(hσ)
∂ (x1,x2) , (6.16)

where

• g
(hσ)
−− (x1,x2) is the single scale propagator defined in (3.56), and it is related to

the tree τ2 with both endpoints associated with the kernel (4.131) if he < 1 or
to the kernel (4.123) if he = 1;

• R
(hσ)
∂ (x1,x2) is related to the trees τ2 whose endpoints are associated with one

of the kernels in (4.133).

If he = 1 (and then hσ = 0), R
(0)
∂ (x1,x2) = 0; if he < 1, R

(hσ)
∂ (x1,x2) is given by

R
(hσ)
∂ (x1,x2) :=2

2∑
i=1

Z̃hσ Z̃i;hσ
∑

dxi :|dxi |=1

∂dxig
(hσ)
−− (x1,x2)+

+
2∑

i,j=1

Z̃i;hσ Z̃j;hσ
∑

dxi ,dxj :|dxi |+|dxj |=2

∂dxi∂dxj g
(hσ)
−− (x1,x2) ,

(6.17)

which can be bounded as

|R(hσ)
∂ (x1,x2)| ≤ C22hσe−c2

hσ δ(x1,x2) , (6.18)
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where we used the bound on the derivative of the propagator given in (3.64).
Next, we rewrite the first term in the r.h.s. of (6.16) as

(Z̃hσ)2g
(hσ)
−− (x1,x2) = (Z̃−∞)2g

(hσ)
−− (x1,x2) +R

(hσ)
Z (x1,x2) , (6.19)

with
R

(hσ)
Z (x1,x2) := {(Z̃hσ)2 − (Z̃−∞)2}g(hσ)

−− (x1,x2) . (6.20)

By using the bound in (5.69), R
(hσ)
Z (x1,x2) can be bounded bounded as

|R(hσ)
Z (x1,x2)| ≤ C|λ|2(θ+1)hσe−c2hσδ(x1,x2) . (6.21)

Plugging (6.19) in (6.16) we get

Shσ ,h[τ2](x1,x2) = (Z̃−∞)2g
(hσ)
−− (x1,x2) +R

(hσ)
n=0(x1,x2) , (6.22)

where
R

(hσ)
n=0(x1,x2) := R

(hσ)
∂ (x1,x2) +R

(hσ)
Z (x1,x2) , (6.23)

with R
(hσ)
∂ (x1,x2) defined in (6.17) and R

(hσ)
Z (x1,x2) defined in (6.20).

We can easily see that, with respect to the bound for the propagator g
(hσ)
−− (x1,x2) given

in (6.6) , the bounds in (6.18) and in (6.21) are subdominants, then we can say that

R
(hσ)
n=0(x1,x2) is a subdominant contribution. Moreover, by using (6.22) in (6.14), we can

identify the dominant contribution as the one given by

〈ϕ−,x1ϕ−,x2〉
0 =

0∑
hσ=h∗−1

(Z̃−∞)2g
(hσ)
−− (x1,x2) , (6.24)

which is exactly the dominant contribution in (6.4). Next, we define

R(hσ)(x1,x2) := R
(hσ)
n=0(x1,x2) +R

(hσ)
n>0(x1,x2) , (6.25)

which is the subdominant contribution in (6.4). To prove (6.5), as we already proved

that R
(hσ)
n=0(x1,x2) is a subdominant contribution, we need to bound R

(hσ)
n>0 .

6.3 The contribution from the trees with n > 0

We recall the definition in (6.15), namely

R
(hσ)
n>0(x1,x2) :=

hσ−1∑
h=h∗−1

∑
n≥1

∑
τ∈T (h),(hσ)

n,2

Shσ ,h[τ ](x1,x2) , (6.26)

where the sum τ ∈ T (h),(hσ)
n,2 is over the trees with 2 endpoints and n ≥ 1 endpoints of

type , , , , e.g. see the tree in Fig. 6.2 with n = 5.
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h+ 1 hσ 2

v̄σ

v0
v̄2

v̄1

Figure 6.2: An example of τ ∈ T (h),(hσ)
n>0,2 with n = 5 Grassmann endpoints. The gray vertices in the red

circles have nσv = 2.

The kernel Shσ ,h[τ ](x1,x2) in (6.26) can be bounded as

|Shσ ,h[τ ](x1,x2)| ≤ e−
c
8

2hδ(x1,x2)
∑

P∈P(τ):
nv0=0

∑
T∈S(τ ;P )

∑
D∈D(τ ;P ):
Dv0=0

||Shσ ,h[τ ;P , T ,D](x1,x2)||σc
8

2h ,

(6.27)
with the source norm ||Shσ ,h[τ ;P , T ,D](x1,x2)||σc

8
2h

that can be bounded as in (5.1)

with: nσv0
= 2, nv0 = 0, Dv0 = 0, dS(v0) = 1 and hv0 = h + 1; moreover if v̄i ∈ V̄e(τ),

dS(v̄i) = 1, hvi := hi, for i = 1, 2 and there is only one vertex in the product over
v ∈ V̄ (τ) : s̄v > 1, which is v̄σ on scale hσ, with s̄v̄σ = 2, namely

||Shσ ,h[τ ;P , T ,D](x1,x2)||σc
8

2h ≤ C
2+neτ

1

sv0 !
2h+122hσe−

c
24

2hσ δ(x1,x2)2−h1−h2 ·

·

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)(dS(v)−δv,1)

 ∏
v∈V ∗e (τ)

|λ|max{1,κnv}2θhv

 .

(6.28)

Next, by using (6.28) and 2−h1−h2 ≤ 2−2hσ and e−
c
8

2hδ(x1,x2) < e−
c
24

2hσ δ(x1,x2) in (6.27),
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we get the following bound

|Shσ ,h[τ ](x1,x2)| ≤ Ce−
c
24

2hσ δ(x1,x2)2h+1
∑

P∈P(τ):
nv0=0

∑
T∈S(τ ;P )

∑
D∈D(τ ;P ):
Dv0=0

Cn
e
τ

sv0 !
·

·

 ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)(dS(v)−δv,1)

 ∏
v∈V ∗e (τ)

|λ|max{1,κnv}2θhv

 ,

(6.29)

where we use C to denote a constant which may differs from the previous one. Now, we
look at the first product in the second line of (6.29): by the definition of the allowedD, for
any v with nσv ≤ 1 the factor (dS(v)− δv,1) is always negative, so that 2(hv−hu)(dS(v)−δv,1)

is exponentially small in hv − hu. If v is such that nσv = 2 (and then δv,1 = 0) we have
that dS(v) can vanish if nv = 2 and Dv = 0. This is a consequence of the localization
procedure described in Subsec. 4.2.2, where we introduced the L operators only for the
kernels with nσ ∈ { 0, 1 }, and we have not treated the kernels with (n,D), nσ = (2, 0), 2.
Note that to have nσv = 2, v has to be a gray vertex on scale hv such that h+1 < hv ≤ hσ:
in fact, by definition, v̄σ, which is on scale hσ, is the rightmost vertex with nσv = 2 and
v0, which is on scale h+ 1, has nv0 = 0. An example of such vertices are the ones in the
red circles in Fig. 6.2. To associate an exponential decay with the vertices v such that

nσv = 2 we multiply
(∏

v∈V (τ)\{v0} 2(hv−hu)(dS(v)−δv,1)
)

in (6.29) by the factor 2θ
′(h−hσ)

with θ′ ∈ (θ, 1), obtaining a factor

2θ
′(hσ−h−1)

( ∏
v∈V (τ)\{v0}:

nσv<2

2(hv−hu)(dS(v)−δv,1)
)( ∏

v∈V (τ)\{v0}:
nσv=2

2(hv−hu)(dS(v)−θ′)
)
, (6.30)

so that if dS(v) = 0 in the last product we get 2−(hv−hu)θ′ , which is exponentially small
in hv − hu. We can compare the bound for Shσ ,h[τ ](x1,x2) with the bound for the
effective potential with two external Grassmann fields. As an example, we can consider
the bound for the kernel ||W [τ ;P , T ,D](y1,y2)||Bc

8
2h

, where τ are the trees with two

endpoints, which is given by (5.1) with nv0 = 2, nσv0
= 0 and V̄ (τ) = ∅, namely

||W [τ ;P , T ,D](y1,y2)||Bc
8

2h ≤ C
neτ

1

sv0 !
2h+1

( ∏
v∈V (τ)\{v0}

1

sv!
2(hv−hu)dS(v)

)
·

·
( ∏
v∈V ∗e (τ)

|λ|max{1,κnv}2θhv
)
.

(6.31)

With respect (6.31), in the bound in (6.28) there are the following additional factors:
a factor 22hσ for the non integration over x1 and x2, a factor 2−hi for each spin source
endpoints (see (5.61)) and the factor 2θ

′(hσ−h−1) for the presence of the gray vertices v
with h+ 1 < hv ≤ hσ.
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Coming back to the bound of (6.26):

|R(hσ)
n>0(x1,x2)| ≤ 2θ

′hσe−
c
24

2hσ δ(x1,x2)
hσ−1∑
h=h∗−1

2(h+1)(1−θ′)
∑
n≥1

∑
τ∈T (h),(hσ)

n,2

∑
P∈P(τ):
nv0=0

∑
T∈S(τ ;P )

·

·
∑

D∈D(τ ;P ):
Dv0=0

Cn
e
τ

sv0 !

( ∏
v∈V (τ)\{v0}:

nσv<2

2(hv−hu)(dS(v)−δv,1)
)
·
( ∏
v∈V (τ)\{v0}:

nσv=2

2(hv−hu)(dS(v)−θ′)
)
·

·
( ∏
v∈V ∗e (τ)

|λ|max{1,κnv}2θhv
)
,

(6.32)
where we recall that 0 < θ < θ′ < 1. Next, we can bound the sum over the trees as

∑
τ∈T (h),(hσ)

n,2

∑
P∈P(τ):
nv0=0

∑
T∈S(τ ;P )

∑
D∈D(τ ;P ):
Dv0=0

Cn
e
τ

sv0 !

( ∏
v∈V (τ)\{v0}:

nσv<2

2(hv−hu)(dS(v)−δv,1)
)
·

·
( ∏
v∈V (τ)\{v0}:

nσv=2

2(hv−hu)(dS(v)−θ′)
)( ∏

v∈V ∗e (τ)

|λ|max{1,κnv}2θhv
)
≤ Cnθ |λ|n2θh ,

(6.33)

where, as discussed after (6.30), the factors in the l.h.s. associated with v with nσv = 2
now behave like the ones with nσv < 2, so that we can use the proof in [4, Lemma 4.9]
to prove (6.33).

Finally, by using (6.33) in (6.32), we get

|R(hσ)
n>0(x1,x2)| ≤ 2θ

′hσe−
c
24

2hσ δ(x1,x2)
hσ−1∑
h=h∗−1

2(h+1)(1−θ′+θ)
∑
n≥1

Cnθ |λ|n , (6.34)

whose sum over n ≥ 1 and over h < hσ − 1 can be bounded as

|R(hσ)
n>0(x1,x2)| ≤ C|λ|2hσ(θ+1)e−

c
24

2hσ δ(x1,x2) , (6.35)

which is a subdominant contribution with respect to the bound of (6.24). By recalling
the definition of R(hσ)(x1,x2) in (6.25): we can use the bounds in (6.18), in (6.21) and
in (6.35) to obtain the bound in (6.5) and than to conclude the proof of Prop. 6.1.
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Appendix A

The Kasteleyn matrix

We recall here the Kasteleyn matrix entries, first introduced in [51]: it is a well known
result that we report here for convenience in order to easily compare the dimer represen-
tation on Λ with the one in Λn, the modified lattice in Proof of Lemma 2.2. First of all,
we provide a labeling of the lattice sites by the number of matrix column x(1) and the
number of matrix row x(2). Then we provide an orientation to the lattice bonds in order
to obtain the clockwise odd orientation, i.e. each elementary lattice face, including the
“external face” Λc, has a number of bonds oriented in the clock wise direction. Then,
the A′ = 6LM × 6LM antisymmetric matrix has the following entries:

A′xx =



H̄x Hx V̄x Vx T̄x Tx

H̄x 0 0 −1 0 0 1

Hx 0 0 0 −1 1 0

V̄x 1 0 0 0 0 −1

Vx 0 1 0 0 −1 0

T̄x 0 −1 0 1 0 1

Tx −1 0 1 0 −1 0


,

(A.1)

with 1 ≤ x(1) ≤ L , 1 ≤ x(2) ≤M ;

A′xx+ê1
=



H̄x+ê1 Hx+ê1 V̄x+ê1 Vx+ê1 T̄x+ê1 Tx+ê1

H̄x 0 tx,1 0 0 0 0

Hx 0 0 0 0 0 0

V̄x 0 0 0 0 0 0

Vx 0 0 0 0 0 0

T̄x 0 0 0 0 0 0

Tx 0 0 0 0 0 0


,

(A.2)
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with 1 ≤ x(1) ≤ L− 1 , 1 ≤ x(2) ≤M ;

A′
(L,x(2);1,x(2))

= (−1)L+1



H̄ H V̄ V T̄ T

H̄ 0 tx,1 0 0 0 0

H 0 0 0 0 0 0

V̄ 0 0 0 0 0 0

V 0 0 0 0 0 0

T̄ 0 0 0 0 0 0

T 0 0 0 0 0 0


,

(A.3)

with 1 ≤ x(2) ≤M ;

A′xx+ê2
=



H̄x+ê2 Hx+ê2 V̄x+ê2 Vx+ê2 T̄x+ê2 Tx+ê2

H̄x 0 0 0 0 0 0

Hx 0 0 0 0 0 0

V̄x 0 0 0 tx,2 0 0

Vx 0 0 0 0 0 0

T̄x 0 0 0 0 0 0

Tx 0 0 0 0 0 0


,

(A.4)

with 1 ≤ x(1) ≤ L , 1 ≤ x(2) ≤M − 1 ; all the other elements of A′ are vanishing.
Note that in (A.3) the factor (−1)L+1 takes into account an an extra minus sign intro-
duced to orientate in the ‘extra bond’ between the last column and the first column if L is
even: in this way the face Λc is clockwise odd. Finally, by using

∑
s≥0

∑∗
Ps(Λ)⊂Λ

∏
bx,i∈Ps(Λ) tx,i =

PfA′ in (2.7) we get

Z0(J) = 2LM
2∏
i=1

∏
bxi∈BΛ

coshβJx,i PfA′ . (A.5)



Appendix B

The massless propagators in real
space

We derive the expression of the massless propagators in the real space, starting from
(3.39). From now on, we let gϕωω′ := gϕωω′(x,y) for any ω, ω′ ∈ {±} and ε := ε(k1, k2),
which is given in (3.33).
If ω = ω′ = +, we consider

gϕ++ =

∫
dk1dk2e

−ik1(x(1)−y(1))
(
i
√
ε
)−1

(
u+(x(2))ū+(y(2))− u−(x(2))ū−(y(2))

)
=

=

∫
dk1dk2

e−ik1(x(1)−y(1))

i
√
ε

((
1

N+

)2

u+(x(2))ū+(y(2))−
(

1

N−

)2

u−(x(2))ū−(y(2))

)
,

(B.1)
where in the last line we used the definitions in (3.36). By recalling the definitions of
u± in (3.34) and of N± in (3.37), we rewrite the factor in braces as

c2

((
(
√
ε− α1)−1

N+

)2

−
(

(
√
ε+ α1)−1

N−

)2
)

(ε− α2
1) sin (x(2)k2) sin (y(2)k2) =

= c2

(
(
√
ε− α1)−1 − (

√
ε+ α1)−1

2
√
ε

)
(ε− α2

1) sin (x(2)k2) sin (y(2)k2) =

= c2

(
2α1

2
√
ε(ε− α2

1)

)
(ε− α2

1) sin (x(2)k2) sin (y(2)k2) ,

(B.2)

where α1 and β1 are those defined in (3.14). So we get

gϕ++ = c2

∫
dk1dk2e

−ik1(x(1)−y(1))α1

iε

(
eik2x(2) − e−ik2x(2)

2i

)(
eik2y(2) − e−ik2y(2)

2i

)
=

= c2

∫
dk1dk2e

−ik1(x(1)−y(1))α1

iε

1

(−4)

(
2e−ik2(x(2)+y(2)) − 2e−ik2(x(2)−y(2))

)
,

(B.3)
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where we used that ε(k1,−k2) = ε(k1, k2).
If ω = −ω′ = +, we consider

gϕ+− =

∫
dk1dk2e

−ik1(x(1)−y(1))(i
√
ε)−1(ū+(x(2))v+(y(2))− ū−(x(2))v−(x(2))) =

=

∫
dk1dk2

e−ik1(x(1)−y(1))

i
√
ε

((
1

N+

)2

ū+(x(2))v(y(2))−
(

1

N−

)2

ū−(x(2))v(y(2))

)
,

(B.4)
where we used the definition in (3.36). By recalling the definitions of u± in (3.34), of v
in (3.32) and of N± in(3.37), we rewrite the factor in braces as

− c2

 i(√ε− α1)−1

2
√
ε√

ε−α1

− −i(
√
ε+ α1)−1

2
√
ε√

ε+α1

√ε− α2
1 sin (x(2)k2) sin (y(2)k2 + θk2) =

= −c2

(
i

2
√
ε
− −i

2
√
ε

)√
ε− α2

1 sin (x(2)k2) sin (y(2)k2 + θk2) =

= −c2i
√
ε

√
ε− α2

1

ε
sin (x(2)k2) sin (y(2)k2 + θk2) ,

(B.5)
so we get

gϕ+− =
c2

4

∫
dk1dk2e

−ik1(x(1)−y(1))

√
ε− α2

1

ε
·

·
(

2e−ik2(x(2)+y(2))−iθk2 − 2e−ik2(x(2)−y(2))+iθk2

)
,

(B.6)

where we used ε(k1,−k2) = ε(k1, k2) and θ−k2 = −θk2 .
If ω = −ω′ = −, we consider

gϕ−+ =

∫ π

−π
dk1e

−ik1(x(1)−y(1))(i
√
ε)−1(v+(x(2))u+(y(2))− v−(x(2))u−(y(2))) =

=

∫
dk1dk2

e−ik1(x(1)−y(1))

i
√
ε

((
1

N+

)2

v(x(2))u(y(2))+ −
(

1

N−

)2

v(x(2))u−(y(2))

)
,

(B.7)
where we used the definition in (3.36). By recalling the definitions of u± in (3.34), of v
in (3.32) and of N± in(3.37), we rewrite the factor in braces as

− c2

−i(√ε− α1)−1
√
ε− α2

1
2
√
ε√

ε−α1

− i(
√
ε+ α1)−1

√
ε− α2

1
2
√
ε√

ε+α1

 sin (x(2)k2 + θk2) sin (y(2)k2) =

= −c2

(
−i

2
√
ε
− i

2
√
ε

)√
ε− α2

1 sin (x(2)k2 + θk2) sin (y(2)k2) ,

(B.8)
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so we get

gϕ−+ = −c
2

4

∫
dk1dk2e

−ik1(x(1)−y(1))

√
ε− α2

1

ε
·

·
(

2e−ik2(x(2)+y(2))e−iθk2 − 2e−ik2(x(2)−y(2))e−iθk2

)
,

(B.9)

where we used ε(k1,−k2) = ε(k1, k2) and θ−k2 = −θk2 .
If ω = ω′ = −, we consider

gϕ−− =

∫
dk1dk2e

−ik1(x(1)−y(1))(i
√
ε)−1(v+(x(2))v+(y(2))− v−(x(2))v−(y(2))) =

=

∫
dk1dk2

e−ik1(x(1)−y(1))

i
√
ε

((
1

N+

)
2v(x(2))v(y(2))−

( 1

N−
)

2v(x(2))v(y(2))
)
,

(B.10)

where we used the definition in (3.36). By recalling the definition of v in (3.32) and of
N± in(3.37), we rewrite the factor in braces as

c2

(
−2α1

2
√
ε

)
sin (x(2)k2 + θk2) sin (y(2)k2 + θk2) =

= c2

(
−α1√
ε

)(
eik2x(2)

eiθk2 − e−ik2x(2)
e−iθk2

2i

)(
eik2y(2)

eiθk2 − e−ik2y(2)
e−iθk2

2i

)
,

(B.11)
so we get

gϕ−− = = c2

∫
dk1dk2e

−ik1(x(1)−y(1)) α1

−iε
1

(−4)

(
2e−ik2(x(2)+y(2))e−2iθk2 − 2e−ik2(x(2)−y(2))

)
,

(B.12)
where again we used ε(k1,−k2) = ε(k1, k2) and θ−k2 = −θk2 .

To obtain the expressions in (3.41), with (3.42) and (3.43) we have to do some manip-
ulations. First of all, we prove that the diagonal coefficients, which are the coefficients
appearing in (B.3) and in (B.12), can be rewritten as

±iα1(k1)

ε(k1, k2)
=

±2it1 sin k1

2(1− t2)2(1− cos k1) + 2(1− t1)2(1− cos k2)
. (B.13)

By recalling the definitions of α1 in (3.14) and of ε in (3.33), we can rewrite

±iα1(k1)

ε(k1, k2)
=

±2it1 sin k1

|1 + t1eik1 |2ε(k1, k2)
. (B.14)

Now, we let D := |1 + t1e
ik1 |2ε(k1, k2) and we proceed with the following manipulations

D = |1 + t1e
ik1 |2

(
2t2(t21 − 1) cos k2

|1 + t1eik1 |2
+

(t21 − 1)2

|1 + t1eik1 |4
+ t22 +

(2t1 sin k1)2

|1 + t1eik1 |4

)
=

=
(t21 − 1)2 + (2t1 sin k1)2

|1 + teik1 |2
+ t22|1 + t1e

ik1 |2 + 2t2(t21 − 1) cos k2 ;

(B.15)
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the first term in the last line of (B.15) can be rewritten as

(t21 − 1)2 + 4t21 sin2 k1

|1 + t1eik1 |2
=

(t21 − 1)2 + 4t21 sin2 k1

1 + t21 + 2t1 cos k1
=

(t21 − 1)2 + 4t21(1− cos2 k1)

1 + t21 + 2t1 cos k1
=

=
1 + t41 − 2t21 + 4t21 − 4t21 cos2 k1

1 + t21 + 2t1 cos k1
=

(1 + t21)2 − 4t21 cos2 k1

1 + t21 + 2t1 cos k1
=

=
((1 + t21)− 2t1 cos k1)((1 + t21) + 2t1 cos k1)

1 + t21 + 2t1 cos k1
= 1 + t21 − 2t1 cos k1 ,

(B.16)

by substituting (B.16) in (B.15), we get

D = ((1 + t21)− 2t1 cos k1) + t22(1 + t21 + 2t1 cos k1) + 2t2(t21 − 1) cos k2 =

= (1 + t21)(1 + t22) + 2t1(t22 − 1) cos k1 + 2t2(t21 − 1) cos k2 .
(B.17)

By taking t2 = 1−t1
1+t1

in (B.17) we get

D = (1 + t21)(1 + t22) + 2
1− t2
1 + t2

(t22 − 1) cos k1 + 2
1− t1
1 + t1

(t21 − 1) cos k2 =

= (1 + t21)(1 + t22)− 2(1− t2)2 cos k1 − 2(1− t1)2 cos k2 =

= (1 + t21)(1 + t22)− 2(1− t2)2 − 2(1− t1)2 − 2(1− t2)2(cos k1−1)+

− 2(1− t1)2(cos k2−1) = −2(1− t2)2(cos k1 − 1)− 2(1− t1)2(cos k2 − 1) =

= 2(1− t2)2(1− cos k1) + 2(1− t1)2(1− cos k2) ,

(B.18)

which is the denominator of (B.13).
Now we prove that the off-diagonal coefficients, which are the coefficients appearing in
(B.6) and in (B.9), can be rewritten as(√

ε− α2
1

ε

)
e±iθk2 = − (t21 − 1) + t2|1 + t1e

ik1 |2e∓ik2

2(1− t2)2(1− cos k1) + 2(1− t1)2(1− cos k2)
. (B.19)

We consider (
β1 + t2e

±ik2

)
= ρ̃e±iθ̃ =

(√
ε− α2

1

)
e±i(−θk2

+π) , (B.20)

so that (√
ε− α2

1

ε

)
e±iθk2 = −

(
β1 + t2e

∓ik2
)

ε
, (B.21)

and the r.h.s. of (B.21), by recalling the definition of β1 in (3.14), can be rewritten as

−
(t21−1)

|1+t1eik1 |2 + t2e
∓ik2

ε
= −(t21 − 1) + t2|1 + t1e

ik1 |2e∓ik2

|1 + t1eik1 |2ε
. (B.22)
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Finally, by recognizing |1 + t1e
ik1 |2ε = D, we can use (B.18) to obtain the expression in

(B.19).
To conclude, we to prove that

e−2iθk2 = p(k1, k2) =
(t21 − 1) + t2(1 + t21 + 2t1 cos k1)eik2

(t21 − 1) + t2(1 + t21 + 2t1 cos k1)e−ik2
, (B.23)

which is the expression in (3.43) for the coefficient appearing in (B.12). We start by
rewriting

y =e−2iθk2 = exp

(
−2i arctan

− sin k2

β1

t2
+ cos k2

)
=

= exp

(
arctan 2i

sin k2

β1

t2
+ cos k2

)
= exp (2i arctanx) ,

(B.24)

so that arctanx = log y
2i , and

x = tan
log y

2i
=

2

2i

e2i log y
2i − 1

e2i log y
2i + 1

= −iy − 1

y + 1
, (B.25)

and, by inverting the last expression, we get

e−2iθk2 =
i− x
i+ x

=

i− sin k2
β1
t2

+cos k2

i+ sin k2
β1
t2

+cos k2

=
iβ1

t2
+ i cos k2 − sin k2

iβ1

t2
+ i cos k2 + sin k2

=
i

(t21−1)

t2|1+t1eik1 |2 + i cos k2 − sin k2

i
(t21−1)

t2|1+t1eik1 |2 + i cos k2 + sin k2

=

=
i(t21 − 1) + it2|1 + t1e

ik1 |2(cos k2 + i sin k2)

i(t21 − 1) + it2|1 + t1eik1 |2(cos k2 − isin k2)
=

i(t21 − 1) + it2|1 + t1e
ik1 |2eik2

i(t21 − 1) + it2|1 + t1eik1 |2e−ik2
,

(B.26)
which is the desired expression in (B.23).
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Appendix C

The scaling limit of the massless
propagators

By recalling the definition in (3.40) we are interested in the following expression

1

a

(
g++
ϕ (x

a ,
y
a ) g+−

ϕ (x
a ,

y
a )

g−+
ϕ (x

a ,
y
a ) g−−ϕ (x

a ,
y
a )

)
=

=
1

a

1

2

∫
[−π,π]2

dk1dk2 e
−ik1

(x(1)−y(1))
a e−ik2

(x(2)−y(2))
a

(
ĝ1(−k1, k2) −ĝ2(k1, k2)
ĝ2(k1,−k2) ĝ1(k1, k2)

)
+

− 1

a

1

2

∫
[−π,π]2

dk1dk2 e
−ik1

(x(1)−y(1))
a e−ik2

(x(2)+y(2))
a

(
ĝ1(−k1, k2) −ĝ2(k1,−k2)

ĝ2(k1,−k2) ĝ1(k1, k2)e−2iθk2

)
=

=
a

2

∫
[−π
a
,π
a

]2

dk1dk2 e
−ik1(x(1)−y(1))e−ik2(x(2)−y(2))

(
ĝ1(−ak1, ak2) −ĝ2(ak1, ak2)
ĝ2(ak1,−ak2) ĝ1(ak1, ak2)

)
+

− a

2

∫
[−π
a
,π
a

]2

dk1dk2 e
−ik1(x(1)−y(1))e−ik2(x(2)+y(2))

(
ĝ1(−ak1, ak2) −ĝ2(ak1,−ak2)

ĝ2(ak1,−ak2) ĝ1(ak1, ak2)e−2iθak2

)
.

(C.1)
When we consider the scaling limit at the critical point we take ak1 ∼ 0, ak2 ∼ 0, t2 =
1−t1
1+t1

and we consider the following expressions for the propagators in (3.41)

ĝ1(±ak1, ak2) =
±it1 sin ak1

2(1− t2)2(1− cos ak1) + 2(1− t1)2(1− cos ak2)
'

' ±it1ak1

a2(1− t2)2k2
1 + a2(1− t1)2k2

2

=
1

a

±it1k1

(1− t2)2k2
1 + (1− t1)2k2

2

,

(C.2)

ĝ2(ak1,±ak2) = − (t21 − 1) + t2(1 + t21 + 2t1 cos ak1)e∓iak2

2(1− t2)2(1− cos ak1) + 2(1− t1)2(1− cos ak2)
'

' ±1

a

it2(1 + t1)2k2

(1− t2)2k2
1 + (1− t1)2k2

2

.

(C.3)
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When t2 = 1−t1
1+t1

we rewrite (B.23) as

(t1 − 1)(t1 + 1)− t1−1
1+t1

(1 + t21 + 2t1 cos k1)eik2

(t1 − 1)(t1 + 1)− t1−1
1+t1

(1 + t21 + 2t1 cos k1)e−ik2
=

=
(t1 − 1)(t1 + 1)2 − (t1 − 1)(1 + t21 + 2t1 cos k1)eik2

(t1 − 1)(t1 + 1)2 − (t1 − 1)(1 + t21 + 2t1 cos k1)e−ik2
=

=
(t1 + 1)2 − (1 + t21 + 2t1 cos k1)eik2

(t1 + 1)2 − (1 + t21 + 2t1 cos k1)e−ik2
− 1 + 1 =

= −1 +
(t1 + 1)2 − (1 + t21 + 2t1 cos k1)eik2 + (t1 + 1)2 − (1 + t21 + 2t1 cos k1)e−ik2

(t1 + 1)2 − (1 + t21 + 2t1 cos k1)e−ik2
=

= −1 + 2
(t1 + 1)2 − (1 + t21 + 2t1 cos k1) cos k2

(t1 + 1)2 − (1 + t21 + 2t1 cos k1)e−ik2
=

= −1 + 2
(t21 + 1)(1− cos k2) + 2t1(1− cos k1 cos k2)

(t21 + 1)(1− cos k2) + 2t1(1− cos k1e−ik2)
=: −1 + p̃(k1, k2)

(C.4)
so that

e−2iθak2 = −1 + p̃(ak1, ak2) , (C.5)

which can be evaluated when ak1 ∼ 0, ak2 ∼ 0 as

e−2iθ(ak2) = −1 + 2
(t21 + 1)(1− cos ak2) + 2t1(1− cos ak1 cos ak2)

(t21 + 1)(1− cos ak2) + 2t1(1− cos ak1e−iak2)
'

' −1 +
a
(
(t21 + 1)k2

2 + 2t1k
2
1 + 2t1k

2
2

)
i2t1k2

.

(C.6)

Taking the limit we get the massless propagators in the scaling limit gωω
′

sl (x,y) :=
lima→0

1
ag

ωω′
ϕ (x

a ,
y
a ), namely

g++
sl (x,y) := lim

a→0

a

2

∫
[−π
a
,π
a

]2

dk1dk2ĝ1(−ak1, ak2)e−ik1(x(1)−y(1))·

·
(
e−ik2(x(2)−y(2)) − e−ik2(x(2)+y(2))

)
,

(C.7)

with ĝ1(−ak1, ak2) as in (C.2) we get

g++
sl (x,y) = −πt1

(
(1− t1)(x(1) − y(1))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) − y(2))2

)
+

+ πt1

(
(1− t1)(x(1) − y(1))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) + y(2))2

)
.

(C.8)
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By defining

g+−
sl (x,y) := lim

a→0

a

2

∫
[−π
a
,π
a

]2

dk1dk2e
−ik1(x(1)−y(1))·

·
(
−ĝ2(ak1, ak2)e−ik2(x(2)−y(2)) +−ĝ2(ak1,−ak2)e−ik2(x(2)+y(2))

)
,

(C.9)
with ĝ2(ak1,±ak2) as in (C.3) we get

g+−
sl (x,y) = −πt2(1 + t1)2

(
(1− t2)(x(2) − y(2))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) − y(2))2

)
+

− πt2(1 + t1)2

(
(1− t2)(x(2) + y(2))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) + y(2))2

)
;

(C.10)

g−+
sl (x,y) := lim

a→0

a

2

∫
[−π
a
,π
a

]2

dk1dk2ĝ2(ak1,−ak2)e−ik1(x(1)−y(1))·

(
e−ik2(x(2)−y(2)) − e−ik2(x(2)+y(2))

)
,

(C.11)

with ĝ2(ak1,−ak2) as in (C.3) we get

g−+
sl (x,y) = πt2(1 + t1)2

(
(1− t2)(x(2) − y(2))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) − y(2))2

)
+

− πt2(1 + t1)2

(
(1− t2)(x(2) + y(2))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) + y(2))2

)
;

(C.12)

finally

g−−sl (x,y) := lim
a→0

a

2

∫
[−π
a
,π
a

]2

dk1dk2ĝ1(ak1, ak2)e−ik1(x(1)−y(1))·

(
e−ik2(x(2)−y(2)) − e−2iθak2e−ik2(x(2)+y(2))

)
,

(C.13)

with ĝ1(ak1, ak2) as in (C.2) and e−2iθak2 as in (C.5) we get

g−−sl (x,y) = πt1

(
(1− t1)(x(1) − y(1))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) − y(2))2

)
+

+ πt1

(
(1− t1)(x(1) − y(1))

(1− t1)2(x(1) − y(1))2 + (1− t2)2(x(2) + y(2))2

)
.

(C.14)

A straightforward computation leads to (3.48).
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