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1
Introduction

Water is one of the most abundant and at the same time anomalous liquid
in the world. The interest in studying the thermodynamic and dynamical
properties of water derives from its relevant role in numerous aspects of
life. In particular, water has a great utility and a large range of applica-
tion in various chemical and technological processes [1, 2]. This liquid has
a primary role in biological field, for example in cryopreservation [3] and
in the protein folding mechanism [4], where the hydrophobic interactions
between water molecules with hydration water seem to be one of the main
contribution to the folding process. Finally water exhibits more than 60
thermodynamic and dynamical anomalies [2, 5–7]. Differently from simple
liquids, in fact, at sufficiently low temperatures water expands its volume by
cooling, presenting a Temperature of Maximum Density Line (TMD) in the
phase diagram. Also the thermodynamic response functions, that represent
a measure of the density and entropy self and cross-correlations of the sys-
tem, anomalously increase below a certain temperature, deviating from the
monotonic behaviour of normal liquids. All these anomalies originate prob-
ably from the unique capability of water molecules of interacting through a
strong directional attractive bond, the so called hydrogen bond [8].
A huge amount of theoretical, computational and experimental works [5, 7,
9] have been carried out to understand the phase diagram and the peculiar
properties of water but nowadays there is a lack of a complete understanding
of the thermodynamic, dynamical and structural features of this anomalous
liquid.
A possible way to investigate the thermodynamics and dynamics of water is
through supercooling, since in the supercooled regime many water anomalies
appear to be especially pronounced [5, 7, 9, 10]. Water is said supercooled
when it remains at the liquid state also below the melting temperature. A
supercooled state is a meta-equilibrium state with a finite lifetime, called
metastable state, where the system is trapped in a relative minimum of the
appropriate thermodynamic potential. In order to be able to investigate
water in its supercooled metastable state, its lifetime must be longer than
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1. Introduction

the observation time necessary to perform measurements on the sample
but, on the contrary, the time necessary to the system for rearrange and
equilibrate itself has to be much shorter of the minimum duration of the
experiments [7].
The maintenance of water in the supercooled regime depends on various fac-
tors, such as the extreme purity of the sample and the absence of external
mechanical and thermal perturbations. However at certain thermodynamic
conditions water cannot be kept supercooled anymore and two possible out-
comes of the supercooling can occur: ice crystallization or glass transition.
In the first case, a first order phase transition from liquid to solid takes place
and nucleation drives the liquid in the stable ice phase, the correspondent
stable state at the specific thermodynamic conditions. In the second case,
through a rapid quenching of the liquid down to sufficiently low temper-
ature in order to prevent ice nucleation, the supercooled liquid reaches a
state where the molecules are structurally arrested: the liquid has become
a glass.
The range of metastability of supercooled water is therefore determined
by the nucleation temperature line TH ,that is a kinetic constraint function
of the cooling rate and of the observation time. On the other hand by
heating glassy water just above the glass transition temperature TG water
crystallizes to the cubic ice at a temperature Tx. TG is around 136 K while
TX = 150 K.
The range of temperatures and pressures below TH , where experiments are
impossible to perform due to the fast crystallization of the sample, and
above TX is called the "no man’s land" [11] and defines the thermodynami-
cal region where measurements on supercooled water are really difficult to
execute.
Experimental and computational efforts in studying supercooled water have
shown interesting thermodynamic and dynamical features of this metastable
regime. From the thermodynamic point of view, the anomalous increase of
the thermodynamic response functions seem to diverge asymptotically in
the deep supercooled region. Moreover, in the glassy phase, vitreous water
exhibit two distinct amorphous structures: High Density Amorphous Ice
and Low Density Amorphous Ice. Experiments of Mishima and Stanley [11,
12] have shown the existence of a first order phase transition between HDA
and LDA. These two amorphous phases show different local structures: LDA
has a short range order similar to ice Ih, while HDA has a local structure
similar to liquid water
Several theoretical studies have been developed to explain glassy water
polyamorphism and its connection with the anomalies of supercooled wa-
ter, in particular the apparent divergence of the thermodynamic response
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1. Introduction

functions. Various scenarios have been proposed. Among these hypothe-
sis, the one that has received by far the greatest attention is the Liquid
Liquid Critical Point Scenario (LLCP) [13]. This scenario gives the bet-
ter connection between the first order transition in the glassy state and
the thermodynamics of the supercooled liquid. According to this model,
the HDA-LDA transition would be the prosecution at lower temperatures
and higher pressure of a first order phase transition occurring between two
different supercooled liquid states, the High Density Liquid water and the
Low Density Liquid water. This HDL-LDL transition would terminate at a
second order liquid liquid critical point located in the no man’s land. The
eventual presence of LLCP would explain both the divergence of the ther-
modynamic anomalies, that diverge upon approaching a critical point, and
the existence of the phenomenology in the glassy phase of water.
From the dynamical point of view, less attention has been devoted to the
analysis of this aspect in supercooled water.
The first important achievement was obtained in computer simulation of
SPC/E water [14, 15]. It was found that the relaxation dynamics upon
supercooling can be described in terms of the Mode Coupling Theory of the
glassy dynamics [16]. It was demonstrated that water can be considered
as a glass-forming liquid. More recently experiments confirmed those re-
sults [17, 18]. Computer simulations on different water models showed the
same behaviour but it was found that lowering the temperature in a region
of deep supercooling deviations from the MCT predictions are observed.
The appearance of activated processes not taken into account by MCT, in
fact, introduces changes in the structural relaxation mechanism. By lower-
ing temperature water shows a crossover from an high temperature phase
where dynamics follows MCT predictions, called fragile phase, towards a
low temperature state where the relaxation process is dominated by ac-
tivated phenomena, called strong state. The crossover from one state to
the other is called Fragile to Strong Crossover (FSC). Due to the difficul-
ties of performing experiments on bulk supercooled water, the FSC has
been evidenced in water confined in MCM-41 [19]. MCM-41 is a meso-
porous structure composed of multiple hexagonal channels obtained from
assemblies of organic molecules and has a wide range of application in many
technological processes. These experimental results were supported by com-
puter simulation [20]. The analysis of water in confined geometries is ex-
tremely important since the effect of confinement on supercooled water is
to prevent crystallization at temperature and pressure not accessible in the
bulk. Moreover the role and properties of interfacial water in contact with
hydrophilic or hydrophobic surfaces is central in many biological systems.
In spite of the large amount of information recorded on the thermodynam-
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1. Introduction

ical and dynamical behaviour of supercooled water, several aspects of this
liquid in the stable and metastable state are not totally clear, in particular if
there exists a connection between the thermodynamical curves of its phase
diagram and its dynamics.
In this PhD Thesis dynamical studies on bulk water are conducted through
the use of Molecular Dynamics Simulations, in order to provide new insights
on the dynamical properties of supercooled water and how they are related
to the thermodynamical anomalies observed.
For what concerns the bulk water, its behaviour in the mild and deep su-
percooled regime is investigated using the TIP4P/2005 water potential [21].
TIP4P/2005 water potential is currently one of the most popular water
model potentials. It reproduces with very high quality the TMD curve [22]
and low temperatures properties of stable water, like ice polymorphism [21],
much better than TIP5P and SPC/E. It also shows the anomalous increase
of thermodynamic response functions and the existence of a second order
liquid liquid critical point LLCP [23]. Moreover TIP4P/2005 values of the
diffusion coefficients are close to the experimental values [24].
The results of the Molecular Dynamics Simulations performed in this work
on TIP4P/2005 supercooled bulk water are analysed focusing on the dynam-
ical properties of the system. The validity of the Mode Coupling Theory is
tested on the dynamics of the simulated box, studied through the calcula-
tion of the Self Intermediate Scattering Functions (SISF) in the mild and
deep supercooled regime. The temperature dependence of the structural re-
laxation time is investigated, concentrating on the search of a possible con-
nection between the relaxation mechanism through which water molecules
rearrange and the thermodynamic conditions of the liquid. The analysis of
this relation is carried out within the Liquid Liquid Critical Point Scenario
and shows a clear agreement with the MCT predictions.
In light of the results obtained Van Hove Self Correlation Functions are cal-
culated in order to better understand the dynamical behaviour of the system
at the lowest temperature simulated in the deep supercooled regime. This
kind of study is important to evidence the occurrence upon supercooling of
activated processes, called hopping processes, neglected by MCT in its ideal
formulation and responsible of modification in the relaxation mechanism at
low temperature. Moreover the appearance of hopping phenomena emerged
from this analysis is then explained in terms of changes in the structural
and thermodynamical state of the system.
Overall, calculations performed on TIP4P/2005 in this first part of the
PhD project will provide an extensive panoramic on the dynamics of super-
cooled bulk water and will show the existence of a strong interplay between
the thermodynamic and dynamical phenomena occuring in the supercooled
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1. Introduction

regime.
Besides bulk water, the structural properties of confined water have been
studied to make connection with previous results obtained from Molecular
Dynamics Simulations on confined water in MCM-41 in the works of Gallo
et al. [20, 25].
Using the SPC/E potential, water confined in a cylindrical hydrophilic pore,
MCM-41, is simulated at different temperatures in order to study the struc-
tural properties of the liquid upon lowering temperature. Behaviour of water
in such a confining substrate has been largely investigated computationally
and experimentally. SPC/E is one of the most used water potential both
for the study of bulk water and water near extended surfaces[26].
In this second part of the PhD thesis, simulations are performed on water
confined in MCM-41 with the scope of understanding the effect of con-
finement on the structural properties of the liquid. Specifically the radial
distribution functions are determined both for SPC/E bulk and confined
water and a detailed comparison between the two systems allow to explain
to what extent water in geometrical confinement present a bulk-like char-
acter. The existence of a possible relation between the local order of the
liquid and its thermodynamical state is examined.
The abstracts of the papers published on all the sets of simulations per-
formed in this PhD Thesis can be found in the section Publications and
Presentations.
The Thesis is organized as follows: Chapter 1 is devoted to a general in-
troduction to the properties of liquid water and the anomalies of water of
interest for the present study. The supercooled metastable state of wa-
ter is introduced and the conditions that makes possible its experimental
studies in presence of the competition between ice nucleation and the glass
transition. These topics are discussed more in details in Chapter 3 where
a short review of the phenomenology of supercooled water and glassy wa-
ter is presented. Theoretical scenarios aimed to explain the anomalies are
also introduced with particular emphasis on the hypothesis of the liquid
liquid critical point (LLCP). In this framework the Widom line is defined
as an important signature of the presence of the LLCP. In this Chapter it is
particularly important the discussion of the relaxation dynamics of super-
cooled water and its interpretation in terms of MCT. A short introduction
to this theory is also presented together with the results obtained by com-
puter simulations on SPC/E water mentioned above. Chapter 4 contains
an introduction to the Molecular Dynamics methods used in our work with
the description of several algorithms and numerical procedures. In Chapter
5 the results obtained from our computer simulation study of supercooled
water with the TIP4P/2005 potential are presented. After a description of
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1. Introduction

the model and some technical details the behaviour of the self intermediate
scattering functions is shown upon supercooling. The range of validity of
the MCT is tested together with the possible transition from a fragile to a
strong regime in the structural relaxation. It will be shown the relevance
of the hopping phenomena that are evidenced by a deep study of the Van
Hove self correlation functions. The connections between our results and
the presence of a LLCP in TIP4P/2005 water are discussed, in particular
it is underlined how the Widom line signs the onset of the hopping regime.
Chapter 6 is focused on the computer simulation of SPC/E water confined
in MCM-41. By following previous studies on the dynamics of this system
upon supercooling, structural properties are considered and the connec-
tion between thermodynamics and relaxation dynamics in confined water is
shown. Some preliminaries results are also added on TIP4P/2005 confined
in MCM-41. Chapter 7 is devoted to the conclusions.
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2
Water: a common but strange

liquid

2.1 The water molecule

The water molecule is a planar v-shaped molecule composed of two hy-
drogen atoms at the external vertices and one oxygen atom at the central
vertex. The atoms are arranged in such a way that the HOH angle is 104.5◦
and the intramolecular distance OH is 0.957 Å in the gas phases [27, 28].
A schematic picture of the water molecule is shown in Fig. 2.1. Due to the
large electronegativity difference ∆χ = 1.24 between the oxygen and the
hydrogens, the total electronic molecular distribution is strongly condensed
towards the oxygen atom. It follows that water molecule presents partial
charges δq ' −0.7e and δq ' +0.35e for the oxygen and hydrogen respec-
tively [29]. The partial charges and the mutual geometrical arrangement of
the atoms make water a polar molecule with a dipole moment of 1.84 D in
the vapour phase [30]. The dipole moment for a completely ionic O-H bond
would be 5.61 D and therefore each O-H bond is approximately 1/3 ionic
and 2/3 covalent [8]. The valence electrons of the oxygen atom form two lone
pairs that dispose together with the hydrogens in a tetrahedral structure
(see Fig. 2.1). One of the most important features of water molecules is the
ability to interact each other through a strong directional attractive force
responsible of the formation of the so-called hydrogen bonds [31]. An hydro-
gen bond occurs between the oxygen atom and the hydrogen atom of two
different water molecules when a partially positive hydrogen lies between
two oxygens with partial negative charge.
The water molecules capability of construct multiple hydrogen bonds makes
water one of the most anomalous liquid in the world.
The best example of hydrogen bond network is represented by the structure
of ordinary ice Ih, the stable form of ice at T = 273 K and ambient pres-
sure. Each molecule has four first-neighbors located at the four vertices of
a tetrahedron centered around the oxygen atom and it behaves as a donor
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2. Water: a common but strange liquid

Figure 2.1: Schematic picture of water molecule. The experimental HOH
angle is 104.5◦ and the intramolecular distance OH is 0.957 Å. The lone pair
of oxygen electrons arranges together with the two hydrogen atoms into a
tetrahedral structure.

of hydrogen for two of them and as an acceptor of hydrogen for the others.
The result is a space-filling network with long range order. The strong di-
rectionality of the hydrogen bond causes the ice Ih to have many voids in its
structure. It is this open character of the hydrogen bond network to induce
melted ice to have a short range tetrahedral order but a closer packing of
water molecules.
The energy associated with the hydrogen bond is circa 20 kJ/mol that is
a value much bigger than the energy of dipole-dipole interactions (circa
1kJ/mol) and much weaker than the energy of a covalent bond, circa 400
kJ/mol. Since the latent heat of fusion is low with respect to the latent heat
of sublimation, in liquid state most hydrogen bonds are preserved but the
long range order typical of crystal phase reduces to a short transient range
order.
The peculiar property of water molecules of creating open networks held
together by multiple hydrogen bonds is probably one of the main reason
of the several water anomalies [8]. In order to understand why water is
considered a unique liquid, a brief summary on its anomalies both from the
thermodynamic and dynamical point of view has to be discussed.

2.2 Anomalies and peculiarities of water
Even if water is one of the most common compound on earth, it exhibits
more than 60 thermodynamic and dynamical anomalies [2, 5–7]. A brief re-
view on these anomalies is therefore necessary in order to comprehend the
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2. Water: a common but strange liquid

Figure 2.2: Schematic comparison of the isobaric temperature dependence
of the density ρ, thermal expansion coefficient αP , isothermal compressibil-
ity kT and isobaric heat capacity cP for water and a simple liquid. Figure
from Ref. [5].

importance of such a peculiar liquid. Fig. 2.2 displays a sketch of three of
the main thermodynamic water anomalies in comparison with the behaviour
of simple liquids. Each panel shows the temperature dependence at ambient
pressure of the density ρ, the isothermal compressibility kT , the coefficient
of thermal expansion αP and the isobaric specific heat cP respectively. The
most known and visible water anomaly is the density anomaly, depicted in
the upper left panel of Fig. 2.2. As it is clear from the figure, in simple
liquid density increases upon decreasing temperature. At ambient pressure
and in the high temperature range water density behaves as in normal liq-
uids, increasing by cooling the system. Nevertheless, at T = 4 ◦C this trend
drastically changes and density reaches a maximum below which begins to
decrease. The temperature at which density exhibits a maximum is called
temperature of maximum density (TMD) and for each value of the pressure
water presents a maximum that moves towards lower temperatures upon
increasing pressure. The loci of these maxima in the P −T plane constitute
the so-called TMD line, an important thermodynamic curve of water phase
diagram. The TMD line marks the border between the region where wa-
ter behaves as simple liquids and the region where the liquid anomalously
expands on cooling. In Fig. 2.3 the experimental TMD line is shown for
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2. Water: a common but strange liquid

Figure 2.3: TMD line for D2O in the P − T plane. Circles are from
experiments and the line is an extrapolation from Ref. [33]. TM represents
the melting line and TH the locus of homogeneous nucleation. Figure from
Ref. [32].

D2O [32], together with the melting line TM and the locus of homogeneous
nucleation TH (see the next Section).
Also the thermodynamic response functions show an anomalous behaviour
as a function of temperature in water.
The existence of the TMD line implies that the thermal expansion coefficient
αP = 1/v(∂v/∂T )P for a fixed pressure P vanishes at the temperature of
maximum density and becomes negative below it. Moreover, provided the
negative slope of the TMD, the values of temperatures at which αP changes
sign is automatically lower upon compression of the system, as shown in
Fig. 2.4.
As in case of density, the temperature dependence of the isothermal com-
pressibility kT follows the same trend of simple liquids in the high tempera-
ture range, slightly decreasing with cooling. Nevertheless, at T = 46 ◦C an
abrupt and rapid increase of kT upon decreasing temperature occurs and
the behaviour of the isothermal compressibility deviates immediately from
the monotonic decrease of simple liquids. For each pressure, therefore, a
clear kT minimum appears at temperatures higher and higher by decreasing
pressure indicating that the effect of compression on the system is to move

10



2. Water: a common but strange liquid

Figure 2.4: Experimental coefficient of thermal expansion for several pres-
sures for D2O. Data from Ref. [34] and Figure from Ref. [7].
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2. Water: a common but strange liquid

the dramatic increase of the isothermal compressibility towards lower tem-
peratures as evident in Fig. 2.5, where the experimental behaviour of the kT
at several pressures is shown [35]. It should be notice that the manifestation
of kT minima in the phase diagram of water is a direct consequence of the
presence of the TMD line. The following thermodynamic identity connects
the inclination of the TMD to the temperature dependence of kT :(

∂kT
∂T

)
P, at TMD

=
v−1 (∂2v/∂T 2)P, at TMD

(dP/dT )TMD

(2.1)

where v is the molar volume, the subscript ’at TMD’ signifies that the partial
derivative is evaluated at a point on the TMD locus, and the subscript TMD
signifies that the derivative is evaluated along the TMD locus, at the state
point of interest. Since the numerator at the right hand side of Eq. 2.1 is
positive at TMD [36] and the slope of the TMD is negative in the P−T plane
the overall trend of the isothermal compressibility at TMD is to increase
upon isobarically decreasing temperature. On the contrary the presence
of the liquid-vapour critical point in the high temperature range causes an
asymptotic increase of the thermodynamic response functions. This means
that the occurrence of kT minima is connected both to the TMD and the
liquid gas second order critical point.
Similarly to kT , for each pressure the isobaric specific heat presents a slow
varying temperature dependence in the high temperature range and, after
a certain T (T = 35 ◦C at ambient pressure), a sharp increase with the
progressive cooling of the system, as shown in the lower right panel of
Fig. 2.2 and in the experimental results exhibited in Fig. 2.6.
The anomalous behaviour of water thermodynamic response functions can
be considered also in terms of the fluctuations of the liquid. In fact, the
following relations hold:

kT = − 1
V

(
∂V

∂P

)
T

= 〈(δV )2〉
V kBT

(2.2)

cP = T

N

(
∂S

∂T

)
P

= 〈(δS)2〉
NkB

(2.3)

αP = 1
V

(
∂V

∂T

)
P

= 〈δV · δS〉
V kBT

(2.4)

These equations connect the isothermal compressibility and isobaric heat ca-
pacity coefficient to the volume and entropy fluctuations of the system. The
anomalous increase of these functions corresponds, therefore, to an increase
in the self correlations of the liquid upon decreasing temperature, contrary

12



2. Water: a common but strange liquid

Figure 2.5: Experimental isothermal compressibility for several pressures.
Curves are fit of experimental data with power law relations. Data from
Ref. [35] and Figure from Ref. [7].
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2. Water: a common but strange liquid

Figure 2.6: Experimental isobaric specific heat cP at ambient pressure.
Data from Ref. [37] and Figure from [7].
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2. Water: a common but strange liquid

to normal liquids where lower temperatures are associated to smaller fluc-
tuations. Moreover last equation on αP expresses the thermal expansion
coefficient as a measure of the cross-correlations between volume and en-
tropy. It follows that the transition from positive to negative values of αP
imposes a loss of entropy by increasing volume, differently to what happens
in simple liquids. The anti-correlation between entropy and volume is a di-
rect consequence of the formation of hydrogen bonds, for which a decrease
in orientational entropy is accompanied by an increase in volume.
The analysis of the thermodynamic response functions in the supercooled
regime, a metastable state where water is at the liquid state also below
its melting temperature TM (see next Section), evidences a continuation
of the anomalous increase of stable water also below TM . In particular,
an apparent asymptotically divergence seems to emerge by further cooling.
The singular trend of these quantities has been sometimes represented as a
power law:

X = A
(
T − TS
TS

)λX

(2.5)

where X is a generic response function, TS is the singular temperature at
which the divergence should occur and λX is the relative exponent. A value
for TS based on experimental measurements has been proposed by Speedy
and Angell [38] at 228 K. In the next Chapter it will be discussed the
various theoretical scenarios developed in order to explain these and other
water anomalies.
It should be notice that water is an anomalous liquid also from the dynam-
ical point of view. One of the main water dynamical anomaly concerns the
self diffusion coefficient D defined through the mean square displacement
(MSD) as:

D = lim
t→∞

〈|rj(t′ + t)− rj(t′)|2〉
6t (2.6)

and related to the liquid viscosity through the Stokes-Einstein relations:

D = µkBT (2.7)

with µ the mobility coefficient. For spherical particles in a liquid µ =
1/(6πηr), where η is the viscosity and r is the radius of the particles. In
simple liquids, the coefficient D should decrease upon increasing pressure,
since compression is usually correlated to a loss of fluidity. Also for this
quantity, water deviates from the ordinary behaviour. Fig. 2.7 shows, in
fact, that in the high pressure range the self-diffusion decreases with com-
pression but at sufficiently low temperatures a change occurs and D be-
gins to increase with increasing pressure. This anomaly is called diffusivity
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2. Water: a common but strange liquid

Figure 2.7: Experimental self diffusion coefficient D of water, at constant
temperature, as a function of pressure. Figure from Ref. [5].

anomaly and it has been observed in several water potentials [22, 39–41]
and experiments [42, 43].
Once again the explanation of such a phenomenon lies in the hydrogen bond
network forming at low temperatures. In water, higher pressures correspond
to a larger number of broken hydrogen bonds and so to an overall greater
mobility of particles within the liquid.
The thermodynamic and dynamical anomalies of water discussed in this
Section have clearly shown the importance of investigate its phase diagram.
In particular, all the anomalies seem to persist with continuity also below
the melting temperature, in the so called supercooled regime. It follows that
experimental and theoretical efforts have to be done not only in the stable
liquid state of water but also in its metastable supercooled phase. Before
discussing the huge amount of works carried out on supercooled water, it
is important to mention briefly the definition of supercooled liquid and the
reasons that make possible the existence of such a state.

16



2. Water: a common but strange liquid

2.3 Supercooled water: possible answers to
open problems

As already mentioned in the previous Section, water in the supercooled state
is water at the liquid state below the freezing temperature. The physical
conditions at which the system can be kept in this metastable state are
related both to thermodynamic equations and to the presence of impurities
or perturbations in the liquid.

2.3.1 The supercooled metastable state
Thermodynamics is by definition the study of equilibrium states that pos-
sess an indefinite lifetime. However, there exist (meta-)equilibrium states
with a finite lifetime, for which the system is trapped in a relative mini-
mum of the appropriate thermodynamic potential. These states are defined
metastable states. Small thermal fluctuations, the presence of impurities or
even roughness of the container (for liquids and gases) are in general suf-
ficient to induce the transition from metastable states to the energetically
favored corresponding equilibrium states. In order to be able to investigate
a metastable state, its lifetime must be longer than the observation time.
In turn this needs to be much longer than the structural relaxation time,
defined as the time that the system takes for structurally rearrange and
equilibrate, so that

τrel << τobs < τlife (2.8)

The theory of metastability [7] will be not discussed here in details but
some concepts useful will be recalled. Starting from the second principle
of thermodynamics, the conditions of thermal and mechanical equilibrium
can be derived [7]. In order to have mechanical stability the isothermal
compressibility and the adiabatic compressibility must be positive. In order
to have thermal equilibrium the isobaric specific heat and the isochoric
specific heat must be also positive. A good example is represented by the
van der Waals theory of a phase transition. In Fig. 2.8 generic isotherms
in the P-V plane are reported. The Maxwell construction is used to draw
the coexistence line AKD. However doing so, all the points between the left
intersection of the isotherms with the coexistence line and the minimum and
the ones between the maximum and the right intersection of the isotherms
with the coexistence line are excluded. These points are not thermally
stable but are still mechanically stable. In fact for these points kT and kS
are larger than zero. The compressibility diverges at the extrema of the
isotherms and it is negative in the region between the minimum and the
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2. Water: a common but strange liquid

Figure 2.8: Isotherms of a generic system near a phase transition in the van
der Waals theory. The Maxwell construction is used to draw the coexistence
line AKD. The limit of mechanical stability (LMS) line BKC is also shown.
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maximum. Joining the minima of the isotherms on the left side and the
maxima on the right side the limit of mechanical stability (LMS) line BKC
can be drawn. Thus the region of metastability can be defined as the region
enclosed between the coexistence line and the LMS line. The only point
in common between the coexistence line and the LMS line is the critical
point K, that is also the only stable point belonging to the LMS line. In the
metastability region, nucleation phenomena of the stable phase can occur
and special techniques must be used in experiments in order to avoid the
transition to the stable phase.

2.3.2 Ice nucleation and glass transition
Under special conditions, such as the extreme purity of the sample, the
absence of external mechanical and thermal perturbations, the high degree
of smoothness of the walls of the container, the range of existence of liq-
uid water can be significantly extended. Nevertheless at certain condition
the metastable supercooled state cannot more maintained and two possible
outcomes of the liquid can occur: the ice crystallization of the system at
the correspondent stable phase or a continuous dynamical transition into an
amorphous solid, a glass. The central concept at the basis of these two phe-
nomena concerns the two times that characterize a supercooled liquid: the
nucleation time τ1, defined as the time required for a given volume fraction
of a sample to crystallize, and the structural relaxation time τ2. It is the
competition between these two characteristic times to be responsible of the
sudden phase transition to ice or the smooth glass transition [7]. Fig. 2.9
shows the qualitative behaviour of τ1 and τ2 as a function of temperature.
The Figure displays that the nucleation time τ1, which is the time required
to crystalize a given volume fraction of liquid following an instantaneous
quench to the desired temperature, first decreases, reaches a minimum and
then increases with the extent of supercooling. This nonmonotonic trend
of τ is the result of the competition between the thermodynamic driving
force for nucleation, i.e. the tendency of the liquid to crystallize by cooling
the system and the increasing viscosity of the liquid, that slows down and
obstructs the growth of the ice nuclei.
The second characteristic time of relevance to the fate of a supercooled liquid
is τ2, the internal molecular relaxation time. As the temperature is lowered
below the freezing point, τ2 increases very sharply from a high temperature
limiting value of circa 10−13 sec to a point where it becomes comparable to
the duration of a macroscopic experiment, circa 102 sec. Thus, if a liquid
can be prevented from crystallization through a rapid quench down to a
temperature at which the characteristic time for molecular rearrangement
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2. Water: a common but strange liquid

Figure 2.9: Schematic representation of the characteristic nucleation time
τ1 and the internal relaxation time τ2 as a function of temperature. TG is the
glass transition temperature, defined as the temperature at which τ2 ∼ 102

sec. Figure from Ref. [7].

becomes comparable to the experimental time scale, it appears structurally
arrested on that time scale. The liquid is then said to have vitrified.
Previous Section has demonstrated the importance of investigate super-
cooled and glassy water both thermodynamically and dynamically. Next
Section will be devoted to a summarized description of the experimental
and theoretical results nowadays reached in this regime.
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3
Supercooled Water: Theory

and Experiments

Chapter 2 has been devoted to a brief description of the thermodynamic and
dynamical anomalies that make water one of the most anomalous liquid in
the world. As already mentioned, although the great amount of theoretical
and experimental works, a real comprehension and interpretation of water
phase diagram is still missing. A primary role in this research is given
by the study of its supercooled metastable regime, that could represent a
possible way to investigate the deep origins of water anomalies. For this
reason, in this Chapter the main aspects of thermodynamics and dynamics
of supercooled water together with the theoretical interpretations developed
will be discussed in detail.

3.1 Supercooled Water Thermodynamics
It has been anticipated in previous Chapter that the thermodynamic anoma-
lies appearing in the stable liquid state of water seem to proceed continu-
ously also in the supercooled regime. Consequently, a complete vision of
the thermodynamic phenomenology of water in the mild and deep super-
cooled region is extremely important to understand the causes of its peculiar
behaviour.

3.1.1 Phenomenology
A huge amount of theoretical, computational and experimental research
has been developed in the last years in order to build a picture as much as
possible complete of the phenomenological behaviour of supercooled water
thermodynamics [9]. Even if several aspects of this unique supercooled liq-
uid are not still totally clear and understood today and have to be further
investigate, relevant steps forward have been taken by the scientific commu-
nity. It was exactly from these efforts that it has been possible to determine
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3. Supercooled Water: Theory and Experiments

clearly the starting point from which developing theoretical scenarios and
models to explain water peculiar properties. Nowadays, the overall knowl-
edge of the metastable water phase diagram in the supercooled and vitreous
regime can be schematically summarized with the picture in Fig. 3.1. Water

Figure 3.1: Left Panel: Schematic representation in the P − T of the
metastable phase diagram of supercooled and glassy water (Picture adapted
from Ref. [10]). Right panel: significant thermodynamic curves of water
drawn experimentally in the supercooled state and correspondent stable ice
phases in the same range of pressure and temperature (Figure from Ref. [7]).

can be supercooled, i.e. it can be kept in the liquid state under its crys-
tallization temperature for a macroscopic time interval comparable to the
duration of the experimental measurements, in the thermodynamic region
marked by the melting curve TM in the upper high temperature border
confining with the stable liquid phase and by the homogenous nucleation
temperature curve TH in the low temperature border. In this interval, the
rapid quenching of the system prevents the formation and the growth of
ice nuclei and the liquid rearranges molecularly with a characteristic time
smaller than the nucleation rate. Several experimental works have been car-
ried out by purifying the sample from the presence of nucleation-inducing
impurities and separating it in small droplets in order to lower the nucleation
temperature. The results obtained from the totality of these experiments
had established T ∼ 232 K as the lowest temperature at ambient pressure
below which the crystallization of the liquid was unavoidable. Only very re-
cently, new experimental techniques using nanodroplets, nanoconfinement
and association with biomolecules have successfully shifted the limit of 232
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K down to 227 K [44].
Even if it is not possible experimentally to overcome the nucleation temper-
ature line, upon cooling the system very rapidly down to the glass transi-
tion temperature TG in order to inhibit the sudden transition of the liquid
towards the ice stable state, the system transforms into glassy water, be-
coming an amorphous disordered solid. In this state, the relaxation time of
the system is similar to the macroscopic time scale of the experiment and
the liquid is structurally arrested. The experimental value of TG is contro-
versial: the general consensus is that water vitrifies around 136 K [45, 46]
but latest measurements would relocate TG at 165 K [47, 48].
A large number of experiments [49–52] realized in the past years on the
amorphous phase of water have definitely confirmed the existence of two
distinct forms of glassy water: the high density amorphous ice (HDA) and
the low density amorphous ice (LDA).
The first observation of the HDA state was done by Mishima and co-workers
in 1984 [53] when, through the compression at low temperature of a sample
of ice Ih, they found a dense disordered vitreous solid with local structure
similar to the local arrangement of liquid water. This high density amor-
phous state of water can be achieve in the deep supercooled region at high
values of pressure, as shown in Fig. 3.1.
Low density amorphous ice, on the contrary, occurs penetrating the thermo-
dynamic region below the glass transition temperature from the low pressure
side. Similarly to HDA, LDA local structure presents strong analogies with
molecular distribution of ice Ih.
Fig. 3.2 displays the oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen
radial distribution functions (RDF) in HDA and LDA at T=268 K [54].
The separation between HDA and LDA in the glassy phase of water origi-
nates from the existence of a first order phase transition discovered in 1985
by Mishima and co-workers [49]. By pressurizing a sample of LDA, mea-
surements on the volume and other thermodynamic properties of the system
evidenced, at approximately 6 Kbar, the appearance of a sharp and sudden
volume reduction perfectly compatible with the volume discontinuity typi-
cal of a first order transition (see Fig. 3.3). The presence of the LDA-HDA
phase transition has been later corroborated by other experimental works
using Neutron Diffraction [55] and Raman Spectroscopy [56].
Once water has vitrified in one of its two amorphous states, the effect of
heating glassy water is a spontaneous transition to cubic ice Ic around 150
K [45, 58]. This phenomenon implies that supercooled liquid water can not
be achieved increasing temperature above the glass transition since nucle-
ation to ice prevents the formation of this metastable liquid phase [59].
The presence of the nucleation temperature line and of the glass transition
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Figure 3.2: Oxygen-oxygen, oxygen-hydrogen and hydrogen-hydrogen
RDF at T = 268 K, for LDL and HDL as calculated starting from neu-
tron diffraction experimental data [54].
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Figure 3.3: Evolution of volume in the thermodynamic path followed in
Ref. [57] composed of compression (a), subsequent decompression (b) and
compression (c) of amorphous phases during warming up to 135 K.

line, that both block the process of supercooling respectively upon cooling
and heating the system, define a thermodynamic region, called "no man’s
land" [11, 12, 60], where it is very difficult to realize experimental measure-
ments on the supercooled liquid state but not impossible in principle [61].

3.1.2 Supercooled Water Theoretical Scenarios
The discovery of glassy water polyamorphism and the existence of the LDA-
HDA phase transition together with the thermodynamic and dynamical
anomalies of liquid water have led to the development of several theo-
retical hypothesis [13, 36, 62–65] trying to explain the overall anomalous
phenomenology of water in its stable and metastable state. The theoret-
ical scenario that has by far received the greatest attention has been the
Liquid-Liquid Critical Point (LLCP) Scenario [13].

3.1.2.1 The Liquid Liquid Critical Point Scenario

The hypothesis of the Liquid Liquid Critical Point was formulated for the
first time by Poole, Sciortino, Essmann and Stanley on the basis of numerical
simulations of the phase diagram of the ST2 water model [13] and is well
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Figure 3.4: Main features of the LLCP scenario. The LDA and HDA are
separated by a first order phase transition line. This line extends above
the glass transition line in the so called no man’s land and separates the
two distinct liquid phases LDL and HDL. At the end of the coexistence line
is situated the LLCP, above which the distinction between the two liquids
disappears. TH is the line of the homogeneous nucleation and TM is the
melting line. Figure from Ref. [10].

summarized by the picture in Fig. 3.4 [10]. The central idea of the LLCP
scenario is the existence of a second order critical point located in the "no
man’s land" that would be the terminal point of a first order phase transition
occurring between two different state of supercooled liquid water: the low
density liquid water (LDL) and the high density liquid water (HDL). This
transition is called liquid-liquid phase transition (LLPT) and would evolve
in the low temperature and high pressure region into the observed transition
between LDA and HDA. According to this scenario, LDA and HDA would
be the correspondent vitreous phase of LDL and HDL respectively.
The presence of a LLCP explains on one hand the first order phase transition
between HDA and LDA and on the other hand the anomalous increase of
the thermodynamic response functions upon cooling [66]. The isothermal
compressibility kT and the isobaric specific heat cP are, in fact, associated
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to the density and entropy fluctuations of the system through the relations:

< (δV )2 >= V kBTkT (3.1)

< (δS)2 >= NkBcP (3.2)
These quantities, as predicted by the theory of critical phenomena, be-
come proportional to the fluctuations of the correlation length close to the
second order critical point and consequently diverge asymptotically upon
approaching it. Moreover, the experimentally observed phase transition be-
tween LDA and HDA would be the structurally arrested expression of the
LDL-HDL equilibrium phase transition.
In presence of a first order phase transition the Clausius-Clapeyron equation
holds:

dP

dT
= ∆s

∆v (3.3)

where the left term represents the inclination of the coexistence line and ∆s
and ∆v are respectively the difference in molar entropy and molar volume
between the two coexisting states. Consequently, the uncommon negative
slope of the hypothesized LLPT implies that HDL is a more disordered
and entropic phase with respect to LDL that presents a more opened and
structured local arrangement.
It should be underlined that, according to the LLCP scenario, a one phase
region extends for temperatures above and pressure below the critical point.
In this thermodynamic region, the distinction between LDL and HDL disap-
pears and supercooled water exists as a liquid in a single phase. Similarly to
the two phase region, also in the one phase region it is expected an asymp-
totic divergence of the density correlation length upon approaching the sec-
ond order critical point. In particular, a locus of maxima of the correlation
length appears moving towards the LLCP. This line is called Widom Line
(WL) [67, 68] and it can be observed also for the ordinary liquid-vapour crit-
ical point [69]. Since close to the critical point the thermodynamic response
functions become proportional to power laws of the correlation length, loci
of maxima of kT , cP and other quantities related to the liquid fluctuations
emerge in the one phase region. These loci progressively collapse on the
Widom Line approaching the LLCP and, for this reason, can be considered
a reasonable proxy for the Widom line in computational studies.
A huge amount of theoretical, computational [10, 67, 68, 70–87] and exper-
imental [11, 12, 19, 88–91] works have been carried out in order to prove
definitely the presence of the liquid liquid critical point. As mentioned be-
fore, it was the seminal computational work of Poole et al. [13] to led to
the formulation of the LLCP hypothesis. These authors performed Molec-
ular Dynamics simulations on ST2 water potential and analyzed several
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Figure 3.5: Results of isothermal compression of LDA (solid lines) and low
temperatures isotherms (dashed lines) obtained from the Molecular Dynam-
ics simulations on ST2 of Ref. [13]. The solid lines show an abrupt change
in the volume typical of first order phase transition and the dashed lines ex-
hibit inflection points that could be indicative of the presence of the LLCP.
Figure from Ref. [7] and adapted from Ref. [13].

isotherms in the liquid and vitreous thermodynamic region. The high tem-
peratures and low pressures liquid isotherms showed inflection points with
a temperature dependence compatible with the presence of a second order
critical point. Moreover non equilibrium isothermal compression of solid
LDA exhibited a sharp and immediate increase of volume similar to the
volume change occurring in first order phase transitions (see Fig. 3.5). Also
the thermodynamic response functions increased asymptotically upon su-
percooling providing another proof of the existence of a LLCP.
Starting from ST2, Molecular Dynamics simulations on other water and
water-like potentials were performed searching evidences to support the
LLCP scenario. TIP4P [74, 80], TIP5P [67, 77, 82, 92] and ST2 [74, 76,
80, 81, 93, 94] present clearly a liquid liquid critical point and a first order
liquid liquid phase transition. The LLPT has been also confirmed in ST2
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by recent extensive computations based on free energy calculations [81, 95–
104]. Also TIP4P/2005 manifests an anomalous increase in the isothermal
compressibility and isobaric specific heat together with inflection points in
the isotherms suggesting the presence of a LLCP [23]. The controversial in-
terpretation of the results on Molecular Dynamics simulations on TIP4P by
Tanaka et al. proposes also for this potential a LLCP [84, 105]. Free energy
calculations on SPC/E [106] seem, moreover, to provide results compatible
with the LLCP scenario.
Anomalous behaviour of the phase diagram both in the liquid stable and
metastable state was found also in water-like potentials, such as the Jagla
Model, that describes particle interactions with a spherically symmetric
potential identified by two characteristic length scales. In particular, in-
dications of the existence of LLPT, LLCP, increase of the thermodynamic
response functions together with the density anomalies were detected for
this potential [67, 70, 73, 107–113]. Free energy calculations have corrobo-
rated the existence of a LLCP in Jagla Potential [114].
From the experimental point of view, a decisive experiment promoting the
idea of the LLCP was carried out by Mishima and Stanley [11, 12]. Through
measurements on the melting line of metastable ice IV, Mishima and Stan-
ley succeeded on tracing the liquid liquid phase transition and located the
liquid liquid critical point around T ∼ 220 K and P ∼ 100 MPa [12]. Even
if the experiment of Ref. [12] provides an important contribution in favor of
the LLCP hypothesis, it is based on the observation of a sharp variation of
the volume along the ice IV melting line that is also compatible with another
theoretical scenario explaining water anomalies, the Singularity Free Sce-
nario [36]. This fact makes this work a fundamental but not definitive proof
of the LLCP scenario. An electron spin resonance experiment [91] found for
bulk water results consistent with the coexistence of LDL and HDL phases
in the deep supercooled region. Another method used to avoid crystalliza-
tion of water in order to investigate the presence of two different state of
supercooled liquid water is to confine it in small pores. Recent experiments
using Neutron Diffraction technique on water confined in a nanoporous sil-
ica matrix, MCM-41 [19, 88–90], found results in agreement with the LLCP
scenario. Zhang et al. [88] observed for the first time in confined D2O the
appearance of hysteresis in density, confirming the presence of a first order
phase transition line. Recently Wang et al. [115] have found evidences of
the existence of a liquid-liquid phase transition ending at a point located
at P = 1.29± 0.34 Kbar and T = 213± 3 K that would correspond to the
LLCP according to the LLCP scenario. A time-resolved optical Kerr effect
investigation by Taschin et al. [116] has provided signs of the coexistence of
two liquid structures of water, interpreted as LDL and HDL.
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Theoretically speaking, several models were constructed in order to under-
stand the microscopic origin of the two supercooled liquid phases of water
and the thermodynamic anomalies of the supercooled regime [68, 71, 72, 75,
87, 117–119]. In particular, theoretical scaling analysis of the LLCP gives
also a consistent scenario [66, 120, 121].
Even if further computational, experimental and theoretical investigations
on the phase behaviour of water in the liquid and metastable supercooled
state have to be performed to provide conclusive confirmations of the real
existence of LLCP, the liquid liquid critical point scenario represents nowa-
days an elegant and reasonable explanation of water anomalies and opens
the doors to an entire new research area on multiple-fluids critical phenom-
ena. Besides the LLCP, other theoretical scheme flourished in the past years
trying to justify the peculiar water phase diagram.

3.1.2.2 Other Scenarios

A theoretical scenario that is able to interpret glassy water polyamorphism
and the anomalous increase of the thermodynamic response functions is
the Singularity Free Scenario proposed by Sastry et al. [36]. In this sce-
nario, the increase of kT , cP and of the magnitude of αP upon cooling is
not the consequence at higher T of the divergences of system fluctuations
that occur approaching a critical point. On the contrary, the behaviour of
these quantities is directly caused by the presence of the TMD line and its
negative slope in the P − T plane. Provided the following thermodynamic
relations [36] (the subscript ’TMD’ and ’P, at TMD’ indicates a directional
derivative along the TMD and a derivative calculated at constant pressure
at the TMD, respectively):(

∂KT

∂T

)
P,at TMD

= v−1(∂2v/∂T 2)P,at TMD

(dP/dT )TMD

(3.4)

(
∂cP
∂T

)
T

= −T
(
∂2v

∂T 2

)
P

(3.5)

the negative slope of the TMD and the positive concavity of the molar vol-
ume v as a function of temperature (that implies (∂2v/∂T 2)P,at TMD > 0)
cause the isothermal compressibility and isobaric specific heat to increase
upon isobarically cooling and isothermally compressing the system respec-
tively. No singularity is present and the thermodynamic response functions
increase sharply because of the density anomaly, reaching a maximum finite
value. It should be noticed that the line of maxima of kT and cP predicted in
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the singularity free scenario is not related to the maxima appearing in pres-
ence of a critical point and their heights do not necessary have a monotonic
behaviour as happens by moving close to the LLCP. The anti-correlation
between kT and αP finally explains also the increase of the absolute value
of the expansion coefficient upon decreasing temperature isobarically. Cal-
culations on lattice models have reproduced the situation depicted by the
singularity free scenarios, with a sharp but finite increase of the response
functions occurring more and more abruptly at higher pressure and max-
ima of kT located at lower temperature upon increasing pressure. Giving
a consistent explanation of water phase diagram, also the singularity free
scenario can not be excluded as a possible interpretation of water anomalies.
Another scenario proposed in the past as the first unifying scenario but con-
sidered now obsolete is the stability limit conjecture, theorized by Speedy [62]
in 1982. In this scenario the increase in the thermodynamic response func-
tions was attributed to the approach to the limit of mechanical stability
(LMS) line, where the supercooled liquid becomes unstable with respect to
the vapour phase. This scenario predicted also the existence of a continuous
limit of mechanical stability line bounding the superheated and the super-
cooled states, reverting to positive pressures for low temperatures. This
behaviour of the LMS line would be anomalous, as in simple liquids the
LMS line has a positive slope in all the phase diagram [5]. Subtle argu-
ments of thermodynamic consistency basically ruled out this scenario [5]
and furthermore no evidence of a retracing LMS line was found either in
experiments or in computer simulations.

3.2 Supercooled Water Dynamics

Section 3.1 have shown how the collaborative work of theorists and experi-
mentalists has been able to build a detailed picture of water thermodynamic
behaviour in the liquid stable and metastable state. Nevertheless, less at-
tention has been devoted to the dynamical aspects of this liquid. In this
context, a milestone in the knowledge of water microscopic dynamics is
represented by the seminal works of Ref. [14] and Ref. [15] that through
Molecular Dynamics simulations on SPC/E water potential identified a two
step relaxation scenario in the decay of the Self Intermediate Scattering
Functions. The theoretical model able to explain this behaviour of the re-
laxation process in supercooled water is the Mode Coupling Theory (MCT)
of glassy dynamics, formulated and developed by Goetze [16]. All the cal-
culations exposed below are taken from Ref. [16] and references inside it.
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3.2.1 The Mode Coupling Theory
The central idea of the Mode Coupling Theory is that at sufficiently low
temperatures, particle dynamics is governed by a feedback mechanism that
becomes so strong to cause the structural arrest of the system. In particular
the deep coupling between single particle motion and the density fluctua-
tions of the liquid leads the particle to be trapped in a "cage" formed by
its nearest neighbors. This phenomenon, called "cage effect" is at the basis
of slow structural rearrangement of liquids in the supercooled regime. The
starting point of the MCT is the generalized Langevin equation.

3.2.1.1 The Theory

The simple temporal evolution of a phase space variable A(t) that depends
implicitly on the positions ~ri and momenta ~pi of a N particle system follows
the equation:

dA(t)
dt

= {A(t),H} = iLA(t) (3.6)

where H and L are respectively the Hamiltonian and the Lagrangian that
govern the system. Defining a projection operator P along A as the operator
that extracts the "A" character from the variable on which acts:

P = (A, ...)(A,A)−1A (3.7)

with (A,B) ≡ 〈BA∗〉, the equilibrium correlation function is identified by
the inner product between two vectors A and B in the Liouville space.
Eq. 3.6 can be transformed through a series of mathematical passages into
the following equation:

dA(t)
dt

= iΩ ·A(t)−
∫ t

0
dτK(τ) ·A(t− τ) + f(t) (3.8)

where A is the initial value A = A(0), the fluctuating random force is
defined as:

f(t) ≡ ei(1−P)Lti(1− P)LA (3.9)

the memory function matrix K(t) is:

K(t) ≡ (f, f(t)) · (A,A)−1 (3.10)

and the characteristic frequency matrix Ω is:

iΩ ≡ (A, iLA) · (A,A)−1 (3.11)
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The development of the generalized Langevin equation in Eq. 3.8 originates
from the idea initially proposed by Langevin that particle dynamics within
a liquid is characterized by two contributions with different time scales: the
slow relaxation of the initial velocity of the molecules and the fast, instant
collisions of particles with their surroundings. If A is a slow varying vari-
able with time (quasi-hydrodynamic variable), the projection operator P on
A represents an operator that extracts the slow "character" of the variable
on which is applied. It follows that the random force f(t) is the temporal
evolution of the fast character of Ȧ in the orthogonal fast space. f(t) is not
a force in the mechanical sense, being proportional to the molecule velocity,
but corresponds in some sense to the fast contributions involved in particle
dynamics. In this context, the memory function K(t) is a non local in time
term that takes into account the previous history of particle trajectory and
expresses the autocorrelation between the particle motion at time t and
its past at earliest times. This means that, contrary to general Markovian
processes, the instantaneous particle coordinates and velocities are deter-
mined not only by the state of the surrounding medium at the same time
but also by the memory that the particle has of its path until that moment.
It should be noticed that Eq. 3.8 shows that the time derivative of A is
governed by two separate types of terms: the first two terms on the left are
linear in A and represent the smooth contributions to the dynamics while
the random force involves the effects of non linear and short-lived dynamical
terms. This separation is useful for systems where quantities with different
time scales participate to the dynamics as in case of liquid dynamics, that
is characterized by impulsive and instantaneous forces whose correlations
decay fast with time and slow relaxation processes. An appropriate choice
of the variable A, hence, allows to write the particle motion decoupling the
fastly and slowly varying properties of the system. Defining the correlation
matrix as:

C(t) ≡ 〈A(t)A∗(0)〉 = (A,A(t)) (3.12)
Eq. 3.8 translates into the following equation for the correlation matrix:

dC(t)
dt

= iΩC(t)−
∫ t

0
dτK(τ) ·C(t− τ) (3.13)

where the fluctuating force does not appear because of the orthogonality
relation (A, f(t)) = 0.
Eq. 3.13 permits to determine an equation for the Self Intermediate Scat-
tering Function (SISF) F (q, t) of liquids, defined as:

FS(q, t) = 1
N

〈∑
i

eiq·[ri
O(t)−ri

O(0)]
〉
, (3.14)
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where riO(t) is the position of the oxygen atom at instant t. This function
is a measure of the density fluctuations of the system and is directly related
to the static structure factor S(q) = F (q, 0).
For this purpose, the variable A is chosen to be:

A =
[
δρq
jLq

]
(3.15)

where δρq is the Fourier Transform of the density save for a constant pro-
portional to the uniform density ρ = N/V :

δρq =
∑
i

eiq·ri − (2π)3ρδ(q) (3.16)

and jLq the longitudinal component of the associated current:

jLq = 1
m

∑
i

(q · pi)eiq·ri (3.17)

with m the particle mass. It should be noticed that, since modes with
different q are independent, the equations that will be derived are valid
for each q. Moreover the choice of the longitudinal component jLq allows
to express the current with a single component, fixing the axes along the
direction of q.
Substituting the definition of the variable A in Eq. 3.13, the terms involved
in the equation reduce to:

C(q, t) =
[
〈δρ−qδρq(t)〉 〈δρ−qj

L
q (t)〉

〈jL−qδρq(t)〉 〈jL−qj
L
q (t)〉

]
(3.18)

iΩq =
[

0 iq

i qkBT
mS(q) 0

]
(3.19)

K(q, t) =
[
0 0
0 m〈R−qRq(t)〉

NkBT

]
(3.20)

where:
Rq =

djLq
dt
− i qkBT

mS(q)δρq (3.21)

and S(q) is the static structure factor. The correlations of the Fourier
Transform of the density appearing in Eq. 3.18 correspond, save for an
unphysical constant, to the Intermediate Scattering Functions of the liquid
F (q, t) = 1

N
〈δρq(t)δρ−q〉.
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It follows that the lower left corner of the matricial Eq. 3.13 becomes:
d2FS(q, t)

dt2
+ q2kBT

mS(q)FS(q, t) +
∫ t

0
dt′K(q, t− t′) d

dt′
FS(q, t′) = 0 (3.22)

Eq. 3.22 represents the equation of motion of an harmonic oscillator with
frequency Ω2

q = q2kBT/mS(q) dumped by a time-retarded frictional force
proportional to the memory functionK(q, t−t′) = m〈R−qRq(t−t′)〉/NkBT .
Moreover the dependence of the microscopic frequency from the static struc-
ture factor implies that, as it will be shown later, the static properties of
the system are the input quantities for the Mode Coupling equations of the
Self Intermediate Scattering Function.
Before going on, it should be underlined that Eq. 3.22 has been derived
from totally general assumptions that are not specific of glass-formers liq-
uids. Nevertheless, even if it is an exact equation it is not solvable. In
order to gain predictions on the dynamical behaviour of supercooled liq-
uids, several approximations have to be done for determining a reasonable
expression of the memory function that could take into accounts the slow
structural relaxation discussed in the previous Section. The sets of passages
originally developed by Goetze and his collaborators [122] to write explic-
itly the memory function are based on two main approximations. The first
one is that, suspecting that fast random force was actually coupled to the
slow modes of the system δρk1δρk2 and had a residual slow character, the
random force is substituted with its projection onto a subspace spanned
by its dominant slow product modes. The second approximation consists
of factorizing all the four point correlation functions into products of two
point ones. The result from these and other manipulations is the following
expression for the memory function:

K(q, t) = ρ2kBT

2Nm
∑

k
|Vq−k,k|2 F (k, t)F (q − k, t) (3.23)

with:
Vq−k,k ≡ {(q̂ · k)c(k) + q̂ · (q − k)c(|q − k)} (3.24)

The two-mode approximated vertex function Vq−k,k depends only on the
wavevectors q and k and can be computed from the static structure factor
through the Ornstein-Zernike relation S(k) = 1/(1− ρc(k)).
It has to be underlined that the presence in the formulation of the memory
function of the product F (k, t)F (q−k, t) implies that K(q, t) decades with
the same time scale of density correlators. Surprisingly, despite the removal
of the slow component of the memory function through the projection oper-
ator, this "fast" quantity reveals coupled dynamically with the slow modes
of motion.

35



3. Supercooled Water: Theory and Experiments

The expression of Eq. 3.23 for the memory function is not complete. Eq. 3.23,
in fact, represents only the long-time contribution to the total memory func-
tion, contribution that becomes progressively more important for tempera-
tures and pressures in the deep supercooled region. Since the earliest time
interval of the dynamics is characterized by instantaneous collisions between
particles, it is worth to describe the short time term of the total memory
function as a function sharply peaked at t = 0, in particular as a Dirac δ
function:

K(0)(q, t) = ν(k)δ(q) (3.25)
Including also the effects of the short time collisions in the memory function,
the full version of K(q, t) is composed of the sum of the short and long time
terms:

K(q, t) = ν(q)δ(t) + Ω2
qK

L(q, t) (3.26)
where long time memory function of Eq. 3.23 has been factorized extracting
the frequency Ω2

q.
Overall the non-linear equation 3.22 can be rewritten as:
d2FS(q, t)

dt2
+Ω2

qFS(q, t)+ν(q) d
dt
FS(q, t)+Ω2

q

∫ ∞
0

dt′KL(q, t− t′) d
dt′
FS(q, t′) = 0

(3.27)
Eq. 3.27 and Eq. 3.23 are the so-called Mode Coupling Equations and are
a closed set of coupled equations from which the full time evolution of the
Self Intermediate Scattering Function can be determined. The only initial
input necessary for solving these equation is the static structure factor,
that introduces the temperature and density dependence of the solution
and can be computed from knowledge of the interaction potential between
molecules. It is clear from Eq. 3.27 that the feedback mechanism mentioned
previously comes from the quadratic dependence of the memory function
from the density correlator itself. This means that the instantaneous density
fluctuations of the system are non-linearly related to its previous history
through the sum in Eq. 3.23. The deep implications of the Mode Coupling
Equations can be understood applying a further approximation. Since the
vertex function gives the largest contribution when the reciprocal vector
has the value q ∼ qmax of the first peak of the static structure factor, the
substitution of the sum on the wavevectors space with the single value qmax
reduces Eq. 3.27 to:
d2FS(t)
dt2

+ Ω2FS(t) + ν
d

dt
FS(t) + Ω2λ

∫ ∞
0

dt′ [FS(t− t′)]2 d

dt′
FS(t′) = 0

(3.28)
where λ is a "control parameter" called exponent parameter that takes into
account the state parameters of the system such as temperature and density
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and depends on the static structure factor. With this approximation the
SISF has become a function dependent only on time. The analytical solution
of Eq. 3.28 shows that for particular values of Ω and λ, which corresponds
to a fixed temperature and density, a sharp phase transition occurs from an
ergodic phase where the system is able to structurally relax and rearrange
to a non ergodic state where the liquid dynamics is completely arrested.
In this second phase the non linear coupling of density fluctuations with
the memory function is so strong that particles are totally blocked at fixed
positions.
For each density, the temperature at which the ergodic to non ergodic
crossover happens is called Mode Coupling Temperature TC and marks the
transition between the thermodynamic region where the supercooled sys-
tem is still in liquid state and the phase at which the liquid has developed
into an amorphous solid. At TC the liquid has vitrified transforming into a
glass. This ideal glass phase transition can be seen formally analyzing the
solution of Eq. 3.28 in the Laplace space. It has been demonstrated, in fact,
that defining the order parameter f as:

lim
t→∞

FS(t) = f (3.29)

a relation exists between the order parameter and the exponent parameter:

f

1− f = λf 2 (3.30)

the solution to which is shown in Fig. 3.6 for each value of λ. Fig. 3.6
shows that the order parameter curve as a function of λ displays a sharp
bifurcation at a critical value of the exponent parameter λ = 4 = λc. For
values of λ below λc, f is constantly zero, meaning that the SISF decays to
zero for t → ∞ and the density fluctuations fully relax. On the contrary,
when λ is greater than λc the density correlators tend asymptotically to
finite positive constant values and the density fluctuations do not disappear
also at long times. In this non ergodic phase, the system is a glass.
To conclude, the scenario depicted by Mode Coupling Theory establishes
that in glass formers liquids the non linear coupling between the single
particle motion and the density fluctuations of the medium becomes so
strong to cause the structural arrest of the system for temperatures close to
the Mode Coupling Temperature TC . The theory therefore defines a (ρ, T )
locus of crossovers from an ergodic to a non ergodic phase which is identified
with the glass transition line.
Besides giving important information about slow dynamics of liquids in the
supercooled region, the Mode Coupling equations are highly predictive and
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Figure 3.6: Dependence of the order parameter f on the exponent parame-
ter λ as predicted by Mode Coupling Theory. The solid curve represents the
solution of Eq. 3.28 and the dashed line correspond to solution to Eq. 3.30.
At a critical value λc = 4 the system crosses from an ergodic to a non
ergodic arrested phase.
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Figure 3.7: Time dependence of the correlation functions as computed
from a schematic model without hopping processes. The different curves
correspond to different values of the coupling parameter. From Ref. [123].

provide the theoretical basis of the two step relaxation scenario found at
first in Ref. [14] and Ref. [15] in SPC/E water potential.

3.2.1.2 The cage effect

The full time and temperature dependence of the solutions to the approxi-
mated Mode Coupling Equations are important not only for the glass tran-
sition theory but also for explaining the phenomenological behaviour of
liquids upon supercooling.
Fig. 3.7 is a sketch of the Self Intermediate Scattering Functions solution to
Eq. 3.28 upon varying the exponent parameter λ. For this model computed
in Ref. [123] different λ correspond to different temperatures of the system.
The SISF exhibit a two step relaxation scenario perfectly in agreement with
observations from Neutron Scattering experiments. At the microscopic ear-
liest times, the SISF has a quadratic dependence on time typical of ballistic
motion. In this regime, in fact, particles move within the liquid without
interacting with the others and the SISF decay with time. At intermediate
times, in the so-called β relaxation regime, a simple inflection point ap-
pearing in the high temperature range (curve B) transforms into a constant
plateau upon cooling the system (curve G). The reason for the existence
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of this plateau, which is an expression of the so-called "cage" effect, is the
following: due to the feedback mechanism between the density correlators
and the memory function, the coupling between the single particle and the
density fluctuations becomes so strong at lower temperatures that the slow
rearrangement of the surrounding molecules causes a progressive increase of
structural relaxation times and arrest temporarily the average particle mo-
tion. In this transient temporal regime, particles remain trapped in a "cage"
formed by its nearest neighbors and are confined in a limited space region
for all the duration of the plateau. Only in the long time regime the SISF
enters in the so-called α relaxation regime where the thermal fluctuations
of the system allow the cages to dissolve and break up and particles are free
again to explore the liquid in diffusive regime. As it is clear from the Figure,
on approaching the critical temperature TC the predicted dynamics is more
and more stretched towards longer time scales and the length of the plateau
increases, suggesting that particles stay blocked inside the cages for grater
time. When T reaches the Mode Coupling Temperature value, the SISF do
not decay any more to zero and the β relaxation regime is the only relax-
ation process to survive. At these temperatures, the cages are completely
"frozen" and do not disappear also at long times trapping permanently par-
ticles in the finite cage volume. The finite positive asymptotic limit of the
SISF, therefore, evidences that the the liquid has entered in the non ergodic
glassy phase and molecules are not more able to rearrange being enclosed
in rigid, fixed cages. According to MCT, below TC (curve F ′, D′, B′) the
height of the plateau increase proportionally to the difference

√
TC − T and

the β regime occurs at shorter and shorter times upon cooling, as displayed
in Fig. 3.7 and confirmed by Neutron Scattering experiments on polymer
glass former [124].
The dynamics of supercooled water has revealed to follow the behaviour
theoretically predicted by Mode Coupling theory both experimentally and
computationally, exhibiting SISF with the two step relaxation and the cage
effect explained by the theory. Earliest experimental confirmations of MCT
were showed in Ref. [125] and later time resolved spectroscopy experiments
have confirmed that water behaves à la Mode Coupling [116] and that TC
coincides with the singular temperature of the apparent divergences both of
the thermodynamic response functions and of the dynamical properties of
water [17]. From the computational point of view, simulations on different
water potentials such as TIP4P in bulk [126] and aqueous solutions [127]
and SPC/E confined water [20, 25, 128, 129] have also validated the general
trend of the SISF expected by MCT. Apart of giving a general theoretical
framework for the glass transition and the two different relaxation processes,
MCT provides also important qualitative predictions about the specific de-
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pendence of the Self Intermediate Scattering Functions on time, on the
wavevector q and on the static structural properties of the system. Next
Section will be devoted to these predictions.

3.2.1.3 MCT Predictions and Tests

One of the most relevant goal of the MCT is the theoretical derivation of
the β and α relaxation processes manifesting in glassy dynamics. In this
context, the Mode Coupling equations are important not only for the ergodic
to non-ergodic phase transition but allow also to extract the qualitative
behaviour of the β relaxation regime, that is predicted to be:

FS(q, t)
S(q) = f cq + hqε

1
2 g±ε (t/tε) (3.31)

The quantity f cq is the ergodicity factor and corresponds to the first point
at which the SISF does not decay to zero anymore. hq is the critical am-
plitude and it is independent of temperature and time while ε = λ− λc/λc
and tε represent the distance from the critical parameter (and hence from
the critical temperature TC) and the characteristic time scale of the regime
respectively. The sign ± is related to the positive or negative values of
ε. It should be noticed that Eq. 3.31 states implicitly that a factorization
property holds. The temporal dependence of the SISF, in fact, enters only
through the q-indipendent function g. This means that the temporal and
spatial correlations in the β regime are completely independent differently
from other types of dynamical processes. Tests on the factorization prop-
erty of MCT solution has been performed in simulations of Lennard Jones
systems [130] and colloidal suspensions [131]. According to MCT, the tem-
perature dependence of the β scale time tε should diverge asymptotically as
a power law upon approaching the ideal glass transition temperature TC :

tε = t0|ε|
−1
2a (3.32)

with 0 < a < 1/2. This trend is evident in Fig. 3.7 where, on increasing
and decreasing temperature towards TC from below and above TC respec-
tively, the correspondent time at which the SISF enter in the β regime
moves to larger values. Light Scattering experiments have found a similar
divergence [131, 132].
The exact computation of the universal function g(t/tε) could be, in princi-
ple, carried out by starting from the exponent parameter λ and hence from
the static structure factor. Nevertheless, this calculus is rather complex and
MCT provides useful predictions on the explicit form of g(t/tε), even if they
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are correct only in leading order in ε. In particular, in the early β relaxation
regime, that corresponds to the interval where the SISF has not yet entered
the plateau but is close to it, the time dependence of g(t/tε) can be written
as:

g±ε (t/tε) ∼ (t/tε)−a (3.33)
where a is the same exponent of Eq. 3.32. The longer time behaviour of
the β regime, where the SISF exited from the cage regime and has just
entered in the second slow α relaxation, is well described by the so-called
Von Schweidler law (VSL):

g−ε (t/tε) ∼ (t/tε)b (3.34)

with b another critical exponent called the Von Schweidler exponent and
where the subscript − indicates that this regime is absent in the non ergodic
glassy phase.
Even if MCT does not give a representation of the glass transition in term of
the theory of critical phenomena, a relation between the exponents a, b, and
λ exists and connects these critical parameters through a scaled equation:

λ = Γ2(1 + b)
Γ(1 + 2b) = Γ2(1− a)

Γ(1− 2a) , (3.35)

Eq. 3.35 permits to extract the entire set {a, b, λ} from the knowledge of
only one of its elements. The power law behaviour of Eq. 3.33 and Eq. 3.34
together with the satisfaction of Eq. 3.35 have been found in Light Scattering
experiments [131, 132] and computer simulations of water [15, 126] and
other [133] potentials.
Although the solutions of the Mode Coupling Equations lead to an approxi-
mate description of the β relaxation regime, the main theoretical prediction
derived from these equations concerns the structural relaxation time of the
supercooled liquid and its relation with the Mode Coupling Temperature
TC . In order to understand the deep implications of this prediction, the
meaning of TC in terms of the structural relaxation time must be discussed.
Being defined as the ideal glass transition temperature, TC represents the
temperature at which the liquid is not more able to rearrange and relax
even at long time and the molecules are completely arrested and "frozen" in
a disordered solid state. Consequently, TC is the temperature at which the
liquid structural relaxation time τ diverges, together with the connected
self diffusion coefficient D and viscosity η. At TC the time that the sys-
tem takes to rebalance and relax is in principle infinite. Since the physical
definition of the relaxation time is the time necessary to the density fluc-
tuations to dissolve, τ is identified by the characteristic time of decay of
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the SISF’s α regime. It follows that an analysis of the MCT solutions for
the Intermediate Scattering Functions at different values of the exponent
parameter λ provides the full dependence of the α relaxation time τ from
the temperature and density of the system. According to MCT, τ increases
asymptotically upon approaching TC as the following power law:

τ−1 ∝ (T − TC)γ (3.36)

where γ is larger than 1.5 and should be a universal exponent. A dra-
matic slowing down of the dynamics is therefore predicted to happen at
temperature near TC . A large amount of experimental [17, 18, 125] and
computational studies on water [14, 15, 20, 25, 126–129] have proved the
power law behaviour of Eq. 3.36.
Also simulations on hard-sphere potentials [131] and Lennard Jones Binary
Mixture [130, 134, 135] exhibit a similar increase of the relaxation time on
approaching the Mode Coupling Temperature.
As in the β regime, also for the α regime MCT equations produce the qual-
itative form of the long time SISF. In particular, the temporal dependence
of the correlators in the α interval is expected to be:

FS(q, t) ∝ Ψ(t/τ(T )) (3.37)

with τ the α relaxation time. This equation expresses the validity of the
time-temperature superposition principle (TTSP) in the α regime. Since the
SISF is function of the rescaled time t/τ(T ), plotting the density correlators
for different temperatures versus t/τ(T ), all the SISF collapse on a single
master curve independent from the single value of T . The TTSP has been
found to be valid in several computer simulations on Lennard Jones binary
mixture [134] and water potentials [15, 126].
Differently from the β regime, the simplified model represented by the ap-
proximated MCT equations predicts a purely exponential decay for the
master curve in contrast to the behaviour observed both experimentally
and computationally. The SISF in the α regime, in fact, reveals to be well
fitted by the so-called Kohlrausch-Williams-Watts (KWW) function:

FS(Q, t) = A(Q)exp[−(t/τ)β] (3.38)

with β the Kohlrausch exponent of the stretched exponential decay, τ the
structural relaxation time and A(Q) the Lamb-Mossbauer factor corre-
sponding to the height of the plateau [16] and directly related to the radius
of the cage.
It has been shown that the overall curves of the Intermediate Scattering
Functions in liquids following the MCT can be fitted with the formula [14,
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Figure 3.8: Self intermediate scattering functions for different temper-
atures calculated at the maximum of the static structure calculated from
MD simulations on SPC/E water potential. Symbols are the data calculated
from simulations in the temperature range from T = 206.3 K (circles) to
T = 284.5 K (rightward triangles). The solid lines are the fits to Eq. (3.39).
The inset shows the T dependence of the exponent β associated with the
slow relaxation.

15]:

f(Q, t) = (1− A(Q))exp[−(t/τs)2] + A(Q)exp[−(t/τ)β] (3.39)

The first term of Eq. 3.39 describes the quadratic dependence on time of
the earliest time dynamical regime, where molecules move ballistically. The
short time τs represents therefore the characteristic time scale of the fast
component of relaxation process. The stretched exponential decay in the
second term of the fitting formula expresses the slow structural α relaxation
typical of supercooled liquid dynamics, during which density fluctuations
progressively vanish with a characteristic time τ . An example of the agree-
ment between the fitting formula and the SISF computed from Molecular
Dynamics simulations on SPC/E water potential [14, 15] is displayed in
Fig. 3.8.
The β and α relaxation regime theoretically predicted and described by
MCT are not two separate and independent contributions of the SISF.
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Even if they have two different time scales, the characteristic exponents
introduced by the theory are related each other through the following equa-
tion:

γ = 1/2a+ 1/2b (3.40)

where γ, a and b are respectively the power law exponent of the α relaxation
time and the parameters of the β regime. Eq. 3.40 is important because it
allows to extract information on the time dependence of the β relaxation
from measurements of the temperature dependence of the α relaxation time
and vice versa. Moreover it should be noticed that, consequently to this
equation, the time τ and tε introduced previously are directly connected.
In conclusion, Mode Coupling Theory is nowadays the most important an-
alytical theory able to derive from a set of closed, self consistent equations,
the slowing down of the relaxation time, the cage effect and the two step
relaxation scenario observed experimentally and computationally in super-
cooled liquid water.
Nevertheless, the MCT predictions reveal to be valid in a finite range of
temperature. In the deep supercooled regime near the MCT temperature
TC , deviations from MCT behaviour begin to occur. The reason for these
deviations is that some terms neglected because of the approximations ap-
plied to determine the MCT equations become progressively important on
approaching TC and cause a general change in the temperature dependence
of the SISF. In particular the singularity at the ideal glass transition temper-
ature is smeared out by the presence of phenomena not taken into account
by MCT in its ideal formulation. These activated processes are able to
restore ergodicity to the system also below TC and are called hopping pro-
cesses. They represent a secondary relaxation mechanism through which
particles are able to jump out the walls of their cages even if they have not
dissolved. In view of hopping phenomena, the MCT temperature TC is no
more the temperature at which the system is structurally arrested and the α
relaxation time diverges but marks the transition of relaxation mechanism
from the MCT diffusion mechanism to the hopping mechanism. In the next
Section, the effect of hopping phenomena on supercooled water dynamics
will be discussed.

3.2.2 From the fragile to the strong liquid across the
Widom line

As discussed in the previous Section, MCT predicts a power law increase
of the structural relaxation time of supercooled liquids asymptotically di-
verging at the Mode Coupling Theory temperature TC . Following Angell’s
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classification of glass forming liquids [136], elaborated originally using the
viscosity, liquids whose dependence of self diffusion coefficient D on temper-
ature is well described by MCT power law are said "fragile" liquids [64, 137–
140]. More in general, a fragile liquid exhibits a behaviour of viscosity as a
function of T/TG, where TG is the experimental temperature of structural
arrest of the system, that can be often fitted by the empirical Vogel-Fulcher-
Tamman (VFT) law:

D = D0e

(
− B

T −T0

)
(3.41)

where B and T0 are fitting parameters. Fragile liquids are only one of the
two broad classes of liquids defined on the basis of their viscosity. Liquids
that present an Arrhenius exponential increase of diffusion coefficient of the
form:

D = D0e

(
− EA

kBT

)
(3.42)

are said "strong" liquids, with EA the activation energy. The difference
between fragile and strong liquids is evident in Fig. 3.9 where the shear
viscosity η vs TG/T is plotted for three glass forming liquids in the so-called
Arrhenius plot. Fragile liquids show a marked change in the curvature and
a dramatic increasing of the viscosity upon approaching the experimental
glass transition temperature TG. On the contrary, strong liquids have a
linear plot indicating that the dynamical transport properties of the system
are dominated by "activated" processes.
As mentioned in the previous Section, the presence of activated hopping
processes in supercooled liquid dynamics is neglected in the Mode Coupling
Theory. These phenomena cause a deviation in the deep supercooled regime
in the dependence of the structural relaxation time on temperature, that
moves from the fragile power law behaviour predicted by MCT to the strong
Arrhenius trend. This change from the high temperature fragile character
to the low temperature strong character is called fragile to strong crossover
(FSC).
Water exhibits a fragile to strong crossover widely investigated both compu-
tationally and experimentally. Molecular Dynamics simulations on SPC/E
water [142] have found a fragile to strong crossover, later confirmed by other
computer simulations on bulk water for ST2 and TIP5P [67] and on bulk
and aqueous solution for TIP4P [126, 127] and Jagla potential, a primitive
model [67, 143, 144]. Signatures of the existence of the FSC have been
found also in computer simulations of confined water [14, 20]. From the
experimental point of view, evidences of a fragile to strong crossover have
been observed in experiments on confined water [19, 90, 145–148] that addi-
tionally found that this crossover as a function of pressure is pointing to the
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Figure 3.9: Arrhenius plot of the shear viscosities (in poise) of three glass-
forming liquids, showing the difference in behaviour between strong and
fragile glass formers. Open circles: silica; squares: o-terphenyl; filled cir-
cles: an ionic melt of composition [KNO3]0.6[Ca(NO)3)2]0.4. Figure from
Ref. [141].
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region where the LLCP has been predicted to be located [11, 12, 19, 146]. In
Fig. 3.10 is shown the logarithm of the relaxation time as a function of 1/T
measured for water confined in MCM-41 silica pores [19]. The crossover
from non-Arrhenius behaviour at high temperature, fitted here using the
VFT law, to Arrhenius behaviour at low temperature is clearly visible. The
experimental investigation of the FSC is hampered in bulk water by the
homogeneous nucleation.
The Fragile to Strong Crossover is not a phenomenon purely dynamical.
Relation between the appearance of the FSC in correspondence of cross-
ing of the Widom Line has been found both in computer simulations and
experiments.
The FSC has been found to happen at the crossing of the Widom line
for ST2, TIP5P and Jagla model [67]. Besides, it was shown by com-
puter simulations that water in hydrophilic confinement has a bulk-like be-
haviour and that upon supercooling the FSC occurs in correspondence with
a peak of the specific heat which can be considered to a good approxima-
tion as a proxy for the Widom line [20, 25, 149]. The FSC has been found
to occur upon crossing the Widom line also for TIP4P bulk water [126],
for TIP4P aqueous solutions of electrolytes [127] and for solvophobic so-
lutions [143]. Connection between FSC and WL has been confirmed also
experimentally [19, 90, 145, 146, 150]. Experiments in confinement have
also shown a peak of the specific heat in correspondence of the FSC [147].
The deep meaning of the Fragile to Strong Crossover, its microscopic origin
in the dynamics and its relation with the thermodynamic aspects of water
phase diagram are still nowadays matter of debate. Next Chapters will be
devoted to the investigation of this dynamical crossover both in bulk and
confined water through Molecular Dynamics simulations in order to provide
new insights for a better comprehension of the FSC in water.
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Figure 3.10: Average translational relaxation time τT as a function of 1/T
for water confined in silica MCM-41 pores at several pressures. Data and
Figure from Ref. [19].
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4
Molecular Dynamics

Simulations

Computer simulations have a dominant role in the study of the physics of
liquid matter. After the first pioneering works [151–153], computer simula-
tions techniques have evolved following the progressive increased availability
of computing power and nowadays they are the preferred theoretical meth-
ods for the investigation of the properties of liquids. This happens partly
because the equations describing the statics and the dynamics of liquids can-
not often be solved analytically and the approximations used to deal with
them do not always work well. In the case of the static properties for exam-
ple, the Ornstein-Zernike equation can only be solved approximately. The
two most used approximations are the Percus-Yevick and the hypernetted
chain approximations but when compared to the experimental results they
do not always give encouraging results [141]. This chapter covers the gen-
eral concepts of the Molecular Dynamics (MD) technique. The first section,
Sec. 4.1, deals with the main steps of this simulation method. In the follow-
ing sections details about the integration algorithm, Sec. 4.2, thermostats
and barostats in MD, Sec. 4.3, and the Ewald summation method, Sec. 4.4,
are discussed. Sec. 4.5 is devoted to a discussion about the computation of
dynamical observables performed in this PhD Thesis.

4.1 The MD technique

Classical MD is a deterministic simulation method that allows the calcu-
lation of thermodynamic, static and dynamic properties of a many-body
system [154]. The motion of the particles (atoms or molecules) that con-
stitute the system is determined solving Newton’s equations. With a fixed
number of particles the Hamiltonian of the simulated system is in general
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given by:

H =
N∑
i=1

p2
i

2m + U(r1, r2, . . . , rN) =
N∑
i=1

p2
i

2m +
N∑
i=1

N∑
j>i

u(|ri − rj|) (4.1)

where N is the total number of particles and U is the many-body inter-
action potential. In the right-hand side of the equation U is assumed to
be approximated with the sum of the radial potentials u between pairs of
particles.
The particles are subject to Newton’s laws of motion:

mir̈i = dpi
dt

= Fi = −∇ri
U (4.2)

vi = ṙi = pi
mi

(4.3)

Given the positions and the velocities of the particles at time t, the equations
of motion are integrated with discrete time steps δt and the positions and
the velocities of the particles at time t+δt are computed. The trajectories of
the particles are thus determined in a deterministic way. Details about the
integration algorithm are given in the next Section. From the microscopic
motion it is possible to evaluate macroscopic quantities using statistical
mechanics. In the MD technique the validity of the ergodic hypothesis is
implied. Considering a generic thermodynamic quantity A, then under the
ergodic hypothesis

〈A〉 =
∫
A(rN , pN)ρ[H(rN , pN)]drNdpN = A = lim

t→∞

1
t

∫ t

0
A(rN , pN)dt′

(4.4)
the average calculated over the ensemble is identical to the average calcu-
lated over time steps. In MD this hypothesis holds when the simulation
time exceeds by far the characteristic time of molecular motion. Simula-
tion runs are usually divided into two parts. During the equilibration runs
the system is evolved until equilibrium is reached and the thermodynamic
properties and in particular the energy of the system remain constant over
time. This can be done by rescaling the velocities, as explained in Sec. 4.3.
In the production runs, the trajectories are accumulated and then average
quantities are computed.
If runs are performed in the microcanonical ensemble, the total energy of
the system E = K +U is conserved. Methods to deal with MD in different
ensembles are discussed in Sec. 4.3. In the NV E ensemble the temperature
can be calculated from the equipartition theorem by the relation

T = 2
3
〈K〉
kB

= 1
3

∑N
i=1 miv

2
i

kBN
(4.5)
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while the pressure can be calculated using the virial theorem [154], with P
given by:

P = NkBT + 〈V〉
V

(4.6)

where V = 1
3

N∑
i=1

ri · Fi is the virial.

Suppose that the simulation box is cubic and the edge of the box is L (thus
V = L3). To avoid introducing artifacts due to the presence of the surfaces
of the cube, it is necessary to implement periodic boundary conditions. The
central simulation box is replicated in all directions forming an infinite lat-
tice. As a consequence a particle leaving the central box corresponds to its
image entering the box from the opposite side. With the minimal image
convention, a reference particle in the central box interacts only with the
particles and the image particles contained in a cube centered on the ref-
erence particle and with the same dimensions of the simulation box. The
presence of the periodic boundary conditions makes the whole system in-
variant to translation, implying the total linear momentum to be conserved.
This further conserved quantity reduces the number of degree of freedom of
the system to 3N − 3 and consequently modifies the equipartition theorem.
Usually the interaction potential is not calculated for all distances but a
truncation is introduced. Only the interaction distances for which rij = |ri−
rj| < rcut ≤ L/2 are retained for the computation of the interactions. With
the cut-off, one needs to introduce long range corrections to the interaction
potential. For short range potentials, as the Lennard-Jones (LJ) potential,
the standard corrections [154] for the potential energy and for the virial are
given respectively by:

ucorr
ij = 2πNiNj

V

∫ ∞
rCut

gij(r)uij(r)r2dr (4.7)

Vcorr
ij = −2πNiNj

V

∫ ∞
rCut

gij(r)
∂

∂r
uij(r)r3dr (4.8)

where gij(r) is the pair radial distribution function (RDF) between particle
i and particle j. It is usual to take gij(r) = 1 for r > rcut. For long
range potentials, as the electrostatic potential, special care is required. The
Ewald summation method for the treatment of the electrostatic interactions
is discussed in Sec. 4.4.
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4.2 MD integration algorithms
In order to calculate the trajectories of the particles subject to Newtons’s
laws, Eq. 4.2-4.3, an integration algorithm is necessary. The integration
time step must be much less than the time taken by the molecule to cover a
distance equal to its own length. Typically δt = 10−15s = 1 fs for phenomena
that take place at the picoseconds or nanoseconds scale. Supposing that,
as in the case of water, the particles are rigid molecules, the motion can be
separated into translational and rotational motion.
The integration of the translational motion is quite straightforward. The
most common algorithm is called leap-frog algorithm and it is derived from
Verlet’s algorithm [154]. The latter considers the Taylor expansion for the
position, the velocity and the acceleration of a molecule

ri(t+ δt) = ri(t) + vi(t)δt+ 1
2aiδt2 + ... (4.9)

vi(t+ δt) = vi(t) + ai(t)δt+ 1
2biδt2 + ... (4.10)

ai(t+ δt) = ai(t) + bi(t)δt+ ... (4.11)

Taking ri(t− δt) = ri(t)− vi(t)δt+ 1
2aiδt

2 + . . . and summing it to Eq. 4.9
the velocity term from the equation for the position can be eliminated,
obtaining:

ri(t+ δt) = −ri(t− δt) + 2ri(t) + aiδt2 +O(δt4) (4.12)

and making the algorithm faster. In the Verlet procedure the velocity can
be recovered calculating

vi(t) = ri(t+ δt)− ri(t− δt)
2δt (4.13)

Verlet’s algorithm is fast and robust but it does not allow an accurate com-
putation of the velocities. This can be amended with the leap-frog algo-
rithm.
Given the quantities ri(t) , ai(t) and vi(t− 1

2δt) a two step iteration is made,
in which first the velocities are updated through

vi(t+ 1
2δt) = vi(t−

1
2δt) + ai(t)δt (4.14)

then the positions of the particles are calculated with:

ri(t+ δt) = ri(t) + vi(t+ 1
2δt)δt (4.15)
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Figure 4.1: Schematic representation of the leap-frog algorithm. Dashed
lines represent the first step, Eq. 4.14, with the calculation of the velocities
while solid lines represent the second step, Eq. 4.15, with the calculation of
the positions.

The forces are calculated after the second step and the new accelerations
can be put into Eq. 4.14 to begin a new iteration. A diagram of the leap-frog
iteration algorithm is depicted in Fig. 4.1.
The leap-frog algorithm yields more accurate positions. They are in fact
calculated using a velocity at a time closer to t + δt. The forces are com-
puted taking the derivative of the potential generated by the distribution of
particles ensuing from Eq. 4.15. Velocities at time t can be simply obtained
from the relation

vi(t) =
vi(t+ 1

2δt)− vi(t− 1
2δt)

δt
(4.16)

The integration of the rotational motion of molecules requires a more com-
plex treatment. The vector τi, the torque with respect to the centre of mass
of the molecule positioned at ri, is defined by

τi =
∑
a

(ria − ri) ∧ Fia =
∑
a

dia ∧ Fia (4.17)

where dia denotes the position of the atom a within the molecule i with
respect to its centre of mass. The orientation of a rigid body in the space
can be defined by a rotation matrix that consents the transformation from
the frame of reference of the laboratory to the one of the centre of mass.
This matrix is usually defined in terms of three independent angular pa-
rameters, the Euler angles (ϕ, θ, ψ) . A quadri-dimensional vector, with
unitary norm, can be defined as a function of the Euler angles. This vector
is called quaternion and it permits to have convergent equations of motion.
Defined q as

q = (q0, q1, q2, q3) (4.18)
with q2

0 + q2
1 + q2

2 + q2
3 = 1, the rotation matrix can be written in terms of

q. It reads

R =

q
2
0 + q2

1 − q2
2 − q2

3 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) q2

0 − q2
1 + q2

2 − q2
3 2(q2q3 + q0q1)

2(q1q3 + q0q2) 2(q2q3 − q0q1) q2
0 − q2

1 − q2
2 + q2

3

 (4.19)
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and if d̂ia is the position of the atom a in the center of mass frame, its
position in the laboratory frame is obtained by dia = RT d̂ia. The quaternion
for each molecule satisfies the equations of motion:


q̇0
q̇1
q̇2
q̇3

 = 1
2


q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0




0
ωx
ωy
ωz

 (4.20)

where (0, ωx, ωy, ωz) are the components of the angular velocity vector
ω in the centre of mass frame. This system does not possess singularities
and it can be solved with a procedure similar to the one applied for the
integration of the translational motion. To solve the rotational motion the
following equation can be used:

dJ
dt

= d

dt
(Iω) = τ (4.21)

where J is the total angular momentum of the molecule, I the moment of
inertia matrix and τ the torque of the molecule (for convenience here the
subscript i indicating each molecule is dropped). This equation is evidently
coupled to Eq. 4.20. Having stored J(t− 1

2δt) , q(t) and τ(t) the equations
for the rotational motion can be solved iteratively, first updating the angular
momentum through:

J(t) = J(t− 1
2δt) + τ(t)1

2δt (4.22)

Then the q̇ can be calculated from Eq. 4.20 and a guess for q(t + 1
2δt) is

given by:

q(t+ 1
2δt) = q(t) + q̇(t)1

2δt (4.23)

The last two are auxiliary equations to estimate q(t+ 1
2δt) and calculate q̇

at the half-step time. Now the new J and q can be calculated through the
relations:

J(t+ 1
2δt) = J(t− 1

2δt) + τ(t)δt (4.24)

q(t+ δt) = q(t) + q̇(t+ 1
2δt)δt (4.25)
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4.3 Thermostats and barostats in MD
In Sec. 4.1 it has been shown that the basic MD algorithm is thought in
the microcanonical NV E ensemble. However it is possible to implement
algorithms that simulate the presence of a thermostat and/or a barostat.
Therefore MD can be performed in different ensembles such as the canonical
NV T ensemble or the isothermal-isobaric NPT ensemble.
For the thermostat, the most common techniques are known as Nosé- Hoover [155],
Berendsen [156] and Gaussian constraint [157]. Only the first one reproduces
exactly the averages and fluctuations in the canonical ensemble. The oth-
ers give properties that differ from the averages in the canonical ensemble,
typically of O(1/N) [154]. In most cases this accuracy is enough and indeed
the Berendsen algorithm is by far the most used in MD simulations. In the
Berendsen algorithm the velocities are rescaled through ṙi → sṙi and the
change in temperature per time step in terms of the rescaling parameter s
is given by:

s = [1 + δt

τT
(T0

T
− 1)]1/2 (4.26)

where τT is the time constant of the coupling to the external bath and T0
is the desired temperature.
In general the coupling of the system to a thermostat and/or a barostat can
be effectively obtained also adding terms to the Lagrangian of the system,
thus modifying the equations of motions. The general Lagrangian of a
system is

L = 1
2m

N∑
i=1
|ṙi|2 − U (4.27)

In the case of a thermostat, a thermal bath is inserted and the velocities
are rescaled writing ṙi → sṙi. The new Lagrangian in terms of the rescaled
quantities is

L = 1
2m

N∑
i=1

s2|ri|2 − U + Q

2 s
2 − (3N + 1)kBT0 ln s (4.28)

where Q is the “mass” associated with the thermal bath. The modified
equations of motions that are obtained are of the kind

r̈i = − 1
mis2

∂U

∂ri
− 2ṡ

s
ṙi (4.29)

Qs̈ = 1
s

[∑
i

misṙ2
i − (3N + 1)kBT0

]
(4.30)
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With this method the energy of the system is not conserved but the energy
of the total system constituted by the system plus the thermal bath is
conserved.
Beyond the canonical ensemble, another common working ensemble is the
isothermal-isobaric NPT ensemble. In analogy with what seen for the tem-
perature, algorithms can be implemented to fix the pressure, adjusting dy-
namically the volume and in case the shape of the simulation box. The
most common algorithms for the introduction of a barostat are known as
Hoover [158] and Berendsen [156].

4.4 Ewald summation
For long range interactions, such as the electrostatic interactions, the cut-
off plus corrections method described in Sec. 4.1 is not sufficient to achieve
accuracy. In this case, special care is needed in dealing with potential
truncation and long range contributions. As a matter of fact the inadequate
treatment of electrostatic interactions can lead to severe artifacts in the
results of the simulations [81]. There exist several methods for the treatment
of the electrostatic interactions. In the following the general ideas of the
most used method, the Ewald summation method, are described.
Taking into account the periodic boundary conditions, the electrostatic en-
ergy term of the interaction potential can be written as

UE = 1
2

N∑
i=1

qiφE(ri) (4.31)

and φE is given by

φE =
N∑
j=1

∑
R

qj
|rij + R|

(4.32)

where R = nL, n = (nx, ny, nz) , with nx, ny, nz ∈ Z. The sum is performed
with the convention that i 6= j if R = 0.
By adding and subtracting screening charges, the sum can be broken into
two parts, UE = USR + ULR. The first part contains the original point
charges screened by diffuse clouds of opposite charges; this part becomes
short ranged and can be evaluated in the real space. The second part
compensates for the added screening charges and it is generated by the sum
of the screening charge densities (with opposite charge); it is evaluated in
the Fourier space. The screening charges are typically taken with a Gaussian
distribution:

ρs(r) = −qi(
α

π
)3/2e−αr

2 (4.33)
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First the long range part of the sum must be calculated. Having taken the
screening charges as in Eq. 4.33, the compensating charge distribution can
be written as

ρc(r) =
N∑
j=1

∑
R
qj(

α

π
)3/2 exp[−α|r− (rj + R)|2] (4.34)

and its Fourier transform is given by

ρ̃c(k) =
∫
V
dre−ik·rρc(r) =

N∑
j=1

qje
−ik·rje−k

2/4α (4.35)

The field generated by this charge distribution can be calculated using
the Poisson’s equation in the Fourier space, k2φ̃(k) = 4πρ̃(k) . Anti-
transforming the field thus obtained and plugging it into the long range
part of the sum, it follows:

ULR = 1
2

N∑
i=1

qiφc(ri) = 1
2V

∑
k 6=0

4π
k2 |ρ̃(k)|2e−k2/4α (4.36)

where ρ̃(k) =
N∑
i=1

qie
−ik·ri . This part of the potential contains spurious self-

interactions terms as the point charges at ri interact with the compensating
charges also at ri. The self interactions terms represent the potential at
center of the Gaussian charge distributions and they are to be subtracted
from the final expression to recover the correct Coulombic energy.
Now the short range part of the sum is calculated. Using the Poisson’s
equation in the real space −∇2φ(r) = 4πρ(r) it is possible to demonstrate
that the screening potential can be written as

φs(r) = qierf(α1/2r)
r

(4.37)

where erf is the error function. It is defined by

erf(x) = 2
π1/2

∫ x

0
e−t

2
dt (4.38)

The self-interaction terms correspond to φself = φs(0) = 2(α
π

)1/2qi and the
total self-interaction energy becomes

Uself = (α
π

)1/2
N∑
i=1

q2
i (4.39)
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which must be subtracted from the total electrostatic energy. Using the
result 4.37, the short range part of the sum can be rewritten as

USR = 1
2
∑
R

N∑
i 6=j

qiqj[
1

|rij + R|
− erf [α1/2|rij + R|]

|rij + R|
] =

= 1
2
∑
R

N∑
i 6=j

qiqj
erfc[α1/2|rij + R|]

|rij + R|
(4.40)

with the erfc function defined by

erfcc(x) = 2
π1/2

∫ +∞

x
e−t

2
dt (4.41)

Putting all the terms together the final result is obtained:

UE = USR + ULR − Uself = 1
2
∑
R

N∑
i 6=j

qiqj
erfc[α1/2|rij + R|]

|rij + R|

+ 1
2V

∑
k 6=0

4π
k2 |ρ̃(k)|2e−k2/4α − (α

π
)1/2

N∑
i=1

q2
i (4.42)

The original sum has been thus separated into two parts. The short range
sum is performed in the real space while the long range sum is performed
in the Fourier space. The tuning of the parameter α results particularly
important in determining the convergence of the integrals. In order to get
fast convergence α should be large in the real space and small in the Fourier
space. A balance of these needs is usually considered and typically α is set
to values of the order of 5/L [154], taking a number of wave vectors of the
order of ten for the computation of the sums over k.

4.5 Dynamical Observables
In the analysis that will be discussed in the next Chapters, some dynamical
observables have been calculated by means of personal programs imple-
mented in C and executed in parallel with the Message Passing Interface
(MPI) architecture. In particular it has been calculated the Self Intermedi-
ate Scattering Function, defined as:

FS(Q, t) = 1
N

〈∑
i

ei
~Q·[~ri

O(t)−~ri
O(0)]

〉
, (4.43)
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and the Van Hove Self Correlation Functions:

GS(~r, t) = 1
N

〈
N∑
i=1

δ(~r + ~riO(0)− ~riO(t))
〉
, (4.44)

where N is the number of molecules and ~riO the position of the oxygen atom
recorded directly in the atomic trajectories of the MD simulation. For both
the quantities the choice of the bin of uncertainty ∆r is choose equal to 0.001
Å. The parallelization of the program has been implemented assigning to
each processor the computation of the SISF (or the VHSCF) of a group
of N/NCPU particles, where NCPU is the number of processors used. The
average time for the calculation of a single Intermediate Scattering Function
of 20 ns is approximately 10 days with 32 processors. The same computation
using one single core would be around 320 days.
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5
Molecular Dynamics of

Supercooled Bulk Water: The
Fragile to Strong Crossover

In this Chapter the results obtained for the MD simulations of TIP4P/2005
bulk water are presented. In particular the dynamical behaviour of the
system is analysed, testing the range of validity of Mode Coupling Theory
(MCT) for the TIP4P/2005 potential [159] and investigating the origin of
the deviation from the MCT regime to the Arrhenius regime revealed by
the occurrence of the Fragile to Strong Crossover in the deep supercooled
region [159, 160]. The details of the MD simulations are given in Sec. 5.1. In
Sec. 5.2.1 the Self Intermediate Scattering Functions of the oxygen atoms
and the relative study of particle dynamics in terms of the Mode Cou-
pling Theory is presented. In Sec. 5.2.2 the Fragile To Strong Crossover in
TIP4P/2005 is studied. Sec. 5.2.3 is devoted to the analysis of the connec-
tion between the Fragile to Strong Crossover and the Widom line, showing
an important relation between water dynamics and thermodynamics. The
microscopic origin of the Fragile to Strong Crossover and the appearance
of hopping processes in the deep supercooled regime are explored through
the calculations of the Van Hove Self Correlation Functions of the oxygen
atoms in Sec. 5.3.

5.1 TIP4P/2005 BulkWater: Simulation De-
tails

In order to study the dynamical properties of supercooled bulk water and
their relation with the thermodynamic aspects of its phase diagram, a box
of 512 water molecules was simulated at four different densities, ρ = 0.95
g/cm3, ρ = 0.98 g/cm3, ρ = 1.00 g/cm3 and ρ = 1.03 g/cm3. The box
lengths are respectively 25.26 Å, 25.00 Å, 24.83 Å and 24.59 Å. All the sim-
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Figure 5.1: Geometry of the TIP4P/2005 molecule.

ulations are performed at constant volume in the mild and deep supercooled
regime with a temperature range from 300 K to 195 K. The interactions
between the water molecules are represented by the TIP4P/2005 potential,
that describes the molecule as composed of two positively charged hydrogens
with qH = 0.5564e, one neutral oxygen which interacts as a single Lennard-
Jones pole with σ = 3.159 Å and ε/kB=93.2 K and a negatively charged
imaginary site M with qM = −2qH placed along the bisector H − O − H
and coplanar with the oxygen and hydrogens at distance 0.1546 Å from the
oxygen (see Fig. 5.1).
TIP4P/2005 [21] is currently one of the most popular and realistic water
model potential. TIP4P/2005 exhibits a TMD curve [22] perfectly in agree-
ment with the experimental one and reproduces accurately several aspects
of the phase diagram of stable water at low temperature like ice polymor-
phism [21]. In the supercooled region, it manifests an anomalous increase
of thermodynamic response functions [22] and a line of maxima of the iso-
baric specific heat and isothermal compressibility in the one phase region
proving the existence of a WL that terminates at the LLCP [23]. It is also
interesting that TIP4P/2005 and TIP4P show a slope of the diffusion co-
efficients as function of temperature in good agreement with experiments.
TIP4P/2005 values of the diffusion coefficients are close to the experimental
values, while TIP4P predicts faster diffusion coefficients [24]. For the sake
of completeness, it should be mentioned that water’s anomalous properties
have been investigated not only through classical MD water potentials but
also through several quantum potentials implemented in ab initio molecu-
lar dynamics simulations [161]. Even if this kind of potentials takes into
account quantum effects involved in liquids thermodynamics and dynamics,
it is still difficult from a computational point of view to perform long time
simulations using the ab initio approach.
The totality of the MD simulations are made with parallel Gromacs package
4.5.5. The Coulomb interactions have been implemented with the Ewald
method, with a truncation of the potential at 9.5 Å and through the use
of the Particle Mesh Ewald (PME) algorithm with a Fourier spacing of 1
Å and a fourth degree polynomial. The system has been equilibrated with
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Berendsen thermostat. In order to verify the correct equilibration of the
system, at the lowest temperatures calculated the box has been reheated
quickly to higher temperatures and progressively cooled down until the ini-
tial temperature controlling if it has reached the same minimum of energy.

5.2 TIP4P/2005 water dynamics:
Mode Coupling Theory and Fragile to
Strong Crossover

5.2.1 Intermediate Scattering Functions andMode Cou-
pling Theory

As explained in Sec. 3.2, several dynamical aspects of water in the super-
cooled regime have been proved to be in agreement with the predictions
of Mode Coupling Theory [16] both experimentally [17, 18] and computa-
tionally [14, 15, 126]. Among the measurable properties of the system that
can be exploited to test the validity of MCT in water dynamics, the Self
Intermediate Scattering Functions (SISF) provide important information
on the temporal evolution of particles motion [14, 15]. In order to verify
if TIP4P/2005 bulk water dynamics follows MCT, the oxygen SISF have
been calculated for all the values of temperature and density mentioned in
Sec. 5.1. Being defined as:

FS(Q, t) = 1
N

〈∑
i

ei
~Q·[~Ri

O(t)−~Ri
O(0)]

〉
, (5.1)

the SISF have been computed at the first peak of the oxygen-oxygen static
structure factor Q0 = 2.25 Å−1 where the MCT peculiar features of these
correlators are more visible. The results are shown in Fig. 5.2.
As predicted by MCT, all the SISF exhibit a two step relaxation composed
of a fast decay at short time scale and a slow structural decay at long
times. This aspect of the correlators is directly related to the "cage effect"
mentioned in Sec. 3.2.1.2 typical of liquids slow dynamics. At microscopic
times, particles move ballistically without interacting each other and the
correspondent SISF decrease as a Gaussian function with time. Entering the
intermediate temporal region, the ballistic decay is progressively substituted
by a slowly varying regime, the β relaxation regime, that begins to emerge
as an inflection point at higher temperature and evolves into a constant
plateau upon decreasing temperature. In this regime, particles are trapped
in a cage formed by their nearest neighbors and the self density fluctuations
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Figure 5.2: Oxygen Self Intermediate Scattering Functions for different
temperatures calculated at the maximum of the static structure factor for
the four different densities indicated. The temperatures investigated for
ρ = 0.95 g/cm3 are T=300, 280, 260, 250, 240, 230, 220, 210 K. For ρ =
0.98 g/cm3 we added T=200 K and for ρ = 1.00 g/cm3 and ρ = 1.03 g/cm3

we further added T=195 K. The black solid lines are the MD results and
the dashed red lines are the fits to Eq. 5.2.
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T (K) A τs(ps) τ(ps) β
300 0.6836 0.2073 0.9216 0.8395
280 0.6636 0.1947 1.615 0.8044
260 0.6464 0.1836 3.607 0.8014
250 0.6523 0.1778 6.072 0.7853
240 0.6716 0.1699 10.95 0.7567
230 0.6889 0.1618 22.55 0.7356
220 0.7000 0.1585 55.31 0.7252
210 0.7216 0.1514 173.7 0.7065
200 0.7400 0.1473 658 0.7200
195 0.7580 0.1410 1547 0.6652

Table 5.1: Fitting parameters of the SISF with Eq. 5.2 for the density
ρ = 1.00 g/cm3.

remain approximately steady since the molecules motion is confined inside
a finite spatial region. Only at long time scale, thermal fluctuations induce
the cages dissolvation allowing the particles to diffuse within the liquid with
Brownian motion and to enter in the so called α relaxation regime. In this
regime, the SISF display a second decay characterized in its late part by a
stretched exponential and the system is finally able to structurally rearrange
itself.
It was shown in Ref. [14, 15] that for liquids with a dynamics well described
by MCT the Self Intermediate Scattering Functions can be fitted with the
formula:

FS(Q, t) = (1− A(Q))exp[−(t/τs)2] + A(Q)exp[−(t/τ)β], (5.2)

where the first exponential represents the fast component of the SISF decay
and the second stretched exponential describes the slow part of the system
relaxation. A(Q) is the Lamb-Mossbauer factor [16] corresponding to the
height of the plateau, τs and τ are respectively the time scale characteristic
of the short time fast relaxation and α relaxation and β is the Kohlrausch
exponent of the long time exponential decay. All the SISF calculated in the
present work are well fitted by Eq. 5.2, as shown in Fig. 5.2, proving that
MCT is valid also for TIP4P/2005 bulk water. The values of the parameter
of the fits for density ρ = 1.00 g/cm3 are reported in Table 5.1. As expected
from MCT, τ and β have a strong temperature dependence. The increase
of τ and the decrease of β from values near 1 to smaller values by cooling
the system indicate clearly that the dynamics is progressively slowing down
and the cage has less and less capability to relax. At lower temperatures the
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Figure 5.3: Behaviour of the short relaxation time τs and of the exponent
of the α relaxation stretched exponential β vs the temperature at ρ = 1
g/cm3.

liquid is more structural arrested and with less mobility and consequently
the self time correlations decay as a stretched exponential with an exponent
β much shorter than the gaussian value β = 1 typical of Brownian particle
diffusion in the high temperature range. The τs extracted from the fitting
procedure is rather constant, as visible in Fig. 5.3 where also the trend of
β is displayed as a function of temperature at ρ = 1 g/cm3.
Moreover, the slowing down of the cage breaking rate by decreasing temper-
ature causes the particle to stay trapped inside the cage for longer times, as
confirmed by the increasing length of the plateau in the SISF intermediate
time region.
Besides the temperature dependence of liquid dynamics in the supercooled
regime, it is also interesting to analyse what happens to the particle motion
by varying density at fixed temperature. In Fig. 5.4 the SISF of the four
densities investigated at T = 210 K are plotted.
Even if all the densities exhibit the two step relaxation scenario typical of
supercooled liquids, the SISF in Fig. 5.4 decay slower and slower as density
is isothermally decreased. This phenomenon is a direct consequence of the
so called diffusion anomaly [22, 40–43, 142]. In general, the isothermal com-
pression of a simple liquid induces a loss of fluidity and an overall slowing
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Figure 5.4: Oxygen Self Intermediate Scattering Functions calculated at
the maximum of the static structure factor for the four different densities
investigated at the same temperature T=210 K.

down of particle dynamics that reflects in a decrease of the self diffusion
coefficient and an increment of the structural relaxation time. Differently
from most liquids, water self diffusion coefficient presents an anomalous be-
haviour [40], decreasing upon decreasing density in the range from ρ = 0.95
g/cm3 to ρ = 1.15 g/cm3. In the supercooled regime, in fact, the increase of
density or pressure is associated to an increase of breaking of the hydrogen
bonds (HB) between the water molecules, that restores fluidity and allows
the particles to diffuse free from their nearest neighbors. This dissolution of
the HB network corresponds to an increment of the system capability to re-
balance and rearrange itself, as shown in Fig. 5.4, where at higher densities
the SISF decay faster indicating a greater mobility of liquid particles. The
anomalous slowing down of the dynamics and the correspondent increase
of the structural relaxation time by lowering density is displayed for all
the temperature investigated in Fig. 5.5. According to the interpretation
of the LLCP and the coexistence of two phases of liquid water it can be
deduced that decreasing density isothermally corresponds to penetrate in
the LDL phase of supercooled water and for each temperature lower den-
sities coincide with systems more structured and "frozen" with values of
τ greater and greater. Moreover, the rate of increase of the α relaxation
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Figure 5.5: Isothermal curves of α relaxation time as a function of densities
investigated from T=300 K to T=195 K.

time with decreasing density along each isotherm grows progressively upon
cooling the system, as visible from the logarithmic scale of the plot. This
trend indicates that, upon decreasing density, the continuous slowing down
and freezing of the particle dynamics is quicker at lower temperatures. By
comparisons with the results obtained with the TIP4P potential [126, 162],
it should be noticed that the structural relaxation times at the same tem-
perature and density extracted from the SISF computed in this work are
definitively greater, revealing a general "stretching" of the overall dynam-
ics in the TIP4P/2005 potential. A snapshot of the α relaxation times
determined for TIP4P [126] and TIP4P/2005 at the same thermodynamic
conditions is shown in Fig. 5.6. The possible origin of this behaviour will
be discussed later.

Although the analysis of the TIP4P/2005 bulk water dynamics through
the computation of the oxygen Self Intermediate Scattering Functions has
shown several dynamical aspects in agreement with MCT, a further inspec-
tion needs to be conducted in order to test the real temperature and density
range of validity of the MCT predictions. This is what will be examined in
the next Section.
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Figure 5.6: Values of the α relaxation times extracted for TIP4P [126] and
for TIP4P/2005 at the same temperature and density. A general slowing
down of the dynamics in TIP4P/2005 is evident.

5.2.2 The Fragile to Strong Crossover
Starting from the generalized Langevin equation, one of the goal of the MCT
is to predict not only the two step relaxation typical of glassy dynamics but
also several phenomenological properties of supercooled liquids. As already
mentioned in Sec. 3.2.1.3, one of these properties is the dependence from
temperature of the α relaxation time that, according to MCT, should follow
a power law:

τ ∼ (T − TC)−γ, (5.3)

with TC the Mode Coupling temperature at which the system should pass
from an ergodic phase to a dynamically arrested glassy phase and γ an
exponent that should be independent from the system studied. In real
liquids, and in particular in real water, particles have the capability to
diffuse and rearrange within the liquid in a finite time interval also below
the hypothesized value of the MCT temperature TC . This disagreement
with Eq. 5.3 is caused by the occurrence, approaching TC , of a different
mechanism in the structural relaxation process that has not been taken into
account in the ideal formulation of MCT. In the deep supercooled regime,
in fact, although the thermal fluctuations are not more sufficient to break
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Figure 5.7: Complete behaviour of the α relaxation time τ versus the
inverse of the temperature for the four different densities investigated. The
red lines are the fit with Mode Coupling power law, see Eq. 5.3. The blue
lines are the fit with the Arrhenius function, see Eq. 5.4.

and dissolve the cages formed in the intermediate temporal region, particles
are able to escape from the cages jumping out through activated processes
called "hopping processes" [163, 164]. The presence of these phenomena
allows the system to relax even if the cages are completely frozen and restore
the ergodicity otherwise lost under TC . It has been already discussed in
Sec. 3.2.2 that the appearance of hopping processes generates a change in
the temperature dependence of the α relaxation time that deviates from the
power law of Eq. 5.3 to an exponential Arrhenius law:

τ = τ0e
EA/kBT , (5.4)

where EA is the activation energy of hopping processes. This Fragile to
Strong Crossover (FSC) marks the temperature at which the cages begin
to be fixed and frozen and hopping starts to be the dominant mechanism
of the structural relaxation. Fig. 5.7 shows the τ extracted from the SISF
for the four densities computed as a function of temperature in the range
investigated. The red lines represent the high temperature MCT fit with
Eq. 5.3 and the blue lines represent the low temperature Arrhenius fit with
Eq. 5.4. The values of the fit parameters are listed in Table 5.2, where TC is
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ρ[g/cm3] TC [K] γ EA[kJ/mol] TL [K]
0.95 209.898 2.982 58.454 230
0.98 202.628 2.858 46.349 220
1.00 190.829 2.939 45.291 210
1.03 179.687 3.354 - -

Table 5.2: Fitting parameters of the MCT Eq. 5.3 and Arrhenius Eq. 5.4
for each density and correspondent fragile to strong crossover temperatures.

the Mode Coupling Temperature and TL is the FSC temperature. The fits of
MCT are done excluding high temperatures values at which water does not
yet follow the supercooled liquid dynamics. Except for the higher density
ρ = 1.03 g/cm3, the other densities investigated exhibit a Fragile to Strong
Crossover at a temperature TL that is always higher than the correspondent
MCT temperature TC . This can be understood considering that hopping
phenomena begin to occur when cages are still able to relax and become
progressively the primary relaxation mechanism only below the temperature
of ideal structural arrest TC . It should be noticed that the values of MCT
temperature TC and of the FSC temperature TL increase monotonically for
decreasing density, in agreement with water diffusion anomaly. As said
above, in fact, for each temperature lower densities have structures more
rigid and with slower dynamics than higher densities and consequently are
"closer" to the strong regime. Therefore the Fragile to Strong Crossover from
a state where water diffusion properties have a fragile character to a region
where water behaves as a strong liquid happens at higher temperature for
smaller densities with respect to greater densities. A clear panoramic of
these deviations from MCT is displayed in Fig. 5.8 where the inverse of the
α relaxation time as a function of T − TC is plotted in the log-log plane for
the four densities investigated.
In order to obtain a further confirmation of the thermodynamic range of
validity of the MCT determined by the previous analysis of the α relaxation
time, the time-temperature superposition principle (TTSP) represents an-
other prediction of MCT verifiable through the computation of the SISF.
For times in the late β relaxation regime, i.e. in the time interval where
the density correlator is dropping below the plateau and entering in the α
relaxation regime, MCT hypothesizes that SISF should follow the so called
von Schweidler law (VSL):

φQ(t/τ) = fQ − hQ · (t/τ)b, (5.5)

where fQ is the ergodicity factor, hQ is the amplitude and the exponent b
is the von Schweidler exponent. Eq. 5.5 means that the Intermediate Scat-

73



5. Molecular Dynamics of Supercooled Bulk Water: The Fragile to Strong
Crossover

10-4

10-3

10-2

10-1

100

1/
o [

ps
-1

]

MCT fit MCT fit

10-1 100 101 102

T-TC [K]

10-4

10-3

10-2

10-1

100

MCT fit

10-1 100 101 102

MCT fit

l=0.95 g/cm3

l=1.00 g/cm3

l=0.98 g/cm3
l=0.95 g/cm3

l=1.03 g/cm3

Figure 5.8: Log-log plot of the inverse of the α relaxation time 1/τ versus
T −TC for the four different densities investigated. The red line is the MCT
fit, see Eq. 5.3. For each panel only the temperatures T > TC can be shown.

tering Functions of supercooled liquids have a universal dependence from
the rescaled time t/τ independently from the specific value of temperature
evaluated and should collapse on a single master curve if plotted as a func-
tion of the ratio t/τ . To test the validity of the TTSP for TIP4P/2005 bulk
water, for all the densities investigated the SISF have been rescaled in their
time dependence with the correspondent τ and fitted with Eq. 5.5. The
SISF as a function of t/τ and the results of the fits with the VSL equation
(red lines) are plotted in Fig. 5.9 for the four densities simulated.
For each density, it is evident that the TTSP holds in the thermodynamic
range of validity of MCT. The values found for ρ = 1 g/cm3 are fQ = 0.734,
hQ = 0.4907 and b = 0.4949 similar to the values found for other poten-
tials [15, 126]. Besides providing important predictions on the shape of the
relaxation curves of the density correlators, MCT foresees also the existence
of a connection between the β relaxation and the structural properties of the
system, that should be related through the following non linear equation:

λ = Γ2(1 + b)
Γ(1 + 2b) = Γ2(1− a)

Γ(1− 2a) , (5.6)

where b is the Von Schweidler exponent, a is the characteristic exponent

74



5. Molecular Dynamics of Supercooled Bulk Water: The Fragile to Strong
Crossover

0

0.2

0.4

0.6

0.8

1
F S(Q

0,t)

VSL fit VSL fit

10-4 10-3 10-2 10-1 100

t/o

0

0.2

0.4

0.6

0.8

VSL fit

10-4 10-3 10-2 10-1 100

VSL fit

T=300 K

T=300 K

T=300 K

T=300 K

T=230 K

T=210 K

T=220 K

T=195 K

l=0.95 g/cm3
l=0.98 g/cm3

l=1.03 g/cm3
l=1.00 g/cm3

l=0.95 g/cm3
l=0.95 g/cm3
l=0.95 g/cm3
l=0.95 g/cm3
l=0.95 g/cm3
l=0.95 g/cm3

Figure 5.9: SISF vs scaled time t/τ for four different densities in the range
of temperatures where MCT holds. The red lines are the von Schweidler
law fits, see Eq. 5.5.

of the early part of the β relaxation and λ is the exponent parameter,
a quantity that can be extracted from the static structure factor. This
aspect together with the following scaling equation that relates the α and
β relaxation:

γ = 1
2a + 1

2b, (5.7)

allows to further verify the validity of MCT comparing the exponent pa-
rameter obtained independently from Eq. 5.6 and Eq. 5.7. In particular,
after having calculated a from Eq. 5.7, the parameter λ has been derived
separately from a and b. For density ρ = 1 g/cm3, the results are λ = 0.83
from a and λ = 0.79 from b. These values are in fairly good agreement,
the slight difference can be caused by the presence of hopping phenomena,
which are known to begin to occur also in the range of validity of MCT.
In conclusion, the analysis conducted above has revealed a remarkably good
accord between the results of TIP4P/2005 bulk water dynamics obtained
from the SISF and the Mode Coupling Theory predictions, confirming the
MCT power law dependence of α relaxation times and the time-temperature
superpositions principle in the mild supercooled regime. Nevertheless, all
the densities investigated except ρ = 1.03 g/cm3 present, in the deep
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supercooled region, a deviation of the structural relaxation times from the
fragile MCT behaviour to the strong Arrhenius behaviour that is caused
by the appearing of hopping phenomena. This Fragile to Strong Crossover,
as already discussed in Sec. 3.2.2, has been associated in previous works
to the existence in the one phase region of the Widom Line [20, 25, 67,
126, 127, 143, 147, 149]. The question that remains to be elucidated is if
this connection between these two characteristics of the thermodynamics
and the dynamics of supercooled water subsists also for the TIP4P/2005
potential.

5.2.3 Dynamics and Thermodynamics: The Fragile to
Strong Crossover at the Widom Line

Section 5.2.2 has shown that the temperature dependence of the α relax-
ation times for densities ρ = 0.95 g/cm3, ρ = 0.98 g/cm3 and ρ = 1.00
g/cm3 deviates from the fragile MCT power law to the strong Arrhenius
exponential law at TL = 230 K, TL = 220 K and TL = 210 K respectively.
Several computational and experimental works have found the existence of
a Fragile to Strong crossover and a correspondence between the occurrence
of this FSC and the crossing of the Widom Line (WL) in different systems
and water potentials. As already explained in Sec. 3.1.2.1, the Widom Line
is defined as the line of maxima of the correlation length that emanates
from the LLCP as an extension in the one phase region of the first order
liquid-liquid phase transition (LLPT). Having a negative slope in the P −T
plane, the LLPT separates the high temperature high density liquid from
the low temperature low density liquid. Within this scenario, the coinci-
dence between the WL and the FSC can be understood as described in the
following: on one hand the WL represents the extension in the one phase
region of the LLPT, a negatively sloped coexistence line that separates HDL
from LDL; on the other hand the FSC determines a dynamical border be-
tween a supercooled liquid region more fluid and dynamically faster which
has, as displayed in Fig. 5.4, a high density structure, and a phase in the
deep supercooled regime where the liquid is more structural arrested and
less dense. The WL and the FSC, therefore, mark together thermodynami-
cally and dynamically the passage of the system from a fragile high density
state to a strong low density phase.
The dynamical results presented in Sec. 5.2.2 evidence the absence of the
Fragile to Strong Crossover at density ρ = 1.03 g/cm3. In order to motivate
this absence through the presence of the Widom Line already determined in
the TIP4P/2005 by Abascal and Vega in Ref. [23] the isochoric specific heat
cV = (∂U/∂T )V has been calculated for all the state points investigated.
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Figure 5.10: Plot of the isochoric specific heat, cV , for the four different
densities investigated as a function of temperature. For each density under
the critical density, ρC = 1.012 g/cm3, a maximum appears. For the density
ρ = 1.03 g/cm3, above the critical density, cV continues to increase upon
lowering temperature down to the lowest temperature investigated.

In agreement with what expected in presence of a second order critical
point, TIP4P/2005 potential displays a locus of maxima of the isothermal
compressibility [23], roughly coincident with the minima of expansivity and
collapsing in a range of circa 30 K with the maxima of cV computed in
this work. This suggests that the choice of cV maxima as a proxy of the
Widom Line is reasonable. The values of cV for the four densities analysed
in the range of temperature simulated are plotted in Fig. 5.10. Except for
ρ = 1.03 g/cm3, the three lower densities have a single maximum of cV . It
should be noticed that, in contrast with what happens commonly in critical
phenomena, the values of these maxima decrease for increasing density, i.e.
coming nearer to the region of larger fluctuation and the critical point.
This behaviour can be justified in the same manner of Ref. [165], where
the maxima of the isobaric specific heat decrease anomalously approaching
the LLCP in TIP5P. The isochoric specific heat, in fact, can be written by
definition as the sum of two different contributions:

cV =
(
∂U

∂T

)
V

=
(
∂U

∂T

)
P

+
(
∂U

∂P

)
T

(
∂P

∂T

)
V

. (5.8)
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The second term of the sum can be recombined through the use of the
Maxwell relation: (

∂P

∂T

)
V

=
(
∂S

∂V

)
T

(5.9)

and exploiting the chain rule for the partial derivatives:(
∂U

∂P

)
T

=
(
∂U

∂V

)
T

(
∂V

∂P

)
T

. (5.10)

By means of these transformations, the isochoric specific heat can be finally
written as: (

∂U

∂T

)
V

=
(
∂U

∂T

)
P

−
(
∂U

∂V

)
T

(
∂V

∂T

)
P

(5.11)

As confirmed by the increase of the α relaxation time upon lowering density
shown in Fig. 5.5, the thermodynamic state points simulated lie in the region
of diffusion anomaly, that implies:(

∂V

∂T

)
P

< 0 (5.12)

Moreover, from the calculation of the internal energy as a function of volume
along the isotherms in the region investigated:(

∂U

∂V

)
T

< 0 (5.13)

in agreement also with Ref. [74]. Since the term (∂U/∂T )P corresponds to
the isobaric specific heat cP apart a constant and, as a thermodynamic re-
sponse function, diverges positively moving close to the LLCP, Eq. 5.12 and
Eq. 5.13 reveal that the cV is composed of two contributions that diverge
asymptotically with opposite sign approaching the critical point. There-
fore, the anomalous decrease of the values of the maxima could be due to
cancellation effects.
In order to explore a possible connection between the Fragile to Strong
Crossover found in the previous Section and the existence of the Widom
Line in the phase diagram of TIP4P/2005 supercooled water, the state
points at which the FSC occurs and the location of the maxima of cV used
as proxy of the WL have been compared. The results of this analysis is
displayed in Fig. 5.11, where the LLCP, the cV maxima, the FSC and the
TMD curve of TIP4P/2005 are plotted in the ρ − T plane. The tempera-
tures of maxima of the isochoric specific heat for each density except the
highest coincide within statistical fluctuations with the points of the Fragile
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indicate the different isochores calculated with MD simulations. cV maxima
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Figure 5.12: Plot in the P−T plane of the maximum of response functions
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and lines) potentials. TIP4P/2005 TMD is from Ref. [23]. Black squares
are experimental results for the TMD line. LLCP are filled circle symbols.
The experimental LLCP refers to the estimated value in Refs. [11, 12].

to Strong Crossover. This relation between the WL and the FSC represents
an important property of supercooled water phenomenology, proving that
dynamics and thermodynamics are not two aspects totally separated and
independent of the system: the dynamical deviation of the liquid from the
fragile fast behaviour to the strong slow regime is directly associated to the
crossing of the WL, a purely thermodynamic curve marking the passage
between the high density and low density liquid phase of supercooled wa-
ter. In the light of these considerations, the absence of the FSC and of
a maximum of cV for ρ = 1.03 are perfectly explained with the fact that
this density lies above critical density, the LLCP of the TIP4P/2005 being
located at T=193 K, P=135 MPa, ρ = 1.012 g/cm3 in Ref. [23].
In Fig. 5.12 the significant thermodynamic curves together with the FSC
for the potentials TIP4P and TIP4P/2005 in the P −T plane are reported.
The experimental curve of the TMD is also reported in the available range.
TIP4P/2005 potential presents a TMD curve in agreement with experi-
ments in contrast with TIP4P, that exhibits a TMD rigidly shifted at lower
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temperatures. Despite these differences in the high temperature range, the
two potentials reveal a similar phase diagram in the mild and deep super-
cooled regime, locating the LLCP, FSC and WL approximately in the same
P −T region. The result is that the TIP4P/2005 shows a phase diagram of
the stable and metastable regime "expanded" compared to the TIP4P and
an overall dynamics definitively slower at equal temperature as already dis-
cussed in previous works [24, 126]. The similarity between the TIP4P and
the TIP4P/2005 only in the supercooled region could be attributed to the
different charge distribution of the water molecule. Even if the TIP4P/2005
provides a realistic description of the molecular orientational order [24] with
a crystalline phase in good agreement with experiments, in the deep su-
percooled region this improvement with respect to TIP4P could tend to
progressively become less relevant, leading to analogous predictions of the
peculiar phenomena in this thermodynamic region.
To conclude, the analysis of the TIP4P/2005 bulk water dynamics through
the calculation of the Intermediate Scattering Functions have confirmed the
validity of the Mode Coupling Theory in the mild supercooled regime and
has shown the presence of a Fragile to Strong Crossover upon penetrating in
the deep supercooled phase. This dynamical deviation has been proved to
be related to the crossing of the Widom Line, bringing to light an important
connection between dynamics and thermodynamics.

5.3 The microscopic origin of the Fragile to
Strong Crossover: Hopping Phenomena

In Sec. 5.2.2 it has been mentioned that the change of the structural relax-
ation time from the MCT power law behaviour to the exponential Arrhenius
trend is caused by the appearance of hopping phenomena. Given the im-
portance of the FSC both from the thermodynamic and dynamical point of
view, a better comprehension of these activated processes and of how they
influence water dynamics could furnished a new insight on the low temper-
ature aspects of the supercooled metastable state. This kind of study on
the same system described in Sec. 5.1 will be fully examined in the next
Sections.

5.3.1 Van Hove Self-Correlation Functions
Previous Sections have been devoted to the investigation of water dynamics
through the computation of the SISF. Even if this quantity provides a good
picture of particle motion, other mathematical instruments can be exploited
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Figure 5.13: Radial Van Hove Self Correlation functions at T = 220 K
for density ρ = 1.00 g/cm3 for various instants of time. The VHSCF are
displayed in a) the ballistic time interval, b) the intermediate "cage" regime
and c) the long time diffusive regime.

to explore liquid dynamics. One of these is the oxygen Van Hove Self-
Correlation Function (VHSCF), defined as:

GS(r, t) = 1
N

〈
N∑
i=1

δ(r + riO(0)− riO(t))
〉
, (5.14)

where N is the number of particles of the system. The VHSCF represents
the probability that a particle had covered a distance rO(0) − rO(t) in a
time interval t and gives a detailed characterization of the average molecule
evolution both in space and time. In order to evaluate in which way hopping
intervenes in the Fragile to Strong Crossover, the radial version 4πr2GS(r, t)
of the oxygen VHSCF for the three subcritical densities ρ = 0.95 g/cm3,
ρ = 0.98 g/cm3 and ρ = 1.00 g/cm3 have been calculated for several values
of time in the range of temperature from 300 K to 190 K. The results of these
calculations for ρ = 1.00 g/cm3 at various instants of time representative
of the three regime typical of supercooled liquids dynamics are presented in
Fig. 5.13.
The progression of the VHSCF with time reflects the "cage" effect, as already
discussed in Ref. [15]. At the initial times (panel a), the particle moves
within the liquid completely free from the interactions with the other ones
exploring portions of space greater and greater with time. This ballistic
motion results in a VHSCF with a strong gaussian character that moves its
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peak at larger distance and extends progressively its tail upon increasing
time, indicating that the molecule is going away from its original position.
The spread of the radial VHSCF on the x-axis stops temporarily in the
intermediate temporal region (panel b) where the function remains fixed
in time and collapses on a single curve. At these instants of time, the
particle is confined in a finite spatial region around the position of the peak
and trapped in the cage formed by its nearest neighbors. The evolution
with time of the Van Hove functions starts again at long times (panel c)
when the cages dissolve and the molecules can diffuse within the liquid with
Brownian motion. Probing new spatial region more and more distant, in
this regime particles exhibit peaks of the VHSCF that translate spatially at
higher values of distance upon increasing time, with an overall shape of the
VHSCF that expands and tends to go back to a Gaussian whose variance
is controlled by the diffusion coefficient D.
Besides giving a complete description of the average molecular trajectory in
time, the analysis of the VHSCF can be employed to obtain information on
particle motion inside the cage.
The most intuitive way of thinking about the cage confining potential is to
suppose that the interactions with the molecule’s nearest neighbors act on
the whole as a three-dimensional harmonic force. Following this hypothesis,
already formulated in Ref. [15], the correspondent VHSCF should have a
Gaussian behaviour:

GS(r, t) =
(
mω2

4kBTπ

)3/2

e−Mω2r2/4kBT , (5.15)

wherem is the oxygen mass and ω is the angular frequency of the oscillation.
In the range of temperature where the cage effect is more evident and for
each of the three densities analyzed the radial VHSCF in the cage regime
have been fitted with the radial version of Eq. 5.15. Fig. 5.14 shows the
result of the fit for T = 220 K and ρ = 1.00 g/cm3. As in Ref. [15], the fit
displays clearly that in the cage regime the VHSCF follows accurately the
Gaussian of Eq. 5.15 at small distances near the position of the peak but
progressively deviates its tail from the curve of the fit. This behaviour on
one hand confirms the harmonic character of the radial Van Hove function
for small oscillation around the center of the cage and on the other evidences
the importance of anharmonic contributions at the edge of the cage.
The values of the oscillation frequency ω extracted from the fitting pro-
cedure by Eq. 5.15 are shown in Fig. 5.15 as a function of temperature
for all the isochores analysed. For what concerns the temperature depen-
dence, for each density the value of ω increases monotonically upon cooling
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Figure 5.14: Radial Van Hove Self Correlation Function calculated at
T = 220 K for ρ = 1.00 g/cm3. The black data are the MD results and the
red line is the fit to Eq. 5.15.

the system. Considering that the oscillation frequency is, by definition, di-
rectly proportional to the modulus of the elastic constant of the harmonic
potential k = mω2, this trend depicts the cage as gradually more rigid
and more attractive upon diminishing the temperature. Moreover, at fixed
temperature the frequency grows decreasing density. This phenomenon is
once again related to the diffusion anomaly: low density structures have
less capability to rearrange and cages more "frozen" and obstructive; higher
density presents a faster dynamics and cages that dissolve easier with time.
It should be noticed that, on approaching the correspondent Mode Cou-
pling Temperature TC determined in the previous Section, the slope of the
ω curves for all the three densities flattens. A possible explanation of a
similar behaviour is that close to TC the dynamics is almost structurally
arrested and the cages completely blocked; in this "glassy" phase the cage
harmonic potential becomes progressively temperature invariant and does
not modify anymore its properties.
Overall, the outcomes of the fits of the radial VHSCF to Eq. 5.15 at several
temperatures and ρ = 1.00 g/cm3, are compared in Fig. 5.16. The plot
evidences a peculiar behaviour of the cage radius. Upon decreasing temper-
ature, in fact, the VHSCF become narrower and sharper with a standard
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deviation σ =
√

2kBT
mω2 smaller and smaller in agreement with the increase of

the oscillation frequency. By considering σ as an approximate measure of
the particle’s mean square displacement inside the cage, this means that
the cage radius reduces itself by lowering temperature, as predicted by
Mode Coupling Theory. Consequently, even if the global arrangement of
the molecules within the liquid maintains the same density upon supercool-
ing, the strengthening of the hydrogen bonds leads to a contraction of the
volume of the cage trapping the particle.
In pursuing the goal of a better comprehension of hopping processes, the Van
Hove Self Correlation Function reveals a useful mathematical instrument
not only for the study of the properties of the cage regime but also for a
deep examination on the mechanisms responsible of the system’s structural
relaxation. Next Section will be devoted to the analysis of the VHSCF in
the long time regime inquiring in details on the relation between the Fragile
to Strong Crossover and the emergence of hopping phenomena.

5.3.2 Hopping Phenomena and Fragile to Strong Crossover
As already seen in Sec. 5.2.2 the dynamics of TIP4P/2005 bulk water is
well described in the mild supercooled regime by Mode Coupling Theory.
Accordingly to this theory, the system’s structural relaxation is founded on
the Brownian diffusion of the particles within the liquid after the dissolva-
tion of the cages formed in the intermediate transient regime. The time τ
characteristic of this α relaxation follows the power law of Eq. 5.3, diverging
asymptotically at TC . At this temperature, in fact, the system moves from
a state where the cages break down and reform continuously allowing it to
rearrange to a phase where the cages are completely blocked and the system
has vitrified. Results of Sec. 5.2.2 have shown that for the three subcritical
densities simulated, the liquid is able to structurally relax also below the rel-
ative Mode Coupling Temperature exhibiting an Arrhenius increase of the
relaxation time. This discrepancy with MCT is caused by the appearance
in the deep supercooled regime of activated hopping processes that restore
the ergodicity to the system below the ideal glass transition temperature
TC and that are not taken into account in the initial version of MCT. Even
if the the cages are still frozen, the molecule has a non zero probability to
escape from it jumping out. This process gives on one hand the chance to
the particles to diffuse again within the liquid and on the other introduces
a new mechanism of system’s relaxation different from the MCT relaxation.
Hopping phenomena occur gradually upon lowering temperature. They
begin to emerge at temperatures above the Mode Coupling Temperature
and approaching TC progressively become the dominant mechanism of the
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long time scale dynamics, being the α relaxation predicted by MCT more
and more arduous to realize upon cooling. Once reached TC , the cages are
definitively arrested and the only way for the system to relax is by hopping.
Sec. 5.2.2 have shown that the manifestation of hopping processes reveals in
the Fragile to Strong Crossover of the structural relaxation time, character-
ized by a deviation of the temperature dependence from the MCT power law
to the exponential Arrhenius law of Eq. 5.4 typical of activated processes.
Given the primary role that hopping has in the main aspects of water dy-
namics, a more detailed investigation on the intrinsic functioning at the
basis of these phenomena and a qualitative description of the behaviour of
these processes upon varying temperature and density could be improved
the current knowledge of liquid dynamics at temperatures in the deep su-
percooled regime. The study of the Van Hove Self Correlation Functions at
long times provides a direct observation of the eventual presence of hopping.
As it will be shown later, in fact, while in the high temperature range the
VHSCF exhibit a distribution typical of the α relaxation, at sufficiently low
temperatures the emergence of hopping processes is revealed by the appear-
ance of one or more weak extra peaks superposing to the stronger peak of
the α relaxation. In Fig. 5.17 the long times VHSCF for the three densities
investigated at three values of temperatures, one 10 K above and two 10
K and 20 K below their respective crossover temperature TL (whose values
are listed in Table 5.2) are presented. The results of the computation of
VHSCF show an overall behavior similar for each density.
Above the crossover temperature (left panel of each density), the VHSCF
broaden in space and display non zero values at distances larger and larger
upon increasing time, as expected in the α regime. First changes begin to
occur already at temperatures 10 K below the FSC (central panel of each
density). For all the three densities simulated, in fact, the VHSCF do not
translate and keep the principle peak of the α relaxation at a fixed position,
indicating that for these instant of times particles are still trapped in the
cage. It is only at very long times that the VHSCF begin to deviate from
the α relaxation character and a weak double peak starts to rise deforming
the shape of the distribution, as clear for example in the VHSCF at 1 ns
for ρ = 0.95 g/cm3 in the central panel.
This behaviour of the correlation functions represents a decisive result in the
comprehension of the microscopic origin of the Fragile to Strong Crossover.
For each isochore studied, activated hopping processes begin to happen and
to manifest in the VHSCF in correspondence of the transition of the super-
cooled liquid from the fragile MCT phase to the strong Arrhenius regime.
In the light of these considerations, the FSC can be interpreted as a passage
from a high density structure, where the faster dynamics and the greater
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Figure 5.17: Radial Van Hove Self Correlation Function in the long
time diffusive regime calculated for ρ = 0.95 g/cm3, ρ = 0.98 g/cm3,
ρ = 1.00 g/cm3. For each density, the VHSCF are shown at T > TL,
T < TL and T = TC , with TL and TC the respective crossover temperature
and MCT temperature reported in Table 5.2.
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fluidity is guaranteed by the relaxation of the cages and the consequent
Brownian diffusion of the molecules, towards an open low density config-
uration where the slower relaxation mechanism is determined by multiple
jumps of the particles outside frozen cages.
Observing the right panels of Fig. 5.17, it is evident from the static position
of the α peak that at T = TC the cages are completely arrested and hopping
is the dominant relaxation process with a peak clearly visible as a shoulder
in the VHSCF (see 8 ns, 10 ns and 34 ns respectively for ρ = 0.95 g/cm3,
ρ = 0.98 g/cm3 and ρ = 1.00 g/cm3).
Finally, it should be noticed that, upon lowering temperature, the VHSCF
with the same height of the peak correspond to times longer and longer,
indicating that the liquid capability to rearrange itself is reduced. Moreover,
for each panel, comparing VHSCF with the same height of the peak for
different densities Fig. 5.17 shows that the temporal range of the structural
relaxation shifts towards times more and more large increasing density.
Since VHSCF associated to different thermodynamic state points with dis-
tributions quantitatively similar describe the same relative instant of time
of the dynamics, last observation reveals that even if all the densities are
at the same distance in temperature from their crossover temperature, the
particles dynamics is slower at higher densities. Consequently, it is not the
distance from the Fragile to Strong Crossover to determine the behavior of
the liquid dynamics but the absolute temperatures.
The direct relation between the FSC and the occurrence of hopping phe-
nomena discussed in this Section makes important to examine in depth the
mechanism underlying these processes and, in particular, how it is influ-
enced by the variation of temperature and density. In order to carry out
this analysis the VHSCF at very long time must be calculated, as it will be
shown in the following Section.

5.3.3 Hopping Phenomena and Radial Distribution
Functions

The computation of the Van Hove correlators at instant of times large
enough to reach a number of jump statistically significant provides a de-
tailed insight on the evolution of hopping processes and its dependence
from density and temperature. In the latest part of the dynamics, in fact,
hopping peaks become more pronounced and visible allowing a systematic
study of these activated phenomena. In Fig. 5.18 the VHSCF together with
the oxygen-oxygen radial distribution function GOO(r) computed for the
three densities at their Mode Coupling Temperature TC are plotted. The
GOO(r) are rescaled by a factor in order to make more easy the comparison.
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Figure 5.18: Radial Van Hove Self Correlation Function in the long
time diffusive regime calculated for ρ = 0.95 g/cm3, ρ = 0.98 g/cm3,
ρ = 1.00 g/cm3. For each density, the VHSCF are shown at T = TC ,
with TC the respective Mode Coupling Temperature reported in Table 5.2.
The GOO(r) at TC are also reported and rescaled to make the comparison
more clear.

Fig. 5.18 shows clearly that hopping is the dominant process at TC and pro-
vides a picture of the evolution of hopping phenomena with time. At the
earliest time, the VHSCF exhibits only one sharp peak, revealing that the
particle is still trapped in the frozen cage. At greater times, this peak lowers
without shifting its position and simultaneously a second evident peak rises
at 2.5 Å. It is worth highlighting that the appearance of this double peak
occurs in correspondence to the first peak of the GOO(r). Since the GOO(r)
identifies the local structural order around each particle, the coincidence
of the hopping peak with the peak of the GOO(r) points out that a large
amount of particles have jumped out from the cage and reached the nearest
region available, i.e. the first shell of the radial distribution function. Be-
sides the second peak, multiple peaks begin to emerge in correspondence to
the other peaks of the GOO(r). At longer times, these further peaks grow
and become more pronounced, while the peak at the first shell progressively
vanishes. This means that, upon increasing time, particles explore greater
distances, jumping consecutively from one shell to the following. In prin-
ciple, hopping peaks should increase and decrease their height remaining
locked in correspondence to the peaks of the radial distribution function.
Nevertheless, Fig. 5.18 displays a slight shift of the peaks of the VHSCF at
very long times. This effect is probably due to a residual particle diffusion
so that there is a convolution of hopping effects and the Gaussian typical
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Figure 5.19: Radial Van Hove Self Correlation Function in the long
time diffusive regime calculated for ρ = 0.95 g/cm3, ρ = 0.98 g/cm3,
ρ = 1.00 g/cm3 at the same temperature T = 210 K.

of Brownian motion.
The comparison of VHSCF with the same height of Fig. 5.18 allows to ex-
trapolate information on the hopping rate upon varying density. At the
lowest density ρ = 0.95 g/cm3 and at time t = 10 ns (blue line) the dom-
inant peak of the correlation function is the first hopping peak, with the
"cage" peak almost completely vanished. Seeing at a quantitative similar
probability distribution for ρ = 1.00 g/cm3, the VHSCF at t = 28 ns ex-
hibits a stage of evolution of hopping processes significantly less advanced,
with a minor number of particles jumped out from the cage as evident by
the main α peak and by the weakness of the multiple hopping peaks. Con-
sidering that the study of VHSCF with the same height corresponds to the
analysis of same relative times in the system dynamics, the trend shown
in Fig. 5.18 reveals that hopping is more favoured at lower densities and
it occurs with a faster rate by decreasing density. In agreement with the
remark done in the previous Section about an overall slower dynamics at
lower densities, the higher hopping rate of ρ = 0.95 g/cm3 is a consequence
of the smaller mobility of the system at lower densities. In order to carry
out a quantitative analysis of the hopping rate, it would be interesting to
explore more in detail the dependence of the values of the hopping peaks
as a function of time.
Besides investigating the behaviour of the VHSCF at the Mode Coupling
temperature, the results of the calculation of the spatial correlators at fixed
temperature upon varying density are plotted in Fig. 5.19, where the long
times VHSCF for the three densities at T = 210 K are shown. Compatibly
with the diffusion anomaly [22, 39–43], VHSCF with the same height are
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associated to times longer and longer decreasing density, manifesting a more
arrested and slower dynamics at lower densities. Moreover, at the same tem-
perature T=210 K there is a monotonic behaviour of the hopping strength
with density, as displayed by the growing sharpness and intensity of the
hopping peaks upon decreasing density. At ρ = 0.95 g/cm3, hopping peaks
are well visible and sharp. Upon increasing density, hopping phenomena re-
duce their intensity and frequency, as shown at ρ = 0.98 g/cm3 and ρ = 1.00
g/cm3 where the peaks are progressively smoother and less detectable. This
trend is again a confirmation of the interpretation of hopping phenomena
as the cause of the FSC. At fixed temperature, higher densities are farther
from their respective TC and have penetrated less in the low density region
than lower densities. Indeed, increasing density isothermally corresponds
to move away from the region where hopping is the dominant dynamical
process and get closer to the phase where τ(T ) is still well described by
Eq. 5.3. The fact that hopping is favored where water is less dense directly
connects to the fact that in TIP4P/2005 bulk water the FSC was found
upon crossing the Widom line. This line, in fact, separates two regions
where the molecular arrangement is described respectively by HDL or LDL.
Therefore, upon crossing the Widom line hopping rate is higher where water
is less dense and consequently the dynamics crosses from fragile to strong.
Besides the dynamical properties of bulk water in the supercooled regime,
interesting information on this anomalous liquid can be determined also
through the study of water in confined geometries. This research field is
important both for its relevance in many technological and biological pro-
cesses and for the effect of confinement of making accessible regions of the
supercooled phase diagram of water not achievable in the bulk state. Next
Chapter will be devoted to this kind of analysis, focusing on the structural
aspect of water in MCM-41 and on a possible relation between dynamics
and thermodynamics also in confined systems.
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6
Supercooled Confined Water in

MCM-41

The study of the thermodynamic and dynamical properties of water in
confinement is a research area of relevant interest in chemical, biological
and physical field. The role and properties of interfacial water in contact
with hydrophilic or hydrophobic surfaces is central in many biological sys-
tems, such as living cells, biopolymers, membrane and a wide variety of
gel-forming substances [166]. Water has a key role also in the process of
protein folding [167]. Moreover, the effect of confinement on supercooled
water is to avoid crystallization at temperatures where bulk water would
instantaneously convert to stable ice. The prevention of the nucleation pro-
cess in confinement allows to reach values of temperatures and pressures
otherwise inaccessible for bulk water, providing a chance to get information
about the thermodynamics and dynamics in the no man’s land. Therefore,
the analysis of how water’s interactions with substrates modify its phase
diagram is particularly relevant in connection with the recent debate about
the existence of a liquid-liquid critical point (LLCP) in supercooled water
and it permits to understand to what extent confined water can reproduce
the properties of bulk water under supercooled conditions that are quite
difficult to reach in experiments for the bulk. In this chapter the results ob-
tained from the MD simulations of water confined in MCM-41 are presented,
focusing on the structural properties of water inside this confining geome-
try and investigating the possible existence of a relation between structural,
dynamical and thermodynamic properties of this system [168].
A brief review of the phenomenology of water confined in MCM-41 is dis-
cussed in Sec. 6.1. The details of the MD simulations are given in Sec. 6.2.
In Sec. 6.3 the layering effects due to the confinement and the analysis of
the structural characteristics of water inside the pore is carried out through
the calculation of the radial distribution functions (RDF). In Sec. 6.4 these
results are further examined in term of the excess entropy, following the idea
of a connection between thermodynamics and dynamics in supercooled wa-
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Figure 6.1: Schematic diagram of MCM-41 materials. Figure from
Ref. [176].

ter. Finally, a preliminary study on TIP4P/2005 water confined in MCM-41
is introduced in Sec. 6.5.

6.1 Phenomenology of water confined in MCM-
41

A large amount of studies have been carried out to investigate the conse-
quences of confinement on water properties [9] and the possibility to ana-
lyze its behaviour in the deep supercooled regime [169]. Experiments have
shown that supercooled conditions that are inaccessible in bulk water can
be reached under confinement [19, 88, 150, 170, 171]. Computationally, su-
percooled confined water has been investigated in the "no man’s land" by
several works [20, 25, 128, 129, 149].
Among the different typologies and geometries of surfaces examined in order
to understand how the thermodynamic and dynamical features modificate
in presence of an interacting substrate [172–175], confinement of water in
hydrophilic environments has been widely explored. Within this research
area, MCM-41 (Mobile Crystalline Material) ordered mesoporous material
is one of the most interesting confining structures to study since on one
hand it allows to investigate bulk-like water properties through the analysis
of confined water thanks to its strong hydrophilicity and on the other hand it
has a wide range of application in many technological processes being easily
tailored in structure, composition and pore size. MCM-41 is obtained from
assemblies of organic molecules that function as a template around which
the silica grows and nucleates packing into the same geometrical structure of
the organic array. The results is multiple hexagonal channels of amorphous
SiO2 arranged in an ordered space-filling array (see Fig. 6.1).
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The thermodynamics and dynamics of supercooled water confined in MCM-
41 has been dealt with both experimentally and computationally.
Evidences of a liquid-liquid phase transition ending at a point located at
P = 1.29±0.34 kbar and T = 213±3 K in water confined in MCM-41 have
been found in recent experiments using Neutron Diffraction technique [115]
supporting the idea of the existence of a liquid-liquid critical point. Later
density measurements confirm this findings [88]. Moreover, several exper-
imental works aimed to the examination of the dynamical characteriza-
tion of water confined in this hydrophilic mesoporous material have been
performed [177, 178]. In particular, from Quasi-Elastic Neutron Scatter-
ing (QENS) [19, 90, 146, 148] and Nuclear Magnetic Resonance measure-
ments [145] on water confined in MCM-41 the occurrence of a FSC was
found. From the computational point of view, extensive computer simula-
tions of SPC/E water embedded in a model of MCM-41 were performed by
Gallo et al. [20, 25, 149]. It was evident from these simulations that wa-
ter at contact with the hydrophilic substrate suffers a layering effect with
the formation of a double layer of almost immobile molecules. This bound
water resides on average in a range of circa 0.3 nm from the confining sur-
face and it is not detected in QENS experiments. The presence of this
stack of molecules bound to the surface acts as a screen from the strongly
hydrophilic substrate interaction for the inner water molecule arranged in
the layer close to center of the pore (free water). In fact, molecule be-
longing to this layer are more mobile and not involved in the formation
of hydrogen bonds with the interface, and they were found to behave like
bulk water upon cooling. In particular, through calculations of Intermedi-
ate Scattering Functions, it was found that the dynamics of confined free
water can be interpreted in the framework of the MCT like in glass formers
upon confinement [163]. Moreover the extraction of the α relaxation time
from the long time decay of the SISF has showed a temperature depen-
dence of the α relaxation time that exhibits a Fragile To Strong Crossover
in agreement with experiments [20, 25] at temperature TL ∼ 215 K. TL also
coincides with a maximum in the specific heat indicating once again an im-
portant connection between dynamics and thermodynamics. It should be
mentioned that similarities with studies on MCM-41 confined water have
been observed in computer simulations on water confined in Vycor, another
porous silica glass [128, 129, 179–181]. Specifically, the layering effect and
the possibility to recover bulk water properties in molecules at the central
inner layer have been confirmed also in this system. Experimental results
on the dynamics of nanoconfined water in Vycor have been obtained also by
Transient Grating Spectroscopy [182, 183] and time-resolved optical Kerr
effect spectroscopy [184–186].
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Next Section will be devoted to the study of the static properties of super-
cooled SPC/E water confined in MCM-41 simulated in Ref. [20], analysed
through the calculations of the radial distributions functions. The results of
the computation will be examined focusing on a possible connection between
structure, thermodynamics and dynamics in this system and connecting the
entropic behaviour of water inside the confining pore with its local structural
order. This kind of analysis is relevant not only for a better comprehension
of the effect of hydrophilic confinement on water phase diagram but it pro-
vides also an important indication of a relation between the thermodynamic
and dynamical features of supercooled confined water.

6.2 Molecular Dynamics of confined water:
the model

In order to investigate the structural features of water confined in MCM-41,
a cylindrical hydrophilic silica pore of diameter 15 Å has been constructed
analogously to Ref. [20]. The procedure for the construction of this system
starts from a cubic cell of silica with a box length of 42.78 Å and a density of
0.0662 Å, where the silica atoms interact each other through the potential
of Vessal et al [187] and arranged in such a way to reproduce the β cristo-
balite crystalline structure. The box is instantaneously melted at 6000 K
and then equilibrated up to 3000 K. A rapid quenching is then performed
by quickly lowering the temperature of the system with a cooling rate of
1013 K/s until the ambient temperature T = 300 K is reached and the silica
is in the glassy state. The result of this procedure is therefore a cubic cell of
amorphous solid silica. Inside this cell, a cylindrical pore is carved by elimi-
nating all the atoms lying within a distance of 7.5 Å from the central axis of
the cube, a value chosen to make contact with experiments [19, 146]. After
the cavity was cut out and relaxed for a few picoseconds, silicon atoms with
less than four oxygen neighbors are excluded from the cell. The remain-
ing oxygen atoms can be classified in Non Bridging Oxygen atoms (NBO),
where only one silicon neighbor is present and Bridging Oxygen atoms (BO)
with two silicon neighbors. The NBO oxygens are saturated with hydrogen
ions, acidic hydrogens (AHs), reproducing exactly the experimental satu-
ration with hydrogen atoms of surface oxygen atoms whose valences are
not saturated, done before inserting water in the sample. Finally the pore
is filled with water molecules. The final block of material is composed of
1496 Silicons, 3064 Bridging Oxygens, 28 Non Bridging Oxygen, 28 acidic
Hydrogens. The pore contains 380 SPC/E water molecules and during the
simulation all of the atoms of the confining matrix are kept rigid. Fig. 6.2

98



6. Supercooled Confined Water in MCM-41

is a snapshot of the cylindrical pore.
Interactions between water molecules are represented by the SPC/E poten-
tial [26], a three site rigid model where two sites correspond to two positively
hydrogen atoms with point charge qH = 0.4238e and one site corresponds
to a negative oxygen atom with qO = −2qH = −0.8476e. The OH dis-
tance is set at 0.1 nm and the angle HOH is equal to the tetrahedral angle
109.47◦. SPC/E is one of the most used water potential both for the study
of bulk water and water near extended surfaces. Due to its under-structured
characterization of the water molecule, SPC/E water phase diagram results
shifted to lower values of pressure and temperature. The Temperature of
Maximum Density line has been extensively analyzed in numerous thermo-
dynamic works [13, 74, 85, 188, 189] and it has been located by these authors
approximately 20-30 K below the experimental TMD. From the dynamical
point of view, pioneering studies on the dynamical behaviour of SPC/E
water interpreted in terms of the Mode Coupling Theory have been intro-
duced in Ref. [14, 15] followed by further dynamical calculations [142, 190].
Moreover, SPC/E shows diffusion coefficients in good agreement with the
experimental results on water, as observed by several authors [26, 191–193]
and from calculations on configurational entropy [40].
Water molecules interact with the substrate atoms using the empirical po-
tential model by Brodka and Zerda [194], whose parameters are those used
and tabulated in Ref. [20]. This potential consists of Coulomb interactions,
where different fractional charges are assigned for each site of the silica
molecule, and (12-6) Lennard Jones interactions between the water oxygen
atoms and the BO and NBO oxygens of the surface.
Periodic boundary conditions are applied to the cubic box. The shifted force
method was adopted with a cutoff at 0.9 nm for all the interactions. The
size of the initial cubic box length was chosen by taking into account already
the cut-off of the potentials. As in the previous work it is used a number of
Nw = 380 water molecules to get an average density of 1.00 g/cm3 in the
inner part of the pore. Temperatures ranging from T = 300 K to T = 200 K
are simulated. Simulations also on the bulk water with the SPC/E potential
are performed. The Molecular Dynamics was performed with 512 molecules
at the density of 1.00 g/cm3, equivalent to the average density of the free
water confined in the pore. The temperature range was from T = 300 K to
T = 190 K. For bulk water the cutoff of the potentials was taken at 0.95 nm.
For the Coulomb interactions the Ewald method was implemented and the
Particle Mesh Ewald (PME) algorithm was used. Both for confined and bulk
water a time step of 1 fs is used. The results presented here were obtained
by using the parallel Gromacs package 4.5.5 [195]. The equilibration is
performed by means of the Berendsden thermostat. Production runs are
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Figure 6.2: Snapshot of the silica confining pore simulated in this work.
Red, yellow and blue points are respectively the oxygen, the silicon and
hydrogen atoms. Few water molecules are present inside the pore.
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Figure 6.3: Density profile along the pore radius. Figure from Ref. [20].

done in the microcanonical ensemble.

6.3 Layering effects and structural proper-
ties of confined water

The study of structural, thermodynamic and dynamical aspects of confined
water begins from the identification of which properties extracted from wa-
ter in the confining structure can be considered an hint of the behaviour of
bulk water. In order to answer to this question the density profile of the
water molecules calculated along the pore radius for the system described
above has been determined in Ref. [20] and it is plotted in Fig. 6.3. The
figure shows clearly the presence of different layers. As already discussed
in Ref. [20], the strong hydrophilicity of the surface causes the formation a
double layer close to the internal walls of the pore. Water molecules lying
on average inside this layer are subject to the attractive interactions with
the substrate atoms and they form hydrogen bonds with the bridging oxy-
gen of the silica (silanols). The commonly shown reaction mechanism for
the creation of silanols predicts the formation of an HB bond between the
hydrogen of water molecule and the oxygen at the vertex of the siloxane
group Si− O − Si and the breaking of the siloxane group itself [179, 196].
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Consequently this water close to the surface has less mobility and is more
dynamically restricted, showing a dramatic slowing down of the motion with
a subdiffusive regime at long times already at room temperature [149]. On
contrary, water in the cylindrical region 0 < R < 0.55 nm, the free water,
presents features similar to bulk water. The bound water layer, in fact,
acts as a screen from the effect of interactions with the substrate and leaves
water in the inner core free to move within the liquid without constraints.
The study discussed below is centered on analysis of molecules in the free
water region, whose characteristics in structure and dynamics are analogous
to simple bulk water. In particular the radial distribution functions have
been calculated for the free water molecules. It should be noticed that the
computation of RDF in confining rigid matrices is not a straightforward
task. RDF of confined particles, in fact, suffer finite volume effects and
distortions due to the particular geometry of the confining structure. The
radial distribution function is, by definition, a measure of the deviation of
local density from the value it would have if particles were non interacting.
Following this definition, the spherical RDF can be written explicitly as:

g
(s)
ab (r) = n

(2)
ab

nb ·∆v(r) (6.1)

where n(2)
ab represents the average number of atoms (or sites) b that are found

in a spherical shell at distance r from an atom (or site) a, nb = Nb/Vc is the
average density of the atoms (or sites) b in the cell of volume Vc and ∆v(r)
is the volume of the spherical shell. The problem with Eq. 6.1 lies in the
normalization nb = Nb/Vc that implicitly supposes the ideal gas distribution
of non interacting particles to be homogeneous in all directions. While this
hypothesis is reasonable in systems with periodic boundary conditions in all
the directions, confined systems have to be considered separately, because
of excluded volume effects and the dependence of the global symmetry on
the specific geometry of the confining matrix. For this reason, the correct
normalization of the RDF of free water confined in MCM-41 is the uniform
radial distribution function of the correspondent ideal gas confined inside
a cylindrical rough surface. It follows that this distribution is the product
of an homogeneous function gu(r) corresponding to the distribution of non
interacting particles inside a confined cell of simulation with cylindrical ge-
ometry and a correction factor fc(r) that takes into account the irregularity
of the internal wall of the pore and the presence of the periodic boundary
condition on z axis of the pore. Therefore, the complete free water RDF
containing all the corrections due to the confinement in MCM-41 can be

102



6. Supercooled Confined Water in MCM-41

evaluated as:

gab(r) = g
(s)
ab (r)

fc(r) · gu(r)
(6.2)

where, of course, gab(r) would be equal to g(s)
ab (r) in the normal bulk case.

Since the function gu(r) expresses the correction coming from the cylindrical
geometry of the system, it is reasonable approximate gu(r) with the Fourier
transform of a cylindrical form factor, as already done in Ref. [180] for
extracting the RDF from simulation of water in Vycor:

gu(r) = Vcyl
(2π)3

∫
d3QPcyl(Q)eiQ·r (6.3)

with Vcyl the volume of the cylinder and

Pcyl(Q) =
1∫

0

dµ
[
j0

(
µQL

2

)]2 [2j1(QRc

√
1− µ2)

QRc

√
1− µ2

]2

(6.4)

where jn(x) are the Bessel’s functions of order n, Rc is the radius of the
cylinder and L its height. By imposing that the RDF must go asymp-
totically to oscillate around the constant unity value it is possible to find
that fc(r) is an asymptotic linear correction weakly dependent on r. In
Fig. 6.4 we report as examples the g(s)

OO(r) as obtained from the simulation,
the correction factors and the final gOO(r) for T = 300 K and T = 220 K.
We computed the site-site RDF for the free water at decreasing tempera-
tures from T = 300 K down to T = 200 K. In Fig. 6.5, Fig. 6.6, Fig. 6.7 and
Fig. 6.8 we show gOO(r), gOH(r) and gHH(r) for few chosen temperatures
as obtained after the corrections. We compare with the same functions of
bulk SPC/E water at 1 g/cm3.
Fig. 6.5 displays that the behaviour of the Oxygen-Oxygen Radial Distri-
bution Functions of free water upon decreasing temperature is similar to
the trend of bulk water, reported in the inset of the figure. Overall, all the
peaks and the minima of the RDF become sharper and sharper by lower-
ing temperature, with the values of maxima and minima that increase and
decrease respectively. This behaviour is compatible with a local arrange-
ment of free water molecules more tetrahedrally ordered and structured in
multiple shells at low temperatures also in confinement, as it happens in
bulk. These feature is present also in the experimental bulk RDF upon
cooling [197, 198]. The position of the peaks remains unaltered by cooling
the system, differently from the first minimum whose position shifts towards
lower distances as in the bulk.
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Figure 6.4: Example of oxygen-oxygen RDF of free water. The black
line represents the final result after the corrections of the RDF obtained
from simulation (blue long dashed line). The red point dashed curve is the
function used to perform the correction, see Eq. 6.2. Upper panel T = 300
K, lower panel T = 220 K.
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Figure 6.5: Oxygen-oxygen RDF, free water in the main panel, bulk water
in the inset at the temperatures indicated in the caption.
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Figure 6.6: Comparison of the oxygen-oxygen RDF of free water with bulk
water at decreasing temperature as indicated in the panels.
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Figure 6.7: Oxygen-hydrogen RDF, free water in the main panel, bulk
water in the inset at the temperatures indicated in the caption.
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Figure 6.8: Hydrogen-hydrogen RDF, free water in the main panel, bulk
water in the inset at the temperatures indicated in the caption.
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By comparing the gOO(r) of the confined free water in Fig. 6.5 with the
gOO(r) of the bulk, similarities and differences are found, as it is more clear
from Fig. 6.6. The positions of the peaks are not modified by the confine-
ment and the shells are approximately located around the same distance in
bulk and free water. The height of the first peak for free water is sharp
and high as bulk water. Nevertheless, the first minimum of the RDF of free
water becomes shallower and fills in upon confinement in analogy with the
case of confinement in Vycor glass [180]. The effect here however is more
pronounced than for the Vycor case. The broadening of the first minimum
reflects clearly a greater penetration of water molecules between the second
and the first shell as a consequence of confinement. It should be noticed
that the differences between the gOO(r) of confined free water and bulk wa-
ter progressively disappear at larger distances, indicating that the impact
of confinement on water structure tends to be stronger and evident in the
local short range order.
The main features of gOH(r) and gHH(r), reported in Fig. 6.7 and Fig. 6.8
respectively are very similar to bulk water. The hydrophilic interaction
induces a strong distortion of the layer of water close to the substrate but
it perturbs less the hydrogen bond network in the middle of the pore. In
fact, in Fig. 6.7 it is evident that there is practically not change in the
OH structure. On contrary, the first minimum of the gHH(r) fills in as
in the case of the gOO(r). This means that even if the OO and the HH
distributions show slight differences in confinement, with a general filling
of the space between the relative shells, the rearrangement of the oxygens
and the hydrogens in confinement occurs in such a way the presence and
the structure of the HB network between the water molecules is preserved.
Further information on how the local structural order of supercooled water
is influenced by the confinement are provided by the calculation of the
coordination number nOO of the first shell of the gOO(r) defined as:

nOO = NO

V

∫ r1

0
4πr2gOO(r)dr (6.5)

where NO is the total number of the oxygen atoms in the system, V is the
total volume of the pore simulated and r1 is the radius of the first shell
coinciding with the position of the first minimum. Fig. 6.9 and Fig. 6.10
show the values of the coordination number by varying temperature both
in bulk and confined free water.
Both the figures display a similar behaviour. The number of oxygen atoms
localized up to a distance r1 from the center of the pore decreases upon cool-
ing the system. This trend means that even if first peak of the oxygen radial
distribution function becomes sharper and separated from the second one
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Figure 6.9: First coordination number of the oxygens as function of inverse
temperature for bulk water. The error bars are due to the uncertainty in
locating the first minimum.

108



6. Supercooled Confined Water in MCM-41

3.5 4 4.5 5
1000/T (K-1)

3.8

4

4.2

4.4

4.6

n O
O

Figure 6.10: First coordination number of the oxygens as function of
inverse temperature for free water in MCM-41. The error bars are due to
the uncertainty in locating the first minimum.
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by lowering temperature, the simultaneous decrease of the first minimum
and movement of its position at shorter distances leads to an overall de-
crease of coordination number of the first shell. Moreover, around T = 220
K for bulk and free water nOO seems to asymptotically saturate towards
an almost constant number. This behaviour is a clear sign of the progres-
sive crossover of the liquid structure from a high density, fluid phase where
particles have more mobility towards a low density, ordered state where
molecules are more localized and less free to move. Remembering the inter-
pretation of the Fragile to Strong Crossover as a dynamical transition from
a dense disordered phase to a more frozen and open state, the differences
observed in the local structure of the confined free water by varying tem-
perature are once again an important evidence of a connection between the
static features and the dynamical aspects of the system, already discussed
for bulk water in TIP4P/2005 in the previous Chapter. In the next Section,
a possible relation between the changes in the structural properties of the
bulk-like water confined in MCM-41 and the occurrence of the FSC will be
investigated introducing the concept of excess entropy.

6.4 Two body entropy and the fragile to strong
crossover

Gallo et al. performed Molecular Dynamics Simulations in Ref. [20, 25] on
the same model studied in this work, analysing the dynamical behaviour
both of the free and bound water confined in MCM-41. The results from
these analysis illustrated that the dynamics of the bound water was almost
completely frozen because of the multiple hydrogen bonds formed between
the water molecules and the molecule of the substrate. On the contrary,
through calculations of the Intermediate Scattering Functions, free water
molecules revealed to behave dynamically à la Mode Coupling, with a tem-
perature dependence of the structural relaxation time τ in the mild super-
cooled region perfectly in agreement with the fragile MCT power law:

τ−1 ∼ (T − TC)γ (6.6)

with TC the MCT temperature of ideal glass transition and γ power law ex-
ponent. Moreover, as discussed also for bulk TIP4P/2005 water in the pre-
vious Chapter, upon decreasing temperature towards the asymptotic tem-
perature TC a FSC from the power law of Eq. 6.6 to the strong Arrhenius
exponential law:

τ ∼ eEa/kBT (6.7)
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was observed. Values of the MCT temperature TC and FSC temperature
TL extracted from these simulations were respectively TC = 195 K and
TL = 215 K [20]. For comparison, from calculations of bulk SPC/E water
of this work it has been found TC = 200 K and a FSC at a temperature
TL ∼ 215 K.
As already mentioned in the previous Section, dynamics and thermodynam-
ics of supercooled water are not two separate aspects of the liquid but they
are two sides extremely connected and coupled of the same system. It has
been seen in previous Chapters that an important relation between ther-
modynamics and dynamics is established by the occurrence of the FSC at
the Widom Line, proved experimentally and computationally. Therefore,
provided the similarities between the MCM-41 confined free water inves-
tigated in this work and bulk water, it is reasonable to hypothesized an
interdependence between the structural relaxation time and the thermody-
namic functions of water in the inner layer of the pore. In particular, τ
can be supposed to be connected to the available configurations in the en-
ergy landscape. According to this view, the decrease of the water diffusion
coefficient upon supercooling is due to a decrease in the number of configu-
rations accessible for the system. Since from the microscopic point of view
entropy is a measure of the number of states available in the phase space,
the structural relaxation of supercooled water can be written in term of
its entropy, whose major contribution at low temperatures comes from the
excess entropy Sexc. Sexc is defined by subtracting from the liquid entropy
its ideal-gas term:

Sexc = S − Sid (6.8)

Being Sid representative of the thermal and kinetic contribution to the total
entropy, Sexc is determined by particle interaction and becomes the domi-
nant term by cooling the system. Following the idea discussed for instance
by Y. Rosenfeld [199], a measure of the decrease of the accessible states can
be expressed in term of an exponential of the excess entropy through the
empirical formula:

1
τ

= Aeαsexc/kB (6.9)

where sexc = Sexc/N is the excess entropy per particle. Eq. 6.9 represents
a clear connection between the temporal dynamical properties of the sys-
tem and its thermodynamic state. The excess entropy per particle sexc can
be expanded in terms of n-body terms sn calculated by integration on the
n-particle distribution functions gn(r1, ..., rn) [200]. Several theoretical and
computational works have proved the two-body entropy s2 to be a relevant
quantity capturing the thermodynamic, dynamic and structural anomalies
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of water [201–205] and to be a reasonable approximation of the excess en-
tropy for different models of liquids [200, 206, 207].
s2 can be derived from the radial distribution function g(r) as follows:

s2 = −2πρkB
∫
{gOO(r)ln [gOO(r)]− [gOO(r)− 1]} r2dr (6.10)

It should be underlined that only the contribution of the oxygen-oxygen
correlation is considered since this study is centered on the translational
part of the dynamics and the center of mass of the molecule can be identified
with the oxygen.
Eq. 6.9 states that the temperature dependence of the structural relaxation
time is directly related to the temperature variation of the numbers of con-
figuration available to the liquid, expressed by the excess entropy. This
means that the power law divergence predicted by MCT upon approaching
the MCT temperature TC and the FSC of the α relaxation time reflects
into an analogous behaviour of the excess entropy. By inverting Eq. 6.9 a
logarithmic divergence can be supposed for the two body entropy by getting
close to TC

s2/kB = a+ b ln (T − TC) (6.11)
This relation between the TBEE and the structural relaxation time was
already verified in bulk TIP4P water [208].
In order to test the validity of this hypothesis, the TBEE s2 has been
calculated from the radial distribution function for confined free water and
for SPC/E bulk water at density 1.00 g/cm3 at several temperatures.
The s2 calculated from the bulk RDF discussed in the previous Section and
the fit to the equation 6.11 are shown in Fig. 6.11. The fit is performed
with the value of TC = 200 K.
For confined SPC/E free water the s2 calculated from the RDF of the pre-
vious Section is shown in Fig. 6.12 with the fit performed with TC = 195 K.
In both the Figures, data exhibit a good agreement with the logarithmic
behaviour of Eq. 6.11 in the high temperature range, where the temperature
dependence of the excess entropy is well fitted by Eq. 6.11. This confirms
one again the predictions of Mode Coupling Theory in the mild supercooled
regime. Moreover both bulk and confined water manifest a deviation from
the fragile MCT character at temperature roughly coincidence with the FSC
temperature extracted from the relaxation time, supporting the idea of a
relation between dynamics and thermodynamics. It follows that the analy-
sis of the excess entropy and the comparison between bulk and confinement
lead to the conclusion that also in a cylindrical confined geometries water
in the central layer of the MCM-41 pore presents bulk-like features and
corroborates the hypothesis of a connection between thermodynamic and
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Figure 6.11: Two body entropy of bulk SPC/E water at density 1.00 g/cm3

as function of temperature. In the inset the same function reported versus
ln (ε) with ε = (T − TC) /TC . In both panels the red curve is the fit to
Eq. 6.11.
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Figure 6.12: Two body entropy of confined SPC/E free water at full hy-
dration as function of temperature. In the inset the same function reported
versus ln (ε) with ε = (T − TC) /TC . In both panels the red curve is the fit
to Eq. 6.11.
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Figure 6.13: Inverse of the α relaxation time as function of the two body
entropy s2 for bulk water. The red curve is the fit to Eq. 6.9.

dynamical aspects of the supercooled phase diagram. For what concerns
the coordination number discussed in the previous Section, it should be ev-
idenced that the temperature at which nOO appeared to go asymptotically
towards a constant value coincides approximately with the crossover tem-
perature of the excess entropy, validating the previous conjecture of this
slow varying arrangement of the molecules with temperature as related to
the dynamic transition of the system towards a low density, structured and
ordered phase that occurs at the crossing of the Widom Line. To complete
the test of this connection the values of τ are reported as function of s2 at
the corresponding temperature in Fig. 6.13 for bulk water and in Fig. 6.14
for water confined in MCM-41.

Data are well fitted by the exponential prediction of Eq. 6.9 and this pre-
diction is very well satisfied in the MCT regime for both bulk and confined
free water. Deviations start to show up at the FSC.

In order to estimate the importance of the total excess entropy in the ther-
modynamic and dynamic behaviour of supercooled water, thermodynamic
calculations of sexc are currently being investigated.
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Figure 6.14: Inverse of the α relaxation time as function of the two body
entropy s2 for confined free water. The red curve is the fit to Eq. 6.9.

6.5 Confined TIP4P/2005 water: Prelimi-
nary results

In this section the results obtained from a preliminary analysis of the
MD simulations performed on the same system described above but with
TIP4P/2005 water potential are presented. The hydration level is lower
than SPC/E, with a total number of molecules equal to 294. Fig. 6.15
exhibits the density profile for several temperatures in a range spanned
from 300 K to 240 K together with the density profile of the silicon atoms.
Also for TIP4P/2005 a clear separation between the external layer of water
molecules bound to the substrate molecules and the so called free water
can be recognized. The position of the peaks of the density profile re-
mains approximately the same upon decreasing temperature while the local
order becomes progressively more structured as evident from the increas-
ing sharpness of the crests. A slight and unavoidable penetration of water
molecule is observed. Analogously to SPC/E, the radial distribution func-
tions for the free water layer have been calculated and corrected with the
same scheme explained in the previous Section. Results from this correction
on the oxygen-oxygen RDF for two temperatures T=300 K and T=240 K
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Figure 6.15: Density profile along the pore radius for several temperatures.
The grey region represents the density profile of the silicon atoms of the
pore.

are shown in Fig. 6.16. The evolution with temperature of the OO-RDF
is also presented in Fig. 6.17. Also for TIP4P/2005 the free water con-
fined inside the pore has smoother maxima and minima of the RDF with
respect to the bulk, indicating a less ordered and regular structure and
a greater infiltration of water molecules between the shells. This means
that the effect of confinement of filling up the space between the shells is
independent from the particular water potential used. A better view of
the differences in the local arrangement between bulk and confined water
is given in Fig. 6.18, where a comparison of the corrected oxygen-oxygen
RDF and the correspondent bulk oxygen-oxygen RDF at density ρ = 0.95
g/cm3 are displayed.
This figure shows a trend similar to the one found for SPC/E. In particular
the position of the first peak remains unaltered for the three temperatures
between bulk and free water. It should be noticed, finally, that in corre-
spondence of the third peak a slight shift towards shorter distance with
respect to the bulk is observed. This displacement is a sign of a decline of
the tetrahedral order in the long range due to the confinement. These and
other results will be examined in the future in order to determine general
properties of water inside MCM-41 independently from the detailed of the
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Figure 6.16: Example of oxygen-oxygen RDF of free water. The black
line represents the final result after the corrections of the RDF obtained
from simulation (blue long dashed line). The red point dashed curve is the
function used to perform the correction, see Eq. 6.2. Upper panel T = 300
K, lower panel T = 240 K.
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Figure 6.17: Oxygen-oxygen RDF, free water in the main panel, bulk
water in the inset at the temperatures indicated in the caption.
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bulk water at decreasing temperature as indicated in the panels.

simulation.
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7
Conclusions

The goal of this PhD Thesis has been the study of the dynamical properties
of bulk water first of all in the mild and deep supercooled regime. Results
on the Self Intermediate Scattering Functions and Van Hove Self Correla-
tion Functions have allowed to draw an exhaustive picture of the structural
relaxation mechanism in supercooled bulk water both from the macroscopic
and microscopic point of view.
In particular, in the first part of this PhD Thesis the slow dynamics upon
supercooling of TIP4P/2005 water and its connection with the thermody-
namic properties determined by the presence of a LLCP, already found for
this model [23] has been analysed. TIP4P/2005 is considered one of the best
all atoms classic rigid potential for water, being able to reproduce remark-
ably well many experimental features of this liquid, like the TMD line, the
complex ices phase diagram and the experimental temperature dependence
of the diffusivity [24].
Results from MD simulations performed in the mild supercooled region
show that the TIP4P/2005 water follows the MCT predictions remarkably
well. Particle motion is dominated by the so-called cage effect determining a
double relaxation regime with the long time decay described by a stretched
exponential. Upon further supercooling hopping processes start to affect the
structural relaxation, as in other glass formers and cause the deviation from
the fragile (MCT) behaviour toward a strong Arrhenius behaviour of the
liquid. Similar to what has been found for other potentials, this fragile to
strong crossover takes place at the crossing of the Widom line individuated
by the calculations of the maxima of the specific heat in the single phase
region upon approaching the LLCP.
This result is a further confirmation that in water the dynamics is intimately
related to thermodynamics in all its very complex phase diagram, as made
evident also from the recent results on its supercritical phase [209, 210]
where a dynamic crossover from a gas-like to a liquid-like phase has been
found upon crossing the WL of the liquid-gas critical point.
The transition of the system from a high temperature fragile character to
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a low temperature Arrhenius strong character can be interpreted in term
of the increase of the hopping rate by lowering temperature, that become
progressively the dominant mechanism of relaxation upon approaching the
Mode Coupling Temperature
Due to the clear evidence of the hopping effects in determining the acti-
vated dynamics just above the asymptotic ideal MCT transition tempera-
ture [164] MD simulations on TIP4P/2005 have been further explored more
in detail, in order to verify the microscopic origin of the FSC and investi-
gate quantitatively and qualitatively how hopping phenomena appear and
modify the relaxation mechanism of bulk water at different densities. For
that purpose, the dynamical behaviour of supercooled TIP4P/2005 water
has been examined through the computation of Van Hove Self Correlation
Functions (VHSCF) for the three different densities investigated focusing on
the connections between the hopping phenomena and the Fragile to Strong
Crossover. The results from this analsys show that in the mild supercooled
region the dynamics of TIP4P/2005 exhibits the typical cage effect of su-
percooled liquids. As function of time after the initial ballistic regime,
the intermediate transient cage regime takes place before the final diffu-
sive regime. The VHSCF in the cage regime suggest a possible harmonic
character of the confining potential with an elastic constant stronger and
stronger at lower temperatures and densities. For all the densities inves-
tigated, at temperatures near the respective Mode Coupling temperature
TC the VHSCF deform progressively their diffusive shape and by crossing
the FSC a weak hopping peak arises and becomes more evident and sharp
at lower temperatures. This phenomenon is a clear evidence of the con-
nection between the FSC and the occurrence of hopping processes as the
dominant relaxation process in deep supercooled regime. At TC the VH-
SCF show that structural relaxation through the cage breaking is not more
possible and activated hopping processes dominate the dynamics. When
this happens multiple peaks appear in correspondence of the peaks of the
oxygen-oxygen radial distribution functions revealing that particle escapes
from the cage and jumps consecutively from one shell to another at greater
distance. Compared to the Lennard Jones Binary Mixtures [164, 211, 212],
the hopping peaks in TIP4P/2005 are less clear and visible and this is prob-
ably due to the molecular character of liquid water. Moreover, an analysis
in density shows that hopping is more favored at lower densities, where the
system is more structurally ordered and has less mobility. To conclude all
the aspects of the cage regime and hopping phenomena found in MD simu-
lations on TIP4P/2005 bulk water confirm hopping as the cause of the FSC
in water and link its raise to the crossing of the Widom line, being hopping
more favored where water is less dense. These results confirm the interpre-
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tation of the LDL phase of water as a state more ordered and structured
where the strong character of the liquid derives from the dominance of hop-
ping processes in the structural relaxation mechanism. HDL side, instead,
is the phase where water is more fluid and has more mobility thanks to the
thermal fluctuations of the system that allow the cage to dissolve and par-
ticles to diffuse with Brownian motion. The Widom line separates therefore
two regimes with different structures and dynamical relaxation processes.
The interpretation of the anomalies of supercooled water is still the matter of
a vivid debate [9]. We expect that improved experimental techniques would
be able to shed more light on water in approaching its glass transition and
to test the theoretical approaches and hypothesis.
The presence of a connection between dynamics and thermodynamics open
the doors to important questions on the deep meaning of these two aspects
of the same system.
Besides the analysis of bulk water, the properties of supercooled water and
the possible existence of a connection between dynamics and thermody-
namics has been explore also in confinement. In particular MD simulations
have been performed on SPC/E water confined in a silica pore represent-
ing the MCM-41 material, a study complement to a previous work on the
dynamical properties [20].
The role and properties of confined water is a subject of major interest in
many fields of research in physics and chemistry. From the point of view of
understanding the anomalies of water the interest resides in the possibility
of observing liquid water in a thermodynamic region that is more easily ac-
cessible in experiment when water is confined. How much the properties of
water change under confinement or in contact with substrate is still matter
of debate and in this respect computer simulation can give new microscopic
insights. Previous works [20, 25] have shown that water in MCM-41 exhibits
a layered structure that makes possible the extraction of useful information
on the structure and dynamics of supercooled water. Even if the exter-
nal double layer of water close to the surface of the pore appears to be
strongly affected by the interactions with the substrate, the inner free wa-
ter molecules show a bulk-like behaviour. Upon supercooling the dynamics
of the free water can be described in terms of MCT and that a fragile to
strong crossover takes place similar to the bulk phase.
The site radial distribution functions for the free water with the use of
the finite volume corrections have been derived in the second part of the
PhD project. By comparing the RDF of the free water upon supercool-
ing with the RDF of bulk water at the same temperatures the structure of
the free water analyzed through the calculation of the oxygens-oxygens, the
hydrogen-oxygen and the hydrogen-hydrogen radial distribution functions
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stay nearly unaltered except an overall filling up of the space between the
first shells. The trend in temperature of the RDF present, as in bulk, a
progressive sharpening of the maxima and minima of the g(r). Most impor-
tantly, although the slight differences between the gOO(r) and gHH(r) of the
bulk and confined free water, the hydrogen bond structure results totally
preserved, indicating that the general rearrangement of water molecules in
the central part of the pore happens in order to preserve the hydrogen bond
in spite of the perturbation of the HB network.
As already evidenced in Section 5.2.3, also confined free water presents
an important connection between dynamical and thermodynamical prop-
erties, showing a relation between the structural relaxation times and the
excess entropy of the system. Following the idea of an interplay between
the relaxation mechanism and the number of configuration available to the
system,in fact, a logarithmic asymptotic divergence to the MCT TC of the
excess entropy extracted from the RDF at several temperatures has been
found. Moreover signature of a deviation from this logarithmic trend oc-
curs in correspondence of the FSC temperature previously determined in
Ref. [20] and Ref.[25]. An analogous signature of the FSC in the two body
entropy appeared in bulk TIP4P [208].
These results finally show that also in confined water, similar to the bulk,
thermodynamic and structural properties are strictly related and that the
two body entropy, that can be calculated for the RDFs, marks with good
approximation the crossover from the fragile to the strong regime. Prelim-
inary results on TIP4P/2005 water confined in MCM-41 show similarities
with SPC/E and present several interesting aspects that will be examined
in the future.
To conclude, the analysis performed in this PhD thesis in bulk and confined
water have drawn a comprehensive description of the dynamical behaviour
of this liquid in the supercooled regime. In both the system important
connections between the thermodynamics, dynamics and structure of water
through the correspondence between the Widom Line and the Fragile to
Strong Crossover have been found. This observation provide new insight
on a better understanding of the anomalous phase diagram of supercooled
water and on a possible explanation of several thermodynamical and dy-
namical phenomena.
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Publications and Presentations

8.1 Publications

1. Mode coupling theory and fragile to strong
transition in supercooled TIP4P/2005 wa-
ter
Reference: M. De Marzio, G. Camisasca, M. Rovere and P. Gallo,
The Journal of Chemical Physics 144, 074503 (2016).

Abstract: We study by molecular dynamics simulations supercooled
water with the TIP4P/2005 potential. This model is able to predict
many properties of water in a large range of the thermodynamic space
in agreement with experiments. We explore the dynamical behavior
and, in particular, the self intermediate scattering function of the oxy-
gen atoms. We find that the structural relaxation in the range of mild
supercooling is in agreement with the Mode Coupling Theory (MCT).
The ideal MCT crossover takes place at decreasing temperature with
increasing density. Deviations from the MCT behavior are found upon
further supercooling. A crossover from the MCT, fragile, regime to a
strong, Arrhenius, regime is found and it is connected to the presence
of a liquid-liquid phase transition and the Widom line emanating from
the liquid-liquid criticalpoint.

2. Fragile to Strong Crossover in Supercooled
Water: a comparison between TIP4P and
TIP4P/2005 models
Reference: M. De Marzio, G. Camisasca, M. Rovere and P. Gallo,
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Wokshop Proceedings in Press on Il nuovo Cimento C (2016).

Abstract: We present recent simulation results on the dynamics of
supercooled water with the TIP4P/2005 potential. We find that the
dynamical behaviour of the translational motion of the molecules is
well interpreted in terms of the Mode Coupling Theory, as it was
found for supercooled TIP4P water. We compare the results of the
two models and in particular we find also in TIP4P/2005 a crossover
from a fragile to a strong regime. We connect this crossover to the
crossing of the Widom line emanating from the liquid-liquid critical
point.

3. Microscopic origin of the Fragile to Strong
Crossover in Supercooled Water: the role
of Activated Processes
Reference: M. De Marzio, G. Camisasca, M. Rovere and P. Gallo,
Submitted to J. Chem. Phys. (2016).

Abstract: We perform an accurate analysis of the density self correla-
tion functions of TIP4P/2005 water upon supercooling on approach-
ing the region of the liquid-liquid critical point. In a previous work
on this model we provided evidence of a fragile to strong crossover of
the dynamical behaviour in the deep supercooled region. The struc-
tural relaxation follows the Mode Coupling Theory in the fragile re-
gion and then deviates Mode Coupling regime to a strong Arrhenius
behaviour. To better understand the origin of this crossover we com-
pute now the van Hove self correlation functions. In particular we aim
to investigate the presence and the role of the hopping phenomena,
that are the cause of the fragile to strong crossover in simple liquids.
In TIP4P/2005 water we find hopping processes too and we anal-
yse how they depend on temperature and density upon approaching
the fragile to strong crossover and the Mode Coupling ideal crossover
temperature. Our results show that water behaves like a simple glass
former, after an initial ballistic regime the cage effect dominates the
mild supercooled region, with diffusion taking place at long time. At
the fragile to strong crossover we find that hopping (activated) pro-
cesses start to play a role, evidenced by the appearance of peaks in
the van Hove correlation functions. In the deep supercooled regime
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our analysis clearly indicates that activated processes dominate the
dynamics. The comparison between the van Hove functions and the
radial distribution functions allows to better understand the mecha-
nism of hopping phenomena in supercooled water.

4. Structural properties and fragile to strong
transition in confined water
Reference: M. De Marzio, G. Camisasca, M. Martin Conde, M. Ro-
vere and P. Gallo, Submitted to J. Chem. Phys. (2016).

Abstract: We derive by computer simulation the radial distribution
functions of water confined in a silica pore modeled to reproduce
MCM-41. We perform the calculations in a range of temperature from
ambient to deep supercooling for the subset of water molecules that
resides in the inner shell (free water) by applying the excluded vol-
ume corrections. By comparing with bulk water we find that the first
shell of the oxygen-oxygen and hydrogen-hydrogen radial distribution
functions is less sharp and the first minimum fills in while the oxygen-
hydrogen structure does not significantly change indicating that the
free water keeps the hydrogen bond short range order. The two body
excess entropy of supercooled water is calculated from the radial dis-
tribution functions. We connect the behavior of this function to the
relaxation time of the same system already studied in previous simu-
lations. We show that the two body entropy changes its behavior in
coincidence with the crossover of the relaxation time from the Mode
Coupling fragile to the strong Arrhenius regime. As for bulk water
also in confinement the two body entropy has a strict connection with
the dynamical relaxation.

8.2 Workshops, Conferences and Schools
1. 30 Nov-5 Dec 2015 : Conference MRS Fall Meeting and Exhibit

2015, Symposium Liquids and Glassy Soft Matter-Theoretical and
Neutron Scattering Studies. Held in Boston. Poster presentation.

2. 7-12 Sept 2015 : Conference Frontiers in Water Biophysics. Held
at Ettore Majorana Foundation and Center for Scientific Culture,
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Erice. Poster presentation.

3. 10-12 Jun 2015 : Workshop Roma Tre Workshop on Water un-
der Extreme Conditions held at Università degli Studi Roma Tre,
Rome. Members of the Local Organizing Committee.

4. 14-15 May 2015 : Course Parallel IO and management of large
scientific data. Held at CINECA, Rome.

5. 23-25 Feb 2015 : Course Introduction to Parallel Computing
with MPI and OpenMP. Held at CINECA, Rome.

6. 4-6 Feb 2015 : Course High Performance Molecular Dynamics.
Held at CINECA, Rome.

7. 17-18 Sept 2014 : Workshop Italian Soft Days. Held at Sapienza
Università di Roma, Rome.

8. 13-21 Jul 2014 : CCP5 Summer School Methods in Molecular
Simulations. Held at CECAM, Manchester.
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9
Acronyms and abbreviations

In the following a list of the acronyms and abbreviations used throughout
the thesis together with their meaning is reported. The spelling out of
acronyms was given at the first occurrence in each Chapter and wherever it
was deemed necessary for greater clarity.

1. LLCP liquid-liquid critical point
2. LLPT liquid-liquid phase transition
3. WL Widom Line
4. LDL low density liquid
5. HDL high density liquid
6. MD molecular dynamics
7. TMD temperature of maximum density
8. LMS limit of mechanical stability
9. HDA high density amorphous
10. LDA low density amorphous
11. VFT Vogel-Fulcher-Tamman
12. KWW Kohlrausch-Williams-Watts
13. VSL Von Schweidler law
14. MCT mode coupling theory
15. FSC fragile to strong crossover
16. HB Hydrogen Bonds
17. RDF radial distribution function
18. SISF Self Intermediate Scattering Functions
19. VHSCF Van Hove Self Correlation Functions
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