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Abstract

This thesis is part of the preparatory study related to the extraction of the neutron partonic spin
structure in the future high intensity polarized semi-inclusive deep inelastic scattering experiments,
that will run at Thomas Jefferson National Accelerator Facility (Virginia/USA). The first part
concern with a deeper phenomenological understanding of the 3He polarized target, which is used
as an effective neutron target. A distorted spin-dependent Spectral Function has been calculated
in an extended eikonal approximation and a fully Poincaré covariant framework for the relativistic
description of the 3He has been developed. In the second part of this thesis the issue of particles
track filtering and fitting in high intensity scenario has been addressed. Tracks fitting algorithm
based on Kalman filter has been developed and adapted to the conditions of the planned high
luminosity experiments. Tests of the algorithm has been performed in rather realistic experimental
conditions.
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Chapter 1

Introduction

Since the beginning of the twentieth century, scattering experiments have been of great importance
in clarifying properties and inner structure of the atomic nucleus. Clearly, the first milestone in
the long path towards the detailed understanding of the nuclear and subnuclear world was the dis-
covery of the atomic nucleus itself, achieved in 1911 by Rutherford, Geiger and Marsden through
the scattering of α particles off a gold foil [1]. The technological improvements of the particles
accelerators, in particular the increasing of the momentum of projectiles and therefore the spa-
tial resolution power, have definitely given a central role to scattering experiments in the quest of
knowledge on the subatomic matter.
In order to explain the quantum numbers and the decay modes of an incredible number of baryons
and mesons, discovered in ’50s and ’60s using multi-GeV proton accelerators, in 1964, Gell-Mann
and Zweig [2, 3], inferred the existence of spin-half constituent particles, called quarks, as building
blocks to explain the non elementary nature of hadron. By the end of the ’60s, the first inclusive
Deep Inelastic Scattering (DIS) experiments were performed at SLAC [4], with an electron beam,
and they confirmed the composite nature of the proton and the neutron, showing that the structure
functions become substantially independent of the squared momentum transfer Q2, when it grows
but the ratio Q2/2MNν remains constant (ν is the energy transfer). This so-called scaling behav-
ior was interpreted by Bjorken and Feynman [5, 6, 7] as the evidence of the existence inside the
nucleon of point-like particles, the charged partons. Then, as shown by the properties of the cross
sections, the partons were identified with spin-half particles, having fractional electric charges and
with new degrees of freedom, called flavour, (already predicted by Gell-Mann and Zweig).
According to the Quark Parton Model the proton is made of a pair of quarks of flavor up and charge
2
3e and a quark of flavor down and charge −1

3e, each of them carrying approximately one third of
the proton mass (in a naive constituent quarks picture). Moreover, in a naive picture, in a proton
with the spin in a certain direction, two quarks have the spin in the same direction and the third
one must be antialigned (with this spin picture, the magnetic moment is pretty well reproduced).
This spin picture would be useful in what follows.
Actually, an extension of the quark model was necessary when, in ’70s, new experimental results
showed that quarks provide roughly half of the nucleon momentum. Then, the existence of elec-
trically neutral partons, called gluons, was postulated. Within the framework of rising Quantum
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Chromodynamics (QCD), the standard field theory of strong interactions, gluons were interpreted
as gauge bosons exchanged by quarks providing their binding force. It dates back to 1979 the
experimental proof of the gluon existence, by the observation of three-jet events at the PETRA
collider at DESY [8], in Hamburg.
The QCD vacuum, unlike in the QED case where vacuum polarization screens charges as their
separation increases, provides an anti-screening that makes increasing the strong coupling con-
stant αs at large distance scales, corresponding to small momentum transfer.
The DIS experiments, performed at SLAC and more recently at DESY [9, 10], allowed the extrac-
tion of the now rather well known unpolarized parton distribution functions (DF, also known as
PDF), that is the probability density for finding a charged parton with given flavor, with a certain
fraction of the nucleon longitudinal momentum (along the direction of the exchanged boson in
hard scattering experiment). Moreover, these experimental results confirm the scale invariance of
the unpolarized DFs, namely they become Q2-independent if the momentum transfer is large. In
reality, some small deviations have been found. Scale invariance is broken by quantum corrections:
even starting with vanishing quark masses the procedure of quantization and renormalization of
the theory necessarily introduces a scale of mass ΛQCD and scaling violations are logarithmic
corrections computable in QCD.

1.1 The spin of the nucleon

The compound nature of the nucleon suggests to address another fundamental issue: the descrip-
tion of the nucleon spin in terms of the dynamics of its constituents. This kind of knowledge can
be gained through the extraction of the polarized DF. In particular the scattering of a polarized
beam off a polarized target is one of the experimental way to access the polarized DF. However,
the difficulty to produce high energy polarized beams and, in particular, polarized nuclear targets
has made this type of experiments not feasible for a long time.
The first measurement of polarized electron-proton scattering was performed in 1976 at SLAC
by the E80 and E130 collaborations [11, 12]. The results were affected by sizable experimental
uncertainties, but they were considered in agreement with the theoretical predictions of Ellis-Jaffe
sum rules [13], based on the assumption that the most part of the nucleon angular momentum was
carried by the up, down and sea quarks, only. In ’80s at CERN, the EMC collaboration [14] per-
formed a much more accurate measurement. The result turned out to be in disagreement with the
theoretical predictions. The EMC results pointed to a "spin crisis", namely a nucleon spin third
component only partially ascribed to the quark spin. This was felt in contrast with the very nice de-
scription of the nucleon magnetic moments achieved in terms of constituent quark spins. Then, it
was the SMC experiment that, for the first time, could discriminate the valence quark contribution
from the sea contributions to the nucleon spin [17]. This was possible thanks to Semi-Inclusive
lepton-nucleon Deep Inelastic Scattering (SIDIS) measurements, where not only the final lepton
was detected, but also one hadron produced in the nucleon fragmentation process.
The value of the quark spin contribution to the Ellis-Jaffe sum rules is obtained from polarized
deep inelastic scattering by which the first moment of the g1 structure function is extracted. The
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Table 1.1: High energy spin experiments: the kinematic ranges in x and Q2 correspond to the average
kinematic values of the highest statistics measurement of each experiment, which is typically the inclusive
spin asymmetry; x denotes the Bjorken variable xB , unless specified. (After Ref. [15])

Experiment Year Beam Target Energy (GeV) Q2 (GeV2) x

Completed experiments
SLAC – E80, E130 1976–1983 e− H-butanol .23 1–10 0.1–0.6

SLAC – E142/3 1992–1993 e− NH3, ND3 . 30 1–10 0.03–0.8
SLAC – E154/5 1995–1999 e− NH3, 6LiD, 3He . 50 1–35 0.01–0.8
CERN – EMC 1985 µ+ NH3 100, 190 1–30 0.01–0.5
CERN – SMC 1992–1996 µ+ H/D-butanol, NH3 100, 190 1–60 0.004–0.5

FNAL E581/E704 1988–1997 p p 200 ∼ 1 0.1 < xF < 0.8

Analyzing and/or Running
DESY – HERMES 1995–2007 e+, e− H, D, 3He ∼ 30 1–15 0.02–0.7

CERN – COMPASS 2002–2012 µ+ NH3, 6LiD 160, 200 1–70 0.003–0.6
JLab6 – Hall A 1999–2012 e− 3He . 6 1–2.5 0.1–0.6
JLab6 – Hall B 1999–2012 e− NH3, ND3 . 6 1.-5 0.05–0.6

RHIC – BRAHMS 2002–2006 p p (beam) 2× (31–100) ∼ 1–6 −0.6 < xF < 0.6

RHIC – PHENIX, STAR 2002+ p p (beam) 2× (31–250) ∼ 1–400 ∼ 0.02–0.4
Approved future experiments (in preparation)

CERN – COMPASS–II 2014+ µ+, µ− unpolarized H2 160 ∼ 1–15 ∼ 0.005–0.2
π− NH3 190 −0.2 < xF < 0.8

JLab12 – HallA/B/C 2014+ e− HD, NH3, ND3, 3He .12 ∼ 1–10 ∼ 0.05–0.8

experimental results showed that the quark contribution was about 25% (see [15] for a recent re-
view). Therefore, in order to fulfill the sum rule one has to add all the possible contributions to
the nucleon’s spin: i) the gluon spin ∆G and ii) the orbital angular momenta of quarks, Lqz , and
gluons LGz .
In conclusion, one has

sNz =
1

2
=

1

2
∆Σ + ∆G+ Lqz + LGz (1.1)

where
∆Σ = (∆u+ ∆d+ ∆qs) (1.2)

Experiments that probed the nucleon spin structure and the main future planned experiments are
summarized in Tab. 1.1. Recently, accurate measurements,with polarized targets and beam, by
HERMES and COMPASS [18] collaborations have shown that the ∆Σ contribution is of the order
of 30%. The experimental values of each contributions to ∆Σ (cf Eq. (2.58) are summarized in
Tab. 1.2

The same collaborations measured also the ∆G term [18], that seems to be compatible with
a vanishing value, within the still large experimental uncertainties. In Tab. 1.3 polarized gluon
measurements from deep inelastic experiments are summarized. However, the chance to measure
∆G component in the proton has been one of the main drive at RICH, with the PHENIX and STAR
detectors, using polarized proton - proton collision. Results from PHENIX, STAR and global fits
to polarized world data from DIS, semi-inclusive DIS, and proton-proton collisions by de Florian-
Sassot-Stratmann-Vogelsang (DSSV) provided the first evidence of a nonzero gluon polarization
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Table 1.2: First moments for valence quark and light-sea polarization from SMC, HERMES, and COM-
PASS. For each experiment the integrated sea is evaluated from data up to x = 0.3 and, for SMC, assuming
an isospin symmetric polarized sea. (After Ref. [15])

Experiment x-range Q2 (GeV2) ∆uv ∆dv ∆ū ∆d̄ ∆Σ

SMC 0.003–0.7 10 0.73± 0.10± 0.07 −0.47± 0.14± 0.08 0.01± 0.04± 0.03 0.01± 0.04± 0.03 0.28± 0.18± 0.11

HERMES 0.023–0.6 2.5 0.60± 0.07± 0.04 −0.17± 0.07± 0.05 0.00± 0.04± 0.02 −0.05± 0.03± 0.01 0.38± 0.11± 0.07

COMPASS 0.006–0.7 10 0.67± 0.03± 0.03 −0.28± 0.06± 0.03 0.02± 0.02± 0.01 −0.05± 0.03± 0.02 0.36± 0.08± 0.05

in the proton [16].
The last two terms of proton spin sum rule can be basically related to observables measured in
semi-inclusive deep inelastic scattering (SIDIS) and Deeply Virtual Compton Scattering (see [15]),
some results have been obtained with different targets and will be summarized at the end of the
next Chapter. The main goal of the future experiments is the precision measurements of the last
two terms in Eq. (1.1), and in particular, in the near future, it will be possible to measure the Lqz
term, for both proton and neutron. It is important to emphasize that precise measures on neutron
are crucial in order to achieve a flavor decomposition of the terms contributing to the spin sum
rules; this can be done trough semi-inclusive deep inelastic experiments which permit to gain
informations on the so called transverse momentum dependent parton distributions of the neutron
(see Chapter 2).
This is the physical motivation of the present thesis, that focuses on the SIDIS processes, where
a polarized electron beam is scattered by a polarized 3He target, with the aim of extracting the
relevant information on the neutron, so that the flavor decomposition of the orbital contribution
could be completed (even if in a model dependent manner). In particular, the work has been
conducted in two parallel but complementary activities: i) the first deal with the evaluation of the
systematic effects that the actual knowledge of the 3He physical system induces on the relevant
quantities one aim to extract from the experiments in order to know the inner quark dynamics
of the neutron, which is extremely important in the context of a high luminosity experiment; ii)
the second is related again to the extremely high luminosity (order 1039 cm−2s−1) that will be
achieved in such a SIDIS experiments, indeed this means a really high statistical precision, and
therefore the development of dedicated tracks filtering and fitting algorithms has been carried out
in order to fully exploit the luminosity at disposal.

1.2 The parton distribution functions

The quark spin distribution, inside the nucleon, is described through several DFs [23], which in
general depend on the 3-momentum of the parton. Averaging over the quark transverse momen-
tum pT in leading order (twist-two) approximation (see Chapter 2 for details), only three parton
DFs are needed for a complete description of the nucleon spin structure. It should be pointed out
that, after averaging on pT , the DFs depend upon only the variable xB = Q2/2Mν, the celebrated
Bjorken variable.
Two of them, the momentum (or spin-independent ) DF, q(x), and the helicity DF, ∆q(x), are
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Table 1.3: Polarized gluon measurements from deep inelastic experiments (After Ref.[15]).
〈µ2〉 is the scale at which measurements are performed.

Experiment process 〈xg〉 〈µ2〉 (GeV2) ∆G/G

HERMES hadron pairs 0.17 ∼ 2 0.41± 0.18± 0.03

HERMES inclusive hadrons 0.22 1.35 0.049± 0.034± 0.010+0.125
−0.099

SMC hadron pairs 0.07 −0.20± 0.28± 0.10

COMPASS hadron pairs, Q2 < 1 0.085 3 0.016± 0.058± 0.054

COMPASS hadron pairs, Q2 > 1 0.09 3 0.125± 0.060± 0.063

COMPASS open charm (LO) 0.11 13 −0.06± 0.21± 0.08

COMPASS open charm (NLO) 0.20 13 −0.13± 0.15± 0.15

very well known and measured in a large number of experiments. The first DF is the probability
density to find a quark inside the nucleon, carrying a fraction x of the nucleon momentum; the
second one, if considered in the helicity basis, is the difference between the distribution probabil-
ity to find a quark with helicity aligned and antialigned to the nucleon longitudinal polarization.
The third DF, the transversity distribution δq(x), have a correct probabilistic definition in a basis
of transverse spin eigenstates and, in this basis, is the difference of the probability density to find,
in a transversely polarized nucleon, a quark with its spin aligned and anti-aligned with respect to
the transverse spin of the nucleon.
In a non relativistic framework, the transvesity distribution function is equal to the helicity one,
i.e. δq(x) ∼ ∆q(x). But, if one takes into account relativistic effects, it is expected to be differ-
ent. Due to its chiral-odd nature, the transversity DF must be measured in an experimental process
where another chiral-odd quantity is involved (recall that QCD at large extent is chirally invariant).
This is the case of the SIDIS, where the transversity DF is convoluted with the chiral-odd Collins
fragmentation function (see Chapter 2 for details), that describes the hadron emitted by a struck
quark.
If we do not integrate over the transverse momentum pT , other leading order DFs appear together
with the three previously defined; all these pT dependent functions are called Transverse Momen-
tum Distributions (TMD’s) [23]. Among them, the Sivers function, that describes the correlation
between the transverse polarization of the target nucleon and the transverse momentum of quarks
(see [19]), is of particular interest. Indeed, if we consider the cross section of SIDIS in which
the lepton beam is unpolarized and the nucleon target is transversely polarized, a term where the
Sivers function is involved appears in combination with the transversity term and therefore it has
to be taken into account for investigating δq(x). In addition, a non-zero Sivers function implies a
non-zero orbital angular momentum of the quarks inside the nucleon and it has been related to the
spatial distribution of the quarks inside the nucleon [21, 22].

The thesis is organized as follows: the theoretical framework of the semi-inclusive deep inelas-
tic scattering is presented in Chapter 2. In Chapter 3 the main feature of the future planned high
luminosity SIDIS experiments are summarized, with particular attention to the tracking systems.
In Chapters 4 and 5 an improved phenomenological framework describing the nuclear structure of
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the 3He is illustrated and applied to the experimental observables related with the neutron partonic
structure. Finally, in Chapter 6 a new tracks filtering algorithm with a concrete application to the
above described systems will be exposed.



Chapter 2

Transverse degrees of freedom of the
nucleon

2.1 Polarized DIS in the parton model

The formalism of the deep inelastic scattering (DIS) by a polarized nucleon is illustrated in detail
in several recent review (see e.g. [23]). Let us briefly summarize the basic ingredients of the
theoretical description. We consider the process

l(`) +N(P )→ l(`′) +X(PX) (2.1)

where a lepton l scatter off a polarized nucleon and in the final state only the outgoing lepton is
detected. The cross section of this process is given in Born approximation by

d6σ

dxdydφS
=

α2

2sxQ2
2MWµνLµν , (2.2)

where q = ` − `′, Q2 = −q2, x = Q2/2P · q, y = q · P/` · P , s = (` + P )2, φS the angle
defined in Fig. 2.7, Lµν the leptonic tensor and Wµν the hadronic one. The leptonic tensor Lµν
contains all the information on the lepton electromagnetic interaction, which is described by the
QED. In particular the above expression holds in Born approximation, namely the electromagnetic
interaction is mediated by only one virtual photon and in this case Lµν is defined as follows

Lµν =
∑
sl′

[
ūl′(`

′, sl′)γµul(`, sl)
]∗ [

ūl′(`
′, sl′)γνul(`, sl)

]
= Tr

[
(6 `+ml)

1

2
(1 + γ5 6 sl) γµ (6 `′ +ml) γν

]
. (2.3)

where sl is the lepton spin vector and ml the lepton mass. All the information concerning the nu-
cleon is contained in the hadronic tensor, which can be written by using a quantum field formalism
in the framework of the QCD improved parton model, where the interaction of a high-Q2 photon
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Figure 2.1: Handbag diagram for inclusive DIS.

with quasi-free particles, inside the nucleon, is taken into account. Then, the hadronic tensor Wµν

reads,

Wµν(P, S) =
∑
qq̄

e2
q

∫
d4p

(2π)4
δ((p+ q)2)Tr[Φ(p, P, S)γµ(6 p+ 6 q)γν ], (2.4)

where p the quark 4-momentum before hitting, k = p + q the 4-momentum of the struck quark
and S the nucleon polarization; the quark masses are neglected. In Eq. (2.4), Φ(p, P, S) is the
quark-quark correlation matrix, that describes the quark dynamics inside the nucleon, namely it
contains all the non perturbative QCD effects. It is given by

Φij(p, P, S) =

∫
d4ξeip·ξ

〈
P, S|ψ̄j(0)ψi(ξ)|P, S

〉
(2.5)

where ψ is a quark spinor field, i,j are Dirac indexes and the sum over colors indexes is understood.
In Fig. 2.1, it is shown the main contribution to DIS, that is pictorially represented by the so-called
handbag diagram. An important step is represented by the expansion of Φ in terms of a Dirac basis
given by

Γ = {1, γµ, γµγ5, iγ5, iσ
µνγ5} , (2.6)

where σµν = i [γµ, γν ] /2. In Eq. (2.6), iγ5 and iσµνγ5 = −εµναβσαβ/2 are chosen for the sake
of convenience, as discussed in [23]. Then one can write the following decomposition

Φ (p, P, S) =
1

2
{S1 + Vµγµ +Aµγ5γ

µ + iP5γ5 + iTµνσµνγ5} (2.7)

where the factors S, Vµ, Aµ, P5 and Tµν are scalar, vector, axial-vector, pseudo-scalar and tensor
functions, respectively. They properly depend upon the momenta p, P and the nucleon polarization
S. The general form of the previous functions is imposed by the properties to be fulfilled by Φ,
namely Lorentz invariance, parity, time reversal and hermiticity [23]. In the Infinite Momentum
Frame (IMF), namely the reference frame where the masses of the partonic constituents and their
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transverse momenta can be neglected, the functions are ordered according to powers of 1/P+,
where the leading order term is (1/P+)−1 = P+ and the next to leading order term is (1/P+)0 =

1, (see Appendix A for the details on light-cone formalism). The different powers correspond to
the twist expansion, see e.g. [24], where the leading term is a twist-two contribution. By neglecting
the transverse momentum of the quarks inside the nucleon, in leading order approximation, only
Vµ, Aµ and T µν are nonzero quantities, and Φ reads

Φ (p, P, S) =
1

2
{A1 6P +A2λNγ5 6P +A3 6Pγ5 6S⊥} , (2.8)

where the high-energy approximation of the nucleon spin is assumed, i.e. Sµ ≈ λN Pµ

M +Sµ⊥, with
λN the nucleon helicity and Sµ⊥ the transverse polarization. The three amplitudes Ai(p2, p ·P ) are
real and they do not depend upon (p · S)2 for J = 1/2, since they are determined by the internal
dynamics. Integrating the three amplitudes over p with the constraint x = p+/P+ (in the IMF
x = xB the well known Bjorken variable), one gets three leading-twist DF’s, viz

q(x) =

∫
d4p

(2π)4
A1(p2, p · P )δ

(
x− p+

P+

)
, (2.9)

∆q(x) =

∫
d4p

(2π)4
A2(p2, p · P )δ

(
x− p+

P+

)
, (2.10)

δq(x) =

∫
d4p

(2π)4
A3(p2, p · P )δ

(
x− p+

P+

)
. (2.11)

where q(x) is the momentum (spin-independent) distribution, ∆q(x) the helicity distribution and
the third distribution, δq(x), is called transversity. The first two functions have been measured
with high accuracy by numerous experiments in the past decades [18]. The third one is remained
unmeasured for a long time, due to its chiral-odd nature (see the following subsection for details).
Analogous distributions, q̄(x),∆q̄(x),δq̄(x), can be introduced for the antiquarks. Integrating the
distribution functions over x, one obtains the three leading-twist first moments:

q =

∫ 1

0
[q(x)− q̄(x)] dx = gV , (2.12)

∆q =

∫ 1

0
[∆q(x)−∆q̄(x)] dx = gA, (2.13)

δq =

∫ 1

0
[δq(x)− δq̄(x)] dx = gT , (2.14)

where gV , gA and gT are vector, axial and tensor charges of the nucleon, respectively. Summariz-
ing, at leading-twist order the integrated quark-quark correlation matrix reads

Φ(P, S) =
1

2
{q(x)6P + λN∆q(x)γ5 6P + δq(x)6Pγ5 6ST } . (2.15)
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2.1.1 Physical interpretation of the twist-two DFs

Momentum and helicity DFs yield the probability densities to find a quark with a given momentum
fraction and a given polarization inside the nucleon. In order to understand the physical meaning,
let us first of all decompose the quark fields as follows

ψ = ψ(+) + ψ(−) (2.16)

where

ψ(±) =
1

2
γ∓γ±ψ (2.17)

that is known as the good, +, (bad, −) part of the quark fields. Using

ψ̄ γ+ ψ =
√

2ψ†(+) ψ(+) , (2.18a)

ψ̄ γ+γ5 ψ =
√

2ψ†(+) γ5 ψ(+) , (2.18b)

ψ̄ iσi+γ5 ψ =
√

2ψ†(+) γ
iγ5 ψ(+) . (2.18c)

the leading-twist distributions (2.9–2.11) can be re-expressed as [20]

q(x) =

∫
dξ−

2
√

2π
eixP

+ξ−〈PS|ψ†(+)(0)ψ(+)(0, ξ
−,0⊥)|PS〉 , (2.19a)

∆q(x) =

∫
dξ−

2
√

2π
eixP

+ξ−〈PS|ψ†(+)(0)γ5ψ(+)(0, ξ
−,0⊥)|PS〉 , (2.19b)

δq(x) =

∫
dξ−

2
√

2π
eixP

+ξ−〈PS|ψ†(+)(0)γ1γ5ψ(+)(0, ξ
−,0⊥)|PS〉 , (2.19c)

and only the good component appears. The above expressions allows us to adress a fundamental
issue: in Eqs. (2.9), (2.10) and (2.11) the variable x is not constrained to be less than 1 (as expected
in view of the identification with the Bjorken variable).By inserting a complete set of intermediate
states, e.g., in Eq. (2.19a), one can obtain the desired upper bound. As a matter of fact, one gets

q(x) =
1√
2

∑
n

δ
(
(1− x)P+ − P+

n

)
|〈PS|ψ(+)(0)|n〉|2 . (2.20)

and therefore

1− x =
P+
n

P+
≥ 0 (2.21)

Notice that the positivity of the plus components of a physical particle has been exploited . More-
over, Eq. 2.19a clearly shows the physical meaning of f(x), that gives the probability of finding
inside the nucleon a quark (irrespective of its polarization) with longitudinal-momentum fraction
p+/P+. Let us now consider the distribution (2.19b). By using the projector P± = 1

2 (1± γ5) we
obtain

∆q(x) =
1√
2

∑
n

δ
(
(1− x)P+ − P+

n

)
×
{∣∣〈PS|P+ψ(+)(0)|n〉

∣∣2 − ∣∣〈PS|P−ψ(+)(0)|n〉
∣∣2} , (2.22)
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Adopting the helicity basis for a fermion, Eq. (2.22) yields difference between the number den-
sity of quarks with positive helicity and the one with negative helicity. To summarize, the Dirac
structures γ0γ

+ and γ0γ
+γ5 are diagonal in the helicity basis, (i.e. they commute with the he-

licity operator, for massless particles reduces to γ5/2), therefore the momentum distribution q(x)

and ∆q(x) assume a clear probabilistic meaning. By using the helicity basis, one can write the
unpolarized DF as follows

q(x) = q
−→⇒(x) + q

←−⇒(x) (2.23)

where q
−→⇒(x) (q

←−⇒(x)) is the probability distribution to find a quark with helicity aligned (an-
tialigned) to the nucleon polarization. As to the helicity DF one gets

∆q(x) = q
−→⇒(x)− q

←−⇒(x). (2.24)

It gives the difference between the probability distribution of finding, in a longitudinally polarized
nucleon, quarks with spin aligned or anti-aligned respect to the nucleon spin.

Differently the Dirac structure in γ0γ
+γiγ5 is not diagonal in the helicity basis. Therefore we

do not have an immediate probabilistic interpretation for the transverisity DF. However, one can
recover a probabilistic interpretation by adopting the basis of transverse spin eigenstates |↓〉 and
|↑〉, which are defined as linear combination of helicity eigenstates, |+〉 and |−〉, namely

|↑〉 =
1√
2

(|+〉+ i |−〉) , |↓〉 =
1√
2

(|+〉 − i |−〉) , (2.25)

Indeed, using the projector P↑↓ = 1
2(1± γ1γ5) we find

δq(x) =
1√
2

∑
n

δ
(
(1− x)P+ − P+

n

)
×
{∣∣〈PS|P↑ψ(+)(0)|n〉

∣∣2 − ∣∣〈PS|P↓ψ(+)(0)|n〉
∣∣2} . (2.26)

Then, the transversity δq(x) can be interpreted as the probability distribution to find a quark with
its spin aligned along the transverse spin of the nucleon minus the probability distribution of an
opposite alignment; viz.

δq(x) = q⇑↑(x)− q⇑↓(x). (2.27)

Furthermore, in the IMF helicity and chirality coincide and therefore transversity (not diagonal
in the helicity basis) is a chiral-odd function. For this reason, since electromagnetic and strong
interactions conserve chirality, transversity is not measurable through DIS experiments. In these
inclusive processes, the strong interaction affects Φ only, since possible hadronic interactions in
the final state can be safely disregarded. Differently, in SIDIS the meson production vertex can
flip quark helicity and this allows one to experimentally access the transverse quark distribution.
The probabilistic interpretation of the three distributions immediately leads to the following in-
equalities

|∆q(x)| ≤ q(x), |δq(x)| ≤ q(x). (2.28)
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Indeed, there is a third subtle inequality involving simultaneously all the leading twist distribu-
tions, the so called Soffer inequality [23]:

2 |δq(x)| ≤ q(x) + ∆q(x). (2.29)

In conclusion, it is worth noting that the three inequalities are preserved by QCD evolution.

2.1.2 Transverse momentum dependent distribution functions

In the leading-twist description of DIS, the transverse component of the quark momentum, ~p⊥, is
not important, since in the IMF, it is suppressed by one power of P+ and is small compared with
the longitudinal component of the momentum. Therefore, in the description of DIS within the
parton model, the parton DF depends only upon x, i.e. the longitudinal fraction of the target mo-
mentum carried by a parton. It should pointed out that given the basically non-perturbative effects
in the bound state, parton DF’s cannot be obtained by perturbative QCD and due to the limitations
in the present lattice QCD calculations, the parton DF’s are phenomenologically extracted from
DIS experimental data, obtained in a extremely large intervals of Q2 [9, 10].
The transverse component plays an important role in the description of high order perturbative
QCD and in soft non perturbative hadronic processes. For instance it is important in the descrip-
tion of many single spin effects recently observed in SIDIS processes, where a hadron is detected
in the final state in coincidence with the scattered lepton.

The quark momentum can be decomposed as follows

kµ ' xPµ + pµT , (2.30)

where pµT is the transverse momentum of the parton in the nucleon. Then, additional leading-twist
amplitudes appear in the tensor T µν and axial Aµ components of the correlation matrix (cf Eq.
(2.7) and Ref. [23]), once the pT dependence is taken into account. The quark–quark correlation
matrix then reads

Φ(p, P, S) =
1

2
{A1 6 P +A2λNγ5 6 P +A3 6 Pγ5 6 S⊥

+
1

M
Ã1pT ·S⊥γ5 6 P + Ã2

λN
M
6 Pγ5 6 pT

+
1

M2
Ã3pT ·S⊥ 6 Pγ5 6 pT

}
. (2.31)

If pT is not integrated out one obtains six transverse momentum distribution functions (TMDs):
q(x, p2

T ), ∆q(x, p2
T ), h1T (x, p2

T ), h⊥1T (x, p2
T ), g1T (x, p2

T ) and h⊥1L(x, p2
T ) 1. In particular the let-

ters g and h indicate the longitudinal and transverse polarization of the quark, respectively, the
subscripts L= longitudinal and T= transverse indicate the polarization of the nucleon, finally the
subscript 1 indicates the leading-twist order of the expantion and the superscript ⊥ indicates that,

1This notation historically used in DIS, has been usually changed in the context concerning TMDs. One usually
finds in literature q ≡ f1, ∆q ≡ g1L and δq ≡ h1T .
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if integrated over pT , the corresponding DF vanishes. The first four TMDs, after integrating out
over pT with proper weights, lead to

q(x) =

∫
d2~pT q(x, p

2
T ), (2.32)

∆q(x) =

∫
d2~pT∆q(x, p2

T ), (2.33)

δq(x) =

∫
d2~pT

{
hq1T (x, p2

T ) +
p2
T

2M2
h⊥q1T (x, p2

T )

}
=

∫
d2p2

T δq(x, p
2
T ). (2.34)

The two remaining transverse distributions g1T and h⊥1L are completely new.
It is also useful to define the moments of a generic distribution function d(x, p2

T ):

d(1/2)(x) ≡
∫
d2~pTd

(1/2)(x, p2
T ) ≡

∫
d2~pT

|~pT |
2M

d(x, p2
T ), (2.35)

d(n)(x) ≡
∫
d2~pTd

(n)(x, p2
T ) ≡

∫
d2~pT

(
|~pT |2

2M

)n
d(x, p2

T ), (2.36)

where n is a integer number.

2.1.3 Sivers and Boer-Mulders distribution functions

Two more twist-two DFs must be considered if one takes into account the Wilson line operator in
the correlation function. In order to fulfill the gauge invariance of the correlation function, a gauge
link operator L must be inserted between the quark fields [19]:

Φij(p.P, S) =
1

(2π)4

∫
d4ξeip·ξ

〈
P, S|ψ̄j(0)L(0, ξ)ψi(ξ)|P, S

〉
, (2.37)

where

L(0, ξ) = Pexp
(
−i
√

4παS

∫ ξ

0
dsµAµ(s)

)
, (2.38)

is a bilocal operator connecting the quark fields in two different points of the space-time. P indi-
cates the path-ordering of the integral over the gauge field Aµ. This operator, called also Wilson
line, takes into account the sum of all the diagrams with soft gluon exchanges. The invariance
under time-reversal, in absence of gauge link (recall that for the light cone gauge A+ = 0 and
chosing a suitable pattern one has L = 1), generates the following constraint for the correlation
function [23]:

Φ∗L=1(p, P, S) = γ5CΦL=1(p̃, P̃ , S̃)C†γ5, (2.39)

where C = iγ2γ0 and the tilde four-vectors are defined as p̃µ = (p0,−~p). Obviously, T-odd
terms in Φ will change sign on the right-hand side and therefore they are forbidden. Differenetly,
with the insertion of L in Φ and taking a perturbative expansion, time–reversal invariance does
not constrain the T–odd DFs (in leading twist) to be zero [25]. The colliding particles interact
strongly with non-trivial relative phases and the transformation of interacting final states into initial
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Figure 2.2: Higher-twist contribution to DIS involving quark-quark-gluon correlation.

Figure 2.3: Leading-twist transverse momentum dependent quark distribution functions. The external
arrows indicate the target polarization, while the internal ones the quark polarization. (Let us remind again
that usually in literature one has a different notation q ≡ f1, ∆q ≡ g1L and δq ≡ h1T ).

states is not as simple as for non-interacting final state. Therefore, in the actual case, time-reversal
invariance cannot be implemented by naïvely imposing the condition (2.39), that holds only if the
strong interaction in the final state is disregarded. Summarizing, "T-odd" terms that are not present
in the correlation function, (2.31), when the condition L = 1 is fulfilled, rather than violating
time-reversal invariance,are fundamentantal for restoring the invariance itself in the case when the
condition L 6= 1 has to be considered. The first naïve T-odd distribution function was proposed by
Sivers [19] for explaining single-spin asymmetries observed in pion production by proton-proton
scattering. It is related to the probability density of unpolarized quarks in a transversely polarized
nucleon and is denoted by f⊥1T (x, p2

T ). The special interest for the Sivers function is due to the fact
that a non zero Sivers function implies a nonzero orbital angular momentum of the quarks within
the nucleon [21, 22]. The presence of an orbital contribution to the spin sum-rule should be useful
for explaining the present discrepancy in the nucleon spin sum rule (cf. Eq. (1.1)).
There is also a second T-odd distribution function, the Boer-Mulders function, h⊥1 (x, p2

T ), that
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measure the probability density of transversely polarized quarks in an unpolarized nucleon. Also
for T-odd distribution functions exist bounds that ensure the positivity, see e.g. [26]:

|f⊥(1)q
1T (x, p2

T )| ≤ q(1/2)(x, p2
T ), (2.40)

|h⊥(1)q
1 (x, p2

T )| ≤ q(1/2)(x, p2
T ). (2.41)

Fig. 2.3 summarizes all the 8 leading-order TMDs. It is interesting to emphasize that one could
naively assume that the TMDs are universal observables describing the quark and gluon content
of the nucleon. In contrast to such an expectation, due to the gauge nature of QCD, the Sivers
function mesured in the SIDIS has to be of the same magnitude but opposite in sign with respect
to the Sivers function measured in DY [29]. In the next future, when measurement of sufficient
precision will be available, the experimental test of this theorem will give a prove of the gauge
nature of QCD.

2.1.4 Sub-leading–Twist Distribution Functions

By taking into account twist-three amplitudes, e.g. terms of order(1/P+)0, in the correlation
function, six new DFs appear. After integrating over pT one recovers three T-even functions

eq(x), hqL(x), gqT (x) (2.42)

and three T-odd ones

hq(x), eqL(x), f qT (x) (2.43)

where L and T indicate a longitudinal and transversely polarized nucleon respectively. They do
not have a trivial interpretation in terms of partonic distributions, since various kinematical and
dynamical effects contribute to higher twists, e.g. quarks masses, intrinsic transverse momenta
and gluon interactions. As a consequence, it is possible to decompose [27] twist-three distribution
functions in three parts: a quark mass term, a term related to the leading-twist distributions and an
interaction dependent term. The last term arises from non-handbag diagrams, like the one shown in
Fig.( 2.2), where the gluon is a hard gluon and the introduction of a quark-quark-gluon correlation
function is required. Among the six twist-three functions, gqT (x) is of particular interest, since it
is related to the nucleon polarized structure function g2(x) by:

g1(x) + g2(x) =
1

2

∑
q,q̄

e2
qg
q
T (x), (2.44)

where g1(x) = 1
2

∑
q,q̄
e2
q∆q(x). A simple partonic picture of g2(x) does not exist. According to [27],

one can decompose gqT (x) as follows

gqT (x) =
mq

M
δq(x) +

1

x
g

(1)q
1T (x) + g̃qT (x), (2.45)

where transversity is weighted by a tiny factor mq/M and g̃T contains the interaction effect.
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2.1.5 How to measure transversity

As mentioned before, helicity conservation prevents the possibility to measure transversity in DIS,
since in order to experimentally observe a chiral-odd object it is necessary that it appears in com-
bination with another chiral-odd quantity, given the global chiral invariance. There are basically
two processes that can be used to measure transversity: the transversely polarized Drell-Yan pro-
cesses in proton-proton scattering, with a transversely polarized proton and an unpolarized one,
and the SIDIS measurements, in which at least one final state hadron is detected in coincidence
with the scattered lepton. In the case of the proton-proton scattering, due to the one-gluon ex-
change, the transversity distribution of a quark can be measured in combination with a distribution
of an anti-quark, belonging to the sea of the other proton. A valence-quark tranversity distribution
is expected to be larger than a sea quark one. If this is true, then the asymmetry2 measured in a
polarized DY pp̄ process should be larger than the one for a pp process. This can be understood
by considering that in the first case there is a product of two valence quark DF, while in the second
case the product is between a valence distribution and a sea distribution. Unfortunately, proton-
antiproton polarized experiments are very difficult to be performed and up to now there is only a
proposal [28] that aims at performing this kind of measurement. In SIDIS, Fig.( 2.4), tranversity
enters the cross section in combination with a chiral-odd fragmentation function. Identifying the
produced hadrons, it is possible to extract information about the parent quarks. In the recent past,
HERMES and COMPASS experiments have made this kind of measurements, with high precision,
but only for proton and deuterium [18]. A specific scientific program will start in the next years
at Thomas Jefferson Lab National Accelerator Facility (JLAB), with the aim of systematically ex-
tending these measurements to the neutron (some measurements on neutron has been done using
polarized 3He as an effective neutron target as will be outlined in the last Subsection).

2.2 Semi-Inclusive Deep inelastic Scattering

Let us consider the case in which one hadron, with four-momentum Ph, is detected in coincidence
with the scattered lepton, then we have (cf. Fig.( 2.4)):

l(`) +N(P )→ l(`′) + h(Ph) +X(PX) (2.47)

where l and N are the incident lepton and the nucleon target; while h and X are the produced
hadron and the undetected hadronic remnant, respectively. In brakets there are the correspond-
ing four-momenta. With respect to DIS, the investigation of SIDIS requires a new ingredient,
that describes the transition from partonic degrees of freedom to final hadronic ones: namely the

2When both hadrons are transversely polarised, the typical observables are double-spin transverse asymmetries of
the form

ADYTT =
dσ( ~ST , ~ST )− dσ( ~ST ,− ~ST )

dσ( ~ST , ~ST ) + dσ( ~ST ,− ~ST )
(2.46)

, and the good candidate process for measuring transversity in doubly polarized pp (pp̄) collisions is Drell–Yan lep-
ton pair production, where the lowest order Drell-Yan asymmetry contains the product of two transversity functions
belonging to the two hadrons [23].
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Figure 2.4: Feynman diagram for Semi-Inclusive Deep Inelastic Scattering.

so-called fragmentation or hadronizzation process. It is worth noting that the hadronization is a
completely non perturbative QCD process. Moreover, the analysis of SIDIS involves the factor-
ization theorem, which states that in hard scattering processes one assume are universal parton
DFs and fragmentation functions (FFs) (that represent the probability for a parton to fragment into
a particular hadron, carrying a certain fraction of the parton momentum). This means that parton
DFs and FFs needed for describing DIS, DY, e+e− or pp hard processes, must be always the same,
while the hard scattering cross section is different. In the case of the lepto-production of a hadron
h, the cross section can be factorized as follows:

d3σh

dxdQ2dz
=

∑
a,b=q,q̄,g

da(x,Q
2)⊗ σab(x,Q2)⊗ F hb (z,Q2), (2.48)

where z = P · p/P · q lab= Eh/ν is the energy fraction of the final hadron, da(x,Q2) describes the
distribution of the parton a in the nucleon, σab is the hard-scattering cross section for the process
la→ l′b (calculable in perturbative QCD) and F hb (z,Q2) describes the fragmentation of the final
parton b into hadron h carrying a fraction of energy z. The FFs, related to the three lightest
quark flavours (u, d, s) can be assigned, by applying charge conjugation and isospin simmetry,
in three categories: favorite (fav), unfavorite (unfav) and strange (s), depending on the flavor
of the fragmenting quark and on the quark content of the produced hadron. For example, for
fragmentation into pions one has:

Ffav(z,Q
2) = F π

+

u (z,Q2) = F π
−

ū (z,Q2) = F π
+

d̄ (z,Q2) = F π
−

d (z,Q2), (2.49)

Funfav(z,Q
2) = F π

−
u (z,Q2) = F π

+

ū (z,Q2) = F π
−

d̄ (z,Q2) = F π
+

d (z,Q2), (2.50)

Fs(z,Q
2) = F π

+

s (z,Q2) = F π
−

s̄ (z,Q2) = F π
+

s̄ (z,Q2) = F π
−

s (z,Q2). (2.51)

Similar expressions hold for kaons. From Eqs. (2.49) and (2.50), the FFs for neutral pions are
defined by:

F q→π
0
(z) =

1

2

{
F π

+

q (z) + F π
−

q (z)
}

=
1

2
{Ffav(z) + Funfav(z)} (2.52)
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Figure 2.5: The leading-twist transverse momentum dependent fragmentation functions. The struck quark
(produced hadron) is represented as a small red (big yellow) circle.

All these FFs are not calculable from first principles and they are extracted from experimental data
through global fits.

2.2.1 The Hadronic tensor in SIDIS

The hadronic tensor for semi-inclusive DIS must take into account the fragmentation of the struck
quark. This can be accomplished by introducing a new quark- quark correlation function, that
describes the fragmentation process of the quark after absorbing the virtual photon. Then Wµν

reads

Wµν(P, S, Ph, Sh) =
∑
q,q̄

e2
q

∫
d4p d4k δ4(p+ q − k)Tr [Φ(p, P, S)γµ∆(k, Ph, Sh)γν ] . (2.53)

The new correlator ∆ is given by

∆ij =
1

(2π)4

∫
d4ξeik·ξ 〈0|ψi(ξ)|Ph, Sh〉

〈
Ph, Sh|ψ̄j(0)|0

〉
, (2.54)

The correlation function ∆ can be decomposed in the same Dirac basis (2.6), as in the case
of Φ. Including the intrinsic transverse component of the final hadron momentum, KT , eight
leading-twist fragmentation functions are obtained. However at leading-twist, assuming the un-
polarized and transversely polarized case only (namely, the most interesting cases to dealing with
the quark orbital angular momentum) and after summing over the spin of the produced hadron Sh
, only the spin-independent fragmentation function Dq

1(z,K2
T ) and the so-called Collins function,

H⊥q1 (z,K2
T ) chiral-odd and T-odd), [30] remain.

2.2.2 Probabilistic interpretation of leading-twist FFs

The two leading-twist fragmentation functions, as the leading-twist distribution functions, have a
direct probabilistic interpretation. Dq

1(z,K2
T ) represents the probability density that a struck quark

of flavor q fragments into a hadron h, carrying longitudinal momentum fraction z of the fragment-
ing quark, and transverse momentum KT , in the intrinsic frame of the fragmenting quark3. In-
stead, H⊥q1 (z,K2

T ) is the difference of the probability densities of quarks with opposite transverse
spin to fragment into a final hadron with transverse momentum KT (see Figure 2.5). The Collins
function like the Sivers function vanishes if it is integrated over the intrinsic transverse momen-
tum. Dq

1 does not change sign under chirality and time reversal transformation. Differently, H⊥q1

3 ~KT is the transverse momentum of the hadron h with respect to the fragmenting quark. If the transverse motion
of quarks inside the target is ignored, ~KT coincides with ~Ph⊥ defined in Fig.2.7 (see [23]).
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Figure 2.6: Extended handbag diagrams for semi-inclusive DIS.

is chiral-odd and T-odd. For the Collins FF, there are no problems similar to the case of Sivers
TMD, namely there are no constraints deriving from time-reversal invariance, due to the presence
in the final state of the undetected hadron X together with the detected hadron h. It has been
shown [31, 32] that the final state interaction, present in the upper blobs in Fig.( 2.6), by itself
justifies the existence of T-odd fragmentation functions. As in the case of distribution functions, it
is convenient to introduce the moments, namely:

F 1/2(z) ≡ z2

∫
d2~kTF

(1/2)(z, z2k2
T ) ≡ z2

∫
d2~kT

|~kT |
2Mh

F (z, z2k2
T ), (2.55)

Fn(z) ≡ z2

∫
d2~kTF

n(z, z2k2
T ) ≡ z2

∫
d2~kT

(
|~kT |
2Mh

)n
F (z, z2k2

T ), (2.56)

with ~KT = −z~kT , where ~kT is the transverse momentum of the fragmenting quark, n is an integer
and F is a generic transverse momentum dependent fragmentation function. From the positivity
constraint, the following inequality, see [33], can be obtained∣∣∣H⊥(1)

1 (z, z2k2
T )
∣∣∣ ≤ D(1/2)

1 (z, z2k2
T ). (2.57)

2.2.3 The Cross section

The differential cross section for the reaction in (2.47) is given by:

d6σ

dxdydzdφSdP 2
h⊥

=
α2y

8zQ4
2MWµνLµν , (2.58)

where x and z are the quantities defined in the previous section, y = P · q/P · ` lab= ν/E is the
energy fraction of the virtual photon with respect to the incoming lepton and Lµν is the leptonic
tensor. Moreover, φS is the azimuthal angle (around the virtual photon direction, i.e. with respect
to the the z-axis ≡ q̂) between the transverse component of the target spin vector, ~ST , and the
scattering plane, while φ is the azimuthal angle between the scattering plane and the plane where
the hadron is produced (see Fig. ( 2.7)). The differential cross section of the semi-inclusive process
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Figure 2.7: Definition of the azimuthal angles φ and φS between scattering plane (in white), the hadron-
production plane (grey) and the transverse component of the nucleon spin vector ~S⊥ (or ~ST ). The lepton
momenta ~k and ~k′ in figure are named ~̀ and ~̀′ in the text.

can be written in a model independent way according to [34], as follows

d6σ

dxdydzdφSdP 2
h⊥

=
α2

xyQ2

y2

2(1− ε)
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)
{FUU,T + εFUU,L

+
√
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√
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]
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+
√

2ε(1 + ε)sinφS F
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√
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+ |ST |λe
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1− ε2 cos(2φ− φS)F
cos(φ−φS)
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√
2ε(1− ε) cosφSF cosφSLT

+
√

2ε(1− ε) cos(2φ− φS)F
cos(2φ−φS)
LT ] }

(2.59)

The first two subscripts in the structure function F indicate the polarization of beam and the
target (U = unpolarized, L=longitudinally polarized, T=transversely polarized), respectively. The
third subscript indicates the polarization of the virtual photon and the superscript the angular
multiplication factor. Moreover, λe indicates the helicity of the lepton beam, the target polarization
SL and ST (with respect to ẑ = q̂) are given by

ST =
cosθ√

1− sin2θsin2φS
PT , SL =

sinθcosφS√
1− sin2θsin2φS

PT (2.60)

where PT is the transverse polarization of the target respect to the beam direction, cosθ = ˆ̀ · q̂,

sinθ = γ
√

(1− y − 1
4y

2γ2)/(1 + γ2) with γ = 2xMn/Q, where Mn is the nucleon mass.
Finally,

ε =
1− y − γ2y2

4

1− y + y2

2 + γ2y2

4

(2.61)
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is the ratio between the longitudinal and transverse photon fluxes, see [34, 35] for details. In order
to emphasize the beam and target polarization in the differential cross section, Eq. (2.59) can be
recast in the following way (notice that for simplifying the notation, we drop out the denominator
present in the left hand side of (2.59)).

d6σ = d6σUU + d6σLU + d6σUL + d6σLL + d6σUT + d6σLT , (2.62)

where each therms has the general form:

d6σBeam Target =
2α2

sxy2
·K(y) · A(φ, φS) ·

∑
qq̄

e2
qI[W · d · F ]. (2.63)

where K(y) is a kinematical factor that corresponds to one of the following quantities [34]

A(y) =

(
1− y +

y2

2
− y2γ2

4

)
1

1 + γ2
, (2.64a)

B(y) =

(
1− y − y2γ2

4

)
1

1 + γ2
, (2.64b)

C(y) =
1√

1 + γ2
y
(

1− y

2

)
, (2.64c)

D(y) =
2(2− y)

1 + γ2

√
1− y − y2γ2

4
, (2.64d)

and A(φ, φS) is a sinusoidal oscillating term dependent upon a combination of the angles φ and
φS defined in Figure 2.7. In Eq. (2.63), I[W · d · F ] is a proper integral given by

I[WdF ] =

∫
d2~pTd

2~kT δ
2

(
~pT − ~kT −

~Ph⊥
z

)
W(~pT ,~kT )dq(x, p

2
T )Fq(z, z

2k2
T ) (2.65)

whereW is a weight function, dq is a distribution function and Fq is a fragmentation function. In
particular we are interested in the following two structure functions that contain δq and f⊥1T :

F
sin(φ+φS)
UT ∝ I

[
− P̂h⊥ ·

~kT
M

δqH⊥1

]
, (2.66)

F
sin(φ−φS)
UT ∝ I

[
− P̂h⊥ · ~pT

M
f⊥1TD1

]
, (2.67)

with the versor P̂h⊥ = Ph⊥
|Ph⊥| . It is worth noting that in (2.66) and (2.67), δq and f⊥1T appear in

combination with the Collins function and the spin independent fragmentation function, respec-
tively. Then the contributions to σUT reads

d6σUT (φ+ φS) = − 2α2

sxy2
|~ST |B(y)sin(φ+ φS)

∑
qq̄

e2
qI

[
− P̂h⊥ ·

~kT
M

δq(x, p2
T )H⊥q1 (z, z2k2

T )

]
,

(2.68)
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d6σUT (φ− φS) = − 2α2

sxy2
|~ST |A(y)sin(φ− φS)

∑
qq̄

e2
qI

[
− P̂h⊥ · ~pT

M
f⊥q1T (x, p2

T )Dq
1(z, z2k2

T )

]
.

(2.69)
From the experimental point of view, one prefers to measure cross section asymmetries rather than
to measure the absolute cross sections, since by measuring asymmetries many systematic uncer-
tainties can be canceled. In particular, if one has a transversely polarized target, the asymmetries,
defined Single Spin Asymmetries (SSA), are as follows:

ABeam Target ≡
1

|ST |
dσ(φ, φS)− dσ(φ, φS + π)

dσ(φ, φS) + dσ(φ, φS + π)
, (2.70)

where the subscripts (Beam/Target) indicates the polarization of the beam and can be U=unpolarized,
T= transversely polarized and L = longitudinally polarized. In order to extract the distribution and
fragmentation functions, it is convenient to evaluate azimuthal moments, that are obtained from
cross section asymmetries , as follows

〈sin(nφ+mφS)〉hBeam Target ≡
∫
dφSd

2Ph⊥sin(nφ+mφS)d6σBeam Target∫
dφSd2Ph⊥d6σUU

, (2.71)

〈cos(nφ+mφS)〉hBeam Target ≡
∫
dφSd

2Ph⊥cos(nφ+mφS)d6σBeam Target∫
dφSd2Ph⊥d6σUU

, (2.72)

where n andm are integers positive or negative, respectively, and h indicates the measured hadron.
Indeed, in order to disentangle the polarized contribution from the total cross sections, one con-
siders the differences between the cross sections corresponding to different polarizations of target
and beam. In particular, let us consider the UT case. Since the unpolarized cross section, present
in the decomposition of both (2.71) and (2.72), is given by

d6σUU ≡
1

2
(d6σU↑ + d6σU↓) =

1

2
(d6σU→ + d6σU←), (2.73)

the azimuthal moments take exactly the structure of the above mentioned asymmetries (2.70). The
so-called Collins (n = 1, m = 1) and Sivers (n = 1, m = −1) moments, which are derived from
the Eq. (2.68) and (2.69), respectively, are given by:

〈sin(φ+ φS)〉hUT = −|~ST |
1
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2
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2 1
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2
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1(z)
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(2.74)

〈sin(φ− φS)〉hUT = −|~ST |
1
xy2

A(y)
∑

qq̄ e
2
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∫
d2 ~Ph⊥I
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2 1
xy2
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∑
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qq(x)Dq

1(z)
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(2.75)
The A(y) and 〈A(y)〉 terms in (2.75) can not be simplified because the integrations of numerator
and denominator are performed separately and related in general with different kinematical sets
(and different kinds) of measures. The first asymmetry contains the product of the transversity
distribution and the Collins fragmentation function (both T-odd and chiral-odd); the second, con-
tains the product of Sivers function and the spin-independent fragmentation function. It should be
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pointed out that, after integrating over Ph⊥, these products, with a general form f(p2
⊥) × g(k2

⊥),
are embedded in integrals over the transverse momenta of the initial and final quarks that do
not factorize. As a matter of fact, this is due to the two weights, W =

~kT ·P̂h⊥
Mh

for Collins and

W = ~pT ·P̂h⊥
M for Sivers, with ~Ph⊥ = z(~kT − ~pT ). Then, one has to make an analytic assump-

tion on the transverse momentum dependence of the distribution and fragmentation functions. A
simple, not realistic choice4 is the so called Gaussian ansatz, that amounts to have a gaussian-like
dependence upon ~pT and ~kT , viz.

δq(x, p2
T ) ≈ δq(x)

π
〈
p2
T (x)

〉e− p2T

〈p2T (x)〉 , H⊥1T (z,K2
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π
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K2
T (z)

〉e− K2
T

〈K2
T
(x)〉 , (2.76)

where the relation ~KT = −z~kT is used and the mean values are given by〈
p2
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〉
=

∫
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〈
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. (2.77)

By assuming Gaussian ansatz, distribution and fragmentation functions factorized and one obtains:
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A different choice, that avoids any assumption on the transverse momentum distributions, is made
by constructing Ph⊥-weighted asymmetries in order to eliminate the cumbersome dependences in
the weights. Then, Sivers and Collins moments reads:〈

Ph⊥
zMh

sin(φ+ φS)

〉h
UT

≡
∫
dφSd

2 ~Ph⊥
Ph⊥
zMh

sin(φ+ φS)d6σUT∫
dφSd2 ~Ph⊥d6σUU

= |~ST |
1
xy2

B(y)
∑

qq̄ e
2
qδq(x)H

⊥(1)q
1 (z)

1
xy2

A(y)
∑

qq̄ e
2
qq(x)Dq

1(z)

(2.80)
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(2.81)

For the extraction of the Sivers function, it is convenient to introduce the purities, defined as:

Phq (x, z) ≡
e2
qq(x)Dq→h

1 (z)∑
q′q̄′ e

2
q′q
′(x)Dq′→h

1 (z)
, (2.82)

4What it is expected is that a Gauusian-like shape works in small transverse momentum regions, whereas for high
transverse momenta a power low behavior is expected.
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where q(x) andD1(z) are the spin independent distribution and fragmentation functions extracted
from the experiments, respectively. Then, the Ph⊥-weighted Sivers moment can be written as:〈

Ph⊥
zMh

sin(φ− φS)

〉h
UT

≡ −|~ST |
1
xy2

A(y)

1
xy2

A(ȳ)

∑
q,q̄

Phq (x, z)
f
⊥(1)q
1T (x)

q(x)
, (2.83)

where the ratio f⊥(1)q
1T (x)/q(x) is called Sivers polarization.

Recently, has been clearly shown for the case of the unpolarized TMD (see [36, 37, 38]) that the
Gaussian hypothesis, adopted in order to simplify the analysis, is too strong and a more accurate
functional form is needed. Furthermore, even assuming Gaussian distributions for the transverse
momenta, a clear flavor dependence appears when a flavor-dependent Gaussian hypothesis is as-
sumed. These two conditions lead immediately to the necessity of more accurate SIDIS data,
and in particular concerning neutron, which becomes crucial in order to achieve a sound flavor
decomposition of the TMDs and to fit more complicate functional forms.

2.3 Experimental and phenomenological overview

The first SIDIS experiments by using a transversely polarized target, aimed to measure Collins
and Sivers asymmetries (preferred to cross sections for a better control of systematics) have been
performed in the recent past by the HERMES, the COMPASS and the JLab Hall A collaborations.
The first collaboration [39] exploited a polarized proton target, the second one used both polarized
deuteron [40] and proton [41] targets and the third used polarized 3He target as a neutron effective
target [47]
The HERMES, COMPASS and JLab kinematic regions of investigation (Q2

HERMES up to ∼ 10
GeV2, Q2

COMPASS up to ∼100 GeV2, Q2
JLab up to ∼ 2.7 GeV2 )are quite different, even if they

overlap in the x range. Therefore, a direct comparison of the three sets of experimental data
requires a careful analysis: a consistent framework in which evolution equations of the TMDs are
defined is needed in order to connect data at different Q2. However, some general remarks can be
put forward (see Fig. 2.8):

1. well established SIDIS measurements exist only for proton and deuteron targets.

2. the statistics for a kaon in the final hadronic state is limited. This kind of final state is useful
for investigating the sea-quark distributions.

3. the results for the proton Collins asymmetries show that:

• the asymmetries for the π+ and the K+ are positive and increasing with x (the K+

result is about twice the π+ one),

• the asymmetry for the π0, observed at HERMES, is compatible with a vanishing value,

• the asymmetry is negative for the π−,

• the asymmetry for the K− is compatible with a vanishing value,
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4. the results for the proton Sivers asymmetries show that:

• the asymmetry is clearly positive at HERMES for both π+ and K+ (the K+ result is
bigger than the π+ one). It is increasing with z (that is the energy fraction of the final
hadron) and at low p⊥, pointing toward a plateau at high p⊥. The latest results for the
π0 at COMPASS seem in agreement with the HERMES ones;

• The K− asymmetry seems to be slightly positive. Differently, the preliminary COM-
PASS result are compatible with a vanishing value.

5. the Collins and Sivers asymmetries on deuteron, observed by COMPASS, are compatible
with a vanishing value for both π and K.

6. the Collins and Sivers asymmetries on 3He (neutron), observed by Hall A, are compatible
with a vanishing value for π (it can be seen one sigma effect at large x for Sivers), see Fig.
2.9.

From the most recent analysis of data taken at HERMES [42], the proton Collins and Sivers
moments on a two-dimensional grid (with different binning on z and x) have been extracted, for
the first time; in Fig.( 2.8) the results for the Collins moments, corresponding to data from SIDIS
with a final π+ or π− (upper row of each panel), are shown.

In parallel to the experimental efforts for gathering information on transversity, there has been
the development of the phenomenological studies for extracting the relevant knowledge. It is
worth noting that, in 2007 Anselmino and al. [43] have extracted the transversity and the Collins
fragmentation function for the valence quarks u and d, by a global fit analysis of the HERMES
proton data, the COMPASS deuteron data and also the BELLE e+e− data [43] at high Q2 ∼110
GeV2. In Fig.( 2.10) the extracted transversities for the u and d quarks are shown. Some comments
are in order:

• the transversity distributions of u and d quarks show the same general features of the helicity
distributions (see e.g. ref. [18]): negative for the d quark and positive for the u quark;

• the distributions are smaller than model predictions. They are about half of the Soffer limit
[44];

• the unfavored (see Eq. 2.50) Collins fragmentation functions is opposite in sign and larger
than the favored one.

The same group has also extracted a new parametrization of the Sivers function, (see [45]), by
fitting the HERMES and COMPASS proton and deuteron data, respectively. New fits have been re-
cently obtained by adopting a Gaussian Ansatz for the P⊥ dependence. In particular in Fig.( 2.11)
the x-dependence of the Sivers function is shown. It is possible to deduce that:

• the magnitude of the d and u distributions are very similar, but opposite in sign;

• the magnitude of the s̄ quark distribution is no longer sizable;
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Figure 2.8: Proton Collins moments extracted (for the first and unique time) by HERMES and presented
in [42], shown on a (x, z) grid.

• the overall sea quark distribution is relatively small.

The above SIDIS results are, for both transversity and Sivers functions, the first evidence of a
non-zero chiral-odd parton distribution functions. Summarizing, both Sivers and Collins effects
have been observed on proton, but unfortunately, the statistics do not allow an efficient multidi-
mensional representation (x,z,P⊥) of the data. Differently, the same asymmetries is compatible
with zero for a deuteron target. It is important to point out that no data exist for x > 0.3, region
where all the measured non-zero asymmetries are expected to be sizable. This makes difficult or
even prevents the extraction of information on the neutron (namely the flavor decomposition of
the TMD’s is hindered), but future experimental activity at the intensity frontiers are planned at
JLab, that aims at obtaining a high precision measurements also for the neutron DFs. In particular,
in what follows, one of the main issues related to the possibility to get reliable data on the neutron
will be addressed. To be more explicit, since neutron target does not exists one has to resort to nu-
cler targets. Among them, a polarized 3He is very effective, but one has to take care of the nuclear
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Figure 2.9: (Color online) The extracted neutron Collins and Sivers moments with uncertainty bands for
both π+ and π− electro-production. (From [47])

effects in both initial and final states, involved in the extraction of the neutron DF and evaluate the
effective weight of this systematic error in the context of an high luminosity experiment.
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Figure 2.10: Left panel: the transversity distribution functions (∆T ≡ δ in our notation) for u and d
flavours as determined by the global fit (gray band); it is also show the Soffer bound (blue lines) and the
(light gray) bands of Anselmino at al. previous extraction. Right panel: favoured and unfavoured Collins
fragmentation functions (∆ND ≡ H⊥1 ) as determined by the global fit (gray band); it is also show the
positivity bound and the (light gray) bands as obtained in the previous extraction (After from [43])

.
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Figure 2.11: The Sivers functions (∆Nf stands for f⊥1T in our notation) for all 6 quark flavors, extracted
from the HERMES and COMPASS data through a global fit by Anselmino at al. (After Ref. [46]). The
gray bands are the uncertainties.





Chapter 3

Hall A planned transversity
experiments

A SIDIS experiment requires a lepton beam that collides off an hadronic target (or beam) and the
detection of the scattered lepton and of an hadron in coincidence. In addition, an extensive study of
the transverse degree of freedom of the partons requires a polarized target and/or polarized beam.
Finally, the relative weakness of the electromagnetic interaction demands for high intensity beam
and target density and or large area detectors.
The Thomas Jefferson National Accelerator Facility (JLab) represents, trough the technological
upgrade of the Continuous Electron Beam Accelerator Facility (CEBAF) at 12 GeV, one of the
most important laboratory in which a SIDIS scientific program can be performed successfully, in
the coming years. After the 12 GeV upgrade JLab will host four experimental halls (Hall A, Hall
B, Hall C and new Hall D dedicated to the real photon physics). Hall A and the Hall C can exploit
the full intensity of the electron beam. Furthermore, Hall A, the largest experimental Hall, allows
the maximum flexibility for the optimal configuration of large experimental equipment.
The JLab Halls will be extensively devoted to the study of the nucleon structure and the hadron
spectroscopy, parity violation experiment for precise QED test, search of dark matter (and more).
The Hall B will be equipped with the new CLAS12 detector: a "4π" toroid detector that will ben-
efit in few years of an extended hadron identification provided by a challenging RICH. A forward
tagger will complement the CLAS12 for quasi real photons physics. The physical goals of Hall B
are both nucleon structure (with a wide range of SIDIS measurements approved, in order to study
proton TMDs) and hadron spectroscopy. Hall C is able to tolerate a 1038 s−1cm−2 luminosity, it
is equipped with two small acceptance spectrometers providing precise event reconstruction: this
will make possible precise measurements of production cross sections. The new Hall D, which
uses a real photons beam derived from the 12 GeV electron beam, is devoted to hadron spec-
troscopy and search of exotic states. Hall A, which will be the topic of the following Sections, will
be equipped with two spectrometers (one for the hadrons detections and one for the electrons) and
after 2017 this configuration will be replaced by the SoLID, a "4π" detector. The physics program
of Hall A on nucleon structure, concern mainly polarized SIDIS (3He and NH3 polarized targets)
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Figure 3.1: Schematic of SIDIS two-arm setup

experiments as well as extented measurements of the nucleon form factors. In the following we
will focus on the experimental setup of the first SIDIS experiment on neutron that will likely be
performed in Hall A in the coming years.

3.1 SIDIS experiments in Hall A

The first new high luminosity experiment on the neutron spin structure will likely be the approved
E12-09-018 experiment (SIDIS for short) on transversely polarized neutron, the electron beam
will scatter through a 60 cm long polarized 3He target. The scattered electrons and the produced
hadrons (pions or kaons) will be detected in the electromagnetic spectrometer (called BigBite) and
in the new hadronic spectrometer (called SuperBigBite), respectively, as shown in Fig. 3.1.

The new important features of this experiment is the high luminosity: the projected luminos-
ity corresponds to approximately 4 · 1036electron-polarized neutron cm−2/s (several times higher
than any previous polarized SIDIS experiment). Hence the need of an experimental apparatus
that operates correctly at the expected luminosity. The most critical elements in this sense, are
the target, the Ring Imaging Cherenkov detector and the Gas Electron Multiplier (GEM) tracker
in both spectrometers. For what concerns the target, operation on high intensity beam and fast
polarization exchange (at the level of minutes) are the most challenging characteristics. A method
was developed to reduce this time to 120 seconds (10 times shorter than before).
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Figure 3.2: Schematic view of CEBAF accelerator and experimental Halls at JLab after the 12 GeV up-
grade.

3.2 The CEBAF beam

The CEBAF electron accelerator (see Fig. 3.2) consists of one injector, two super-conducting
linear accelerators (LINAC), and two recirculation arcs5. Electrons are accelerated through the
LINACs and circulated up to five times (six for the Hall D). The photocathode gun system is used
to deliver the continuous-wave (CW) beams of high polarization and high current to Hall A and C
and low current to Hall B. The current of the beam may exceed 200 µA with a grade of longitudi-
nal polarization of 85%, level obtained by shining the circularly polarized laser light on a strained
gallium arsenide (GaAs) cathode. Then, the electrons are injected into the accelerator after initial
acceleration to 45 MeV. Each LINAC can further accelerate the electron by up to about 1 GeV,
through radio frequency (RF), superconducting cavities. At the end of the recirculation process,
the maximum beam energy deliverable to the Halls is about 11 GeV (12 GeV for the Hall D).
The beam polarization is measured and monitored by Moller [48] and Compton [49] polarimeters
(whose operating principles are based on the polarized Moller and Compton scattering, respec-
tively). The spectrometers data are also used to monitor the correct operation of the whole appa-
ratus, by means of specific well known physics processes. For instance, the counting rate in a well
positioned counter, as observed in the GEn1 experiment [50], has significant helicity dependence
due to the single spin asymmetry in ~γ~n → πX process. Therefore, any change in the single spin
asymmetry could establish a change in the target or beam polarization.

5Each arc consists of 5 staggered lines of bending magnets.
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Figure 3.3: A straw-man sketch of the SIDIS target cell. Two transfers tubes connect the pumping cell
to the target chamber to make it possible to drive convection between the two chambers. Also, the upper
portion of the cell is made of glass, whereas the lower portion is made of metal, likely gold-plated copper.
The two sections are connected to one another using a system that captures a gasket made of indium, and
the metal portion of the setup is contained in an evacuated scattering chamber.

3.3 Polarized 3He target

Pure neutron fixed target does not exist; a gaseous 3He target is used as effective polarized neutron
target. In fact the ground state wavefunction of the 3He consists of the superposition of the S
(88.2%), S′ (1.4%) and D (9.8%) states; in the dominant S state the spins of the two protons do
cancel out (see following Chapters for a detailed phenomenological description of 3He).
60 cm long sealed glass cell containing 3He gas with a density of 1.3× 10−4g/cm2. The helium
nuclei are polarized by means of the combination of the optical pumping and spin exchange tech-
niques.
The target 3D drawing is shown in Fig. 3.3. The upper chamber, called pumping chamber (here the
temperature is of order 270o), is the part where spin-exchange optical pumping take place. The
lower chamber, called target chamber (here the temperature is about 70o), is the region trough
which the electron passes. The transfer tube connects the two parts. In the original version, the
3He passes from the pumping chamber to the target cell by means of the diffusion trough a single
transfer tube; diffusion is relatively slow and require a short transfer tube; it therefore severely
limits the maximum achievable luminosity to about 1036 cm−2/s. In the new SIDIS experiment a
new design of the target, with 2 transfer tubes will permit the 3He exchange by convection, which
is faster.
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3.3.1 Operating principles and performances

The spin-exchange optical pumping polarization, can be schematically divided in three main steps
(see Fig.3.4):

• a circularly polarized light (from high power laser) polarize the valence electrons of Ru-
bidium (Rb) alkali atoms; the polarized light basically flips the Rb valence electrons with a
defined spin direction by excitation and subsequent de-excitation of the valence electrons.
The de-excitation is followed by the emission of photons that are absorbed by a small quan-
tity of nitrogen, to avoid de-polarization of the Rb.

• the polarized Rb atoms transfer the polarization to Potassium (K) via atomic collisions.

• the polarized K atoms transfers the polarization to the 3He through hyperfine like interac-
tions; direct transfer of Rb to 3He is inefficient.

Once the 3He is polarized, it must be transferred to the scattering cell; the current technology is
based on diffusion along a short transfer tube. The challenging convection-driven transfer, which
is currently under testing, offers a number of advantages:

• The beam induced depolarization of the 3He nuclei is drastically reduced by a faster ex-
change of the polarized nuclei.

• The distance between the region in which the 3He is polarized from the region in which the
3He serves as a target (pumping and target cells distance) can be increased.

• The previous point provides flexibility in the manner in which the holding magnetic fields
are generated: in fact, a longer pumping-target cells distance permits to control the magnetic
field at the target chamber independently from the magnetic field in the pumping chamber.
Therefore, the two fields can point in different direction. The gas will take about 120 s to
travel from the pumping chamber down to the target chamber and back into the pumping
chamber. This is more than enough for the spins to adiabatically follow the magnetic field
through an arbitrary change in direction with negligible loss in polarization. The magnetic
field of the target can be flip in about 10 s (this time is the sum of the time for the field flip
and the time for the polarization stabilization) and then is plan that the target direction will
be flipped one every two minutes with a loss of data taking less than 10%.

The expected polarization performance with a beam current of 60µA and a target chamber
length of 60 cm, is about 62%.

3.4 The electron Spectrometer BigBite

The BigBite spectrometer, shown in Fig. 3.5 will be used to detect the scattered electrons in
coincidence with the produced hadrons. It will be placed (fixed) at 30◦(on the opposite side of the
beam respect to the SBS hadron spectrometer) and at a distance from the target of 155 cm due to
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Figure 3.4: Targer operating principles.

the geometry constraints. The components of the electron spectrometer are a large dipole magnet
which produces a field of about 1.2 T (with a current of 710 A), a GEM tracker (same design of
the SBS, as discussed later), a Cherenkov detector, a two layer electromagnetic calorimeter and a
scintillator hodoscope. For a 60 cm long target, the average value of the solid angle is about 45
msr. The momentum coverage is 0.6-2.5 GeV.

3.5 The hadron spectrometer Super Bigbite (SBS)

The SBS (Fig.3.6) consists of a dipole magnet, a high resolution tracker based on Gas Electron
Multiplier (GEM) and small silicon microstrip detectors, a Ring Imaging Cherenkov detector and
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Figure 3.5: Layout of the current BigBite spectrometer; the wire drift chamber will be replaced by GEM
modules in the SIDIS experiment.

Table 3.1: The parameters of SBS in the SIDIS experiment.

a segmented calorimeter which will have the function of trigger and of electron rejection. An
additional wide GEM chamber will possibly be placed behind the RICH mirror, just in front of the
calorimeter to help in the localization of the shower in the calorimeter.

In Table 3.1 are reported the parameters of SBS for the approved SIDIS experiment [58]. To
permit a forward position, the beam line must go through a hole in the dipole yoke. The residual
field in the beam pipe shall be minimized.

Fig.3.7 represents the beam line configuration through the dipole magnet and the resulting
magnetic field in the beam line. The magnet6 will be placed at the distance of 245 cm from the
target to the return yoke. The corresponding solid angle varies from 42 to 53 msr depending on
the target position. At 16◦ central angle of SBS the 60 cm target will be seen with full solid angle.

The vertex resolution of about 6 mm and the expected momentum resolution of 0.5 % (at
p = 4 GeV/c), should allow a good suppression of background from the end-cap window of the
target cell and also suppression of accidental events by using the correlation between the vertexes

6A 48D48 dipole magnet designed and build by the Brookhaven National Laboratory.
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Figure 3.6: The schematic view of the SBS with the detector for the SIDIS experiment.

reconstructed in the electron and in the hadron arms.

3.5.1 RICH detector and calorimeters

In the following we quickly summarized the characteristics and the uses of the other detectors
present in the SBS spectrometer.

The population of the kaons, for the proposed experiment, is expected to be about one order of
magnitude less then the pion population, but of the same order of the proton population. From this,
a very efficient system for hadron identification is necessary (also to permit a flavor decomposition
of the SIDIS data). The concept and the design of the RICH as well as most of its components
come from the dual radiator RICH of the HERMES experiment [52].

Figs. 3.8 and 3.9 show respectively the components of the HERMES RICH detector and a
schematic figure of its working principle:

• photons are produced in 5.65 cm thick aerogel wall (the refraction index is 1.03 and the
resulting weight is ≈ 0.8 g/cm2) from over threshold charge hadrons at the entrance of
the detector. The electron Cherenkov threshold energy in this aerogel is 2.1 MeV. Moreover
photons are also produced by the gas between the aerogel and the mirrors, by more energetic
particles (see Fig. 3.10)

• the generated photons are focused by an array of mirrors on a matrix of 3/4” diameter PMTs
which is located in the focal surface of the mirror

• the signals from PMTs have characteristic rise time of about 2 ns and duration of the order
of 4 ns. It will be amplified, discriminated and read out by LeCroy 1877 Fastbus TDCs with
0.5 ns count resolution. Then, in the offline analysis, the correlation between the RICH and
hadron calorimeter timing signals (with a tolerance of about 5 ns) will be used to achieve
signal to noise ratio for the photon rings reconstruction.
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Figure 3.7: The beam path through 48D48 dipole.

Fig.3.8 shows a pictorial view of the HERMES RICH detector.

The HERMES RICH has an acceptance windows of 187× 46 cm2 which fits quite well to the
acceptance of SBS. The very good stability of the HERMES RICH during the period of operation
(from 1997 to 2007) is demonstrated in [53].

Although the nominal luminosity of the proposed experiment is orders of magnitude larger
compared to the HERMES experiment the expected background in the RICH seems to be man-
ageable. In fact the SBS magnet shields the RICH detector from low energy charged particles
originating in the target, and therefore the main source of background are low energy photons that
can reach the RICH and produce secondary electrons by Compton scattering and pair production
(especially in the aerogel); those electrons can generate Cherenkov light in the aerogel and in the
glas windows of the PMTs. A detailed Monte Carlo simulations has shown an average PMT oc-
cupancy (with a time resolution of 10 ns) of about 0.14 (without specific shielding), due mainly to
radiating electrons in the aerogel and to a lesser extend (∼ 1/4) in the PMT glass window

The SBS hadron calorimeter measures the particle energy and provide a fast signal for online
triggering. It is made of a modular structure with 242 blocks arranged in a matrix 11×12, at about
650 cm from the target. A single module consists of interleaved layers of 40 iron and scintillator
plates. The thickness of the scintillator and iron plates is 5 mm and 20 mm, respectively. The
cross sectional area of the plates is 142×146 mm2. For the collection of the scintillation lights a
wave length shifter is used (from 420 nm to 520 nm). The total length of a calorimeter module is
1450 mm. All the above mentioned components are enclosed in a rectangular container made of
1.4 mm thick steel sheets.

The main characteristics required for the scintillating plates are a high light yield and a uniform
light collection over the scintillator surface. High radiation tolerance is also required.

With this setup, the expected spatial resolution is better than 5 cm, energy resolution at the
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Figure 3.8: A pictorial view of the HERMES RICH.

level of 5-10% and formation of the output signal compatible to the designed 50 ns gate width.

3.6 Tracking detector: GEM chambers

The GEM (invented by Fabio Sauli in 1996 [51]) is a charge amplifier in gas-filled volumes. The
active element of GEM consists of a thin composite mesh: a insulating polymer foil (e.g. kapton)
whose both sides are metalized, with a holes pattern as shown in Fig. 3.11, generally obtained by
consolidated photo-lithographic procedure. The GEM is a specific type of Micro Pattern Gaseous
Detector.

The typical GEM is made of 50 µm thick kapton foil clad on both sides with 5 µm copper.
The hole diameter in the copper is 75 µm and the distance between any two neighbor hole centers
is 140 µm (see Fig. 3.12).

The simplest GEM chamber consists of a stack made of a drift foil, a drift cathode (or gap),
a GEM foil, acting as an amplifier, followed by an induction gap and a readout foil. The gaps
are filled by a suitable gas (depending on application) and permeated by an electrostatic fields
obtained powering at high voltage the drift foil and the two sides of the GEM foil.

A ionizing particle traveling the drift gap produces primary ionizing electrons, that move to-
ward the GEM holes due to the electrostatic field in the gap. The voltage difference between
the two sides of the GEM foils generate a strong electric field inside the holes7. Therefore, the
electrons that are in the negative side are attracted toward the holes and are accelerated (the same
occurs for the positive ions in the opposite direction) to an energy that is able to generate addi-
tional secondary electrons (like in a proportional chamber). At the exit of the GEM hole a single
electron may have generate typically about 20 secondaries. These electrons are collected by the
readout foil which face the exit side of the GEM foil.

7A difference of 200 V generates a field along the axis of the hole that reaches 40 kV cm−1.
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Figure 3.9: The working principle of the HERMES RICH.

It is worth nothing that the primary ionization, the charge amplification and the charge collec-
tion (readout) happen in different parts of a GEM chamber, and to a large extent can be considered
independent.
Fig. 3.13 shows the typical field line in the GEM hole.

One peculiarity of the GEM technology is the possibility to increase the gain stacking several
consecutive GEM foils, keeping the High voltage relatively low. Essentially, a GEM foil act as a
preamplifier for the next GEM. Such a detector consists of a drift region, several multiplier layers
(one for GEM) and finally the readout plane (see Fig. 3.14). Among the primary ionization charge
produced by the ionizing particles that traverse the gas volume, only the charge produced in the
first gap contribute significantly to the signal. Indeed, the charge produced for the first time in the
subsequent steps is affected by missing at last of one multiplication step.
The field ED, present in the drift gap, forces the electrons produced by ionization to pass into the
first GEM foil holes where the potential difference ∆UGEM1 between the two sides of the GEM
foils induces the multiplication. The amplification is iterate in the subsequent GEM foils. After
the last GEM foil there is the collection gap, where the electrons are drifted by a collection field
ET to a readout plane.
Studies on the GEM gain performances showed that the gain increases with the decreasing of holes
diameter, up to a plateau of about 70µm. The gain of the multi-GEM detector increases with the
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Figure 3.10: The performances of HERMES RICH. Along the diagonal there are the probabilities of
identification of pions, kaons and protons respectively as a function of the momentum, off diagonal are
probabilities of misidentified a particle. (After [53])

collection field, until avalanche multiplication occurs in the collection gap. Concomitantly with
the optimal performance (that is with higher voltage difference) increases also the probability of
discharges into the gaps, therefore a compromise configuration must be chosen. Also the electric
transparency of the GEM depends on the drift field and on the difference of voltage across the
GEM. Typical values of ∆UGEM ∼ 400 V and drift fields (in the 3 mm pre-amplification region
Fig. 3.14) of 2 ÷ 3 kV/cm are used in standard GEM geometry. The resulting transparency is of
the order of 90%.

In the triple-GEM geometry (the case of the detector in SBS and BB, see Fig. 3.14) the total
gain is the product of the individual gains except for minor charge loses. As mentioned above,
a possible inconvenient of the GEM (and of gaseous detector in general) is the occurrence of
discharge at high voltage. In most cases in which discharge happens it remains localized in one
foil and in this case the readout is only partially involved. However, also discharge that propagates
in all planes can happen and, in this second case, the readout can be severely damaged. The amount
of charge transfered to the readout in case of discharge depends on the capacitance of the foils.
To reduce the risk of damage, the GEM voltage distribution is segmented on the more negative
side; typical segment has an area of 100 cm2. Obviously, in the case of multi-GEM detectors the
probability of discharge is maximum at last multiplication step, where the avalanche is the biggest.
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Figure 3.11: Picture of a GEM foil taken with an electron microscope.

Figure 3.12: The parameters of the GEM foil, D = 75µm and P = 150µm.

3.6.1 GEM trackers in SBS and BigBite

The triple GEM detector is expected to satisfy the requirements of the hadronic and leptonic track-
ers in the spectrometers for the proposed SIDIS experiment. The BB tracker will be made by 4
large 40× 150 cm2 GEM chambers and a small microstrip silicon detector. The SBS tracker will
consists of 3 large 50× 200 cm2 GEM chambers.

Both GEM chambers are made by smaller identical GEM modules 40×50 cm2 or 50×50 cm2

properly combined as shown in Fig. 3.15 for the BB case.

To extend the tracking lever arm and also suppress the combinatorial background due to the
large occupancy, two small planes of silicon detector in the SBS will consist of two planes (x and
y) of about 10×20 cm2 and each plane will be made of two identical tiles of 10×10 cm2 area.
Each plane will consist of microstrip with 50 µm pitch. The two planes will provide a track point
right before the SBS magnet and therefore extending significantly the whole tracker arm in order
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Figure 3.13: Electric field in GEM hole.
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Figure 3.14: Schematic view of the three-GEM detector with the working principle (top)

to improve track reconstruction.

3.6.1.1 GEM electronics

An essential part of the GEM detector, due to its very high segmentation (number of active chan-
nels), is certainly the readout electronics. This is based on the analog APV25 chip developed
by the Imperial College for CMS silicon detectors [56] and firstly used in a GEM detector by
COMPASS. The APV25 is designed to be radiation tolerant (at lead up to 10 MRad); it has an
high channel density (128 channels/chip) and a rather fast readout (up to 40 Mhz). Each APV25
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Figure 3.15: Schematic view of a single whole GEM chamber in SBS made of 3 adijacent GEM 40 × 50

GEM modules.

channel consists of a preamplifier followed by a shaper and a 192 cell analog pipeline, where the
shaped signal (charge on the strip) is continuously sampled at 20 or 40 MHz (user selectable).
The samples awaiting readout are flagged by external triggers, with adjustable latency. Multiple
samples (up to 3) per channel and event will be converted and acquired by the GEM electronics.
Apart from potential rate issues, the acquired information permits a simple signal analysis which
provide: time information (with resolution at the level of 5 ns, though 3 ns has been measured)
and charge information. The correlation of such information in the x and y plane shall permit a
quite larger suppresione of the background and ghost hits.

3.7 Phase space simulation in the SIDIS experiment

The central scattering angles of the spectrometers (14 and 30 degree for SBS and BB respectively)
are chosen to be as forward as possible compatible with the obstruction of the spectrometers and
the fact of having the direction of the scattered hadron around the direction of the exchanged pho-
ton. The range of momenta of the scattered particles are basically determined by the spectrometer
characteristics and cannot be changed.

The energies of the beam have been chosen at 8.8 and 11 GeV; the latter is the maximum
achievable beam energy at CEBAF after the 12 GeV upgrade, while the former is the best com-
promise (in terms of phase space overlapping and yields) between the existing course data (at
5.7 GeV) and the upper value. These tree values permit an investigation of the asymmetries at
different Q2 that may reveal some QCD evolution effects.

The results for the central kinematics of five x bins, at the two different beam energies of 8.8
and 11 GeV, are showed in Tab. 3.2 and 3.3, respectively. The cumulated (Q2, x) coverage of the
two kinematics at E = 8.8 GeV and E = 11 GeV is also shown in Fig. 3.16.
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Table 3.2: Kinematics at E=8.8 GeV for positive pions for different x bins. The central value and the
approximate range is also shown.

x E′ Pπ Q2 z P⊥
GeV GeV GeV2 GeV

0.20± 0.05 1.25± 0.16 3.40± 1.09 2.93± 0.34 0.45± 0.25 0.61± 0.24

0.30± 0.05 1.65± 0.21 3.19± 1.02 4.01± 0.33 0.45± 0.25 0.49± 0.21

0.40± 0.05 2.07± 0.23 3.02± 0.97 5.03± 0.32 0.45± 0.25 0.37± 0.18

0.50± 0.05 2.44± 0.26 2.77± 0.88 5.95± 0.33 0.44± 0.24 0.28± 0.14

0.60± 0.05 2.65± 0.22 2.53± 0.79 6.70± 0.33 0.41± 0.24 0.23± 0.13

Table 3.3: Kinematics at E=11 GeV for positive pions for different x bins. The central value and the
approximate range is also shown.

x E′ Pπ Q2 z P⊥
GeV GeV GeV2 GeV

0.20± 0.05 1.32± 0.15 4.29± 1.37 3.82± 0.43 0.44± 0.25 0.82± 0.30

0.30± 0.05 1.72± 0.23 4.11± 1.32 5.20± 0.44 0.44± 0.25 0.69± 0.27

0.40± 0.05 2.17± 0.26 3.89± 1.24 6.60± 0.42 0.44± 0.25 0.56± 0.24

0.50± 0.05 2.58± 0.28 3.71± 1.17 7.86± 0.42 0.44± 0.25 0.45± 0.20

0.60± 0.05 2.97± 0.30 3.40± 1.08 9.02± 0.44 0.42± 0.24 0.35± 0.17
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Figure 3.16: Cumulated E = 8.8 and E = 11 GeV Q2 vs x phase space (SIDIS cuts applied); upper band
refer to E = 11 GeV.

3.8 Extraction of the Sivers and Collins Asymmetries

The Collins and Sivers asymmetries are extracted from the measured total asymmetry by a proper
fit in the azimuthal sinusoidal modulations (see angular dependent part of Eq. (2.63)). In order to
estimate the error of the extraction, we consider the simple Least Square method, where for each
kinematical bin, the total measured asymmetry is sampled at various φi and φjS bins, obtaining the
following relations:

AexpUT (φi, φjS) = ACollins,expUT sin(φi + φjS) +ASivers,expUT sin(φi − φjS) + C (3.1)

where i) Collins and Sivers amplitudes and ii) the constant C, (which should vanish) represent the
unknown parameters to be estimated by a linear fit8. For the consistency of this procedure, the
full coverage of the Sivers (φ− φS) and Collins (φ+ φS) angles is important. The errors on both
asymmetries (σA± in short) can be estimated as variance of the parameters in the standard linear
least square method:

σA± =
1

∆
·
∑
i,j

sin2(φi ± φjS)

σ2
A(i,j)

(3.2)

with

∆ =

∣∣∣∣∣∣
∑
i,j

sin2(φi + φjS)

σ2
A(i,j)

∑
i,j

sin2(φi − φjS)

σ2
A(i,j)

−

∑
i,j

sin(φi + φjS) sin(φi − φjS)

σ2
A(i,j)

2∣∣∣∣∣∣ (3.3)

8Suppressed asymmetries modulated by the corresponding sin or cos functions can be included in the expression
and considered as additional parameters of the fit.
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Table 3.4: E = 11 GeV, π+ total events and corresponding asymmetry accuracy for 3.9·1036 neutron/cm2/s
luminosity, single target setting, 40 days of running, both x and z binning (bin width 0.1× 0.1).

E = 11 GeV, π+ Semi-Inclusive Event Statistics and Asymmetry Accuracy
〈z〉 = 0.25 〈z〉 = 0.35 〈z〉 = 0.45 〈z〉 = 0.55 〈z〉 = 0.65 full z range

〈x〉 Nπ+ σA Nπ+ σA Nπ+ σA Nπ+ σA Nπ+ σA Nπ+ σA
kEvts % kEvts % kEvts % kEvts % kEvts % kEvts %

0.20 29766 0.13 17045 0.18 10030 0.24 5405 0.33 3264 0.44 65510 0.09
0.30 18960 0.19 11207 0.26 6353 0.35 3801 0.46 2320 0.60 42640 0.13
0.40 8832 0.32 5215 0.44 3156 0.58 1730 0.79 1084 1.03 20017 0.22
0.50 4126 0.53 2535 0.72 1358 1.01 848 1.30 437 1.88 9306 0.37
0.60 1099 1.13 592 1.68 361 2.22 206 3.00 51 6.25 2310 0.83

Table 3.5: E = 11 GeV, K+ total events and corresponding asymmetry accuracy for 3.9 · 1036

neutron/cm2/s luminosity, single target setting, 40 days of running, both x and z binning (bin width
0.1× 0.1).

E = 11 GeV, K+ Semi-Inclusive Event Statistics and Asymmetry Accuracy
〈z〉 = 0.25 〈z〉 = 0.35 〈z〉 = 0.45 〈z〉 = 0.55 〈z〉 = 0.65 full z range

〈x〉 NK+ σA NK+ σA NK+ σA NK+ σA NK+ σA NK+ σA
kEvts % kEvts % kEvts % kEvts % kEvts % kEvts %

0.20 4917 0.33 3017 0.44 1541 0.62 907 0.82 495 1.13 10878 0.23
0.30 3289 0.46 2070 0.61 1207 0.81 680 1.09 367 1.53 7612 0.31
0.40 1731 0.72 976 1.02 579 1.35 328 1.82 182 2.52 3796 0.51
0.50 757 1.23 450 1.72 255 2.34 151 3.09 71 4.69 1684 0.87
0.60 330 2.12 197 3.01 111 4.09 56 5.91 18 10.96 712 1.53

where A(i, j) = AexpUT (φi, φjS).
Replacing the sums on the modulation sin’s by the angular integral on [0.2π] and assuming the

constant error σbinA =∼ σA
√
N/
√
N/nb = σA

√
nb on the binned A(i, j) (scaled by the number

of bins nb) uncertainties on both asymmetries are equal to σAC/S ∼ σA
√
nb/(π

√
2) ∼ 2σA, for

a reasonable number of bins nb ∼ 64 ÷ 100, σA is given in Tab. 3.4 and Tab. 3.5. Similar tables
have been extracted for the negative hadrons with a statistical accuracy slightly higher (up to 70%
for K−).

The statistical accuracies in the case of a 2D extraction, are therefore expected to stay well
below 10% except for few marginal points. In this context a deep knowledge of the systematic
effects is needed, among them the nuclear target systematics effects play a sizable role. Therefore,
the focus of the following two Chapters will be on the nuclear structure of the 3He target and on
a new phenomenological description developed in order to better describe the nuclear structure of
the polarized 3He target.



Chapter 4

The 3He distorted spectral function

As discussed in the previous Chapters, to achieve a sound flavor decomposition of the TMDs, and
in particular of the Sivers and transversity functions, data concerning neutron partonic structure
are needed. To gather information on the neutron by using an electromagnetic probe, the most
convenient choice is to use a polarized 3He as an effective neutron target (the em response of a
polarized 3He is at ∼ 90 % the one given by a neutron). Indeed, first results, but affected by
sizable statistical errors has been already obtained and used (see Fig.2.9). The phenomenological
model adopted for extracting the neutron SSA [57] is based on the knowledge of the 3He nuclear
Spectral Function calculated in the so-called Plane Wave Impulse Approximation (PWIA), where
in nuclear final state is disregarded only the final state interaction (FSI) between the struck nu-
cleon and the spectator pair (see the next Section). Such a residual FSI effect, that could play,
in principle, a non trivial role in the extraction of the neutron information from the experimental
data, is one of the issues addressed by the present thesis, through the development of a suitable
approach. As mentioned before, the next generation fixed target experiments will be on the edge of
the intensity frontier. Therefore, since the statistical error on the measurements will be extremely
small, (i) a better knowledge of the reaction mechanisms involved in 3He SSA (from which one
extract the neutron SSA) becomes crucial in all the planned experiments which are going to use
such a target [58] and (ii) the investigation of the assumption that FSI play a negligible role in the
description of SIDIS processes has to be carefully carried out.
In this Chapter, our aim is to extensively study the properties of an A = 3 nucleus em response
after introducing the (residual) FSI effects through the so-called Generalized Eikonal Approxi-
mation. In such a way a new Spectral Function, which is the key quantity needed to describe
the structure of a nuclear system, has been calculated including FSI. We will show that a better
knowledge of this function is very important in SIDIS processes.
In particular two kinds of SIDIS can be considered: i) the one we call standard SIDIS that is the
one in which a leading meson is detected in coincidence of the scattered lepton (as described in
Chapter 2); ii) the one we call spectator SIDIS where the spectator (no electromagnetically inter-
acting) system is detected in coincidence with the scattered lepton. The following results, which
are part of the work carried out for present thesis, are obtained in the context of the spectator
SIDIS (considering a deuteron as hadron detected state); the results have been already published
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in Ref.[59], where asymmetries and cross sections of a spectator SIDIS process are also shown.

4.1 The cross section

In a SIDIS process, a polarized lepton (in the actual case an electron) is scattered by a polarized
nuclear target, with A nucleons, and a final state containing a hadron, a (A− 1)-spectator system
and a residual X ′ is produced, viz (see Fig.3.1 for a pictorial representation)

~l + ~A→ l′ + h+ (A− 1) +X ′

Indeed, one has two possible experimental goals: (i) detecting the final hadron h, e.g. a pion or

Figure 4.1: Diagrammatic representation of SIDIS processes in PWIA. In standard SiDIS reactions, the
hadron h, originated from the current quark fragmentation, is detected. In spectator SiDIS processes, the
(A− 1)-nucleon system is detected in place of the hadronic state h.

a kaon, originating from the struck quark or (ii) detecting the recoiling (A− 1)-spectator system.
The first type of experimental setup allows one to investigate the so-called standard SIDIS, while
the second one access the information of the spectator SIDIS. The differential cross section for a
generic SIDIS with an incoming electron, can be written as follows (see,e.g., [23, 60])

dσ

dϕedxBjdy
=
α2
em mNy

Q4
Lµν(`)W s.i.

µν (SA, Q
2, Ph). (4.1)

where Q2 = −q2 = −(l − l′)2 = ~q 2 − ν2 = 4EE ′ sin2(θe/2) (with ~q = ~l − ~l′, ν = E − E ′ and
θe ≡ θ~̂k~k′); y = ν/E , xBj = Q2/2mNν the Bjorken scaling variable, mN the nucleon mass, αem
the electromagnetic fine structure constant and Ph the detected-hadron 4-momentum.
The leptonic tensor Lµν is the same of (2.3) and it is a calculable quantity in QED. The semi
inclusive (s.i.) hadronic tensor of the target with polarization four-vector SA and mass M2

A = P 2
A

is defined as

W s.i.
µν (SA, Q

2, Ph) =
1

4πMA

∑
X

〈SA, PA|Jµ|Ph, X〉〈Ph, X|Jν |SA, PA〉

(2π)4δ4 (PA + q − PX − Ph) dτX
dPh

2Eh(2π)3
. (4.2)
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where the covariant normalization 〈p|p′〉 = 2E(2π)3δ (p− p′) has been assumed and dτX in-
dicates the suitable phase-space factor for the undetected hadronic state X ≡ (A − 1) + X ′. It
should be pointed out that in Eq. (4.2) the integration over the phase-space volume of the detected
hadron, h, does not have to be performed.

4.1.1 The Plain Wave Impulse Approximation

Within PWIA, one can relate the nuclear tensor W s.i.
µν (SA, Q

2, Ph) to the one of a single nucleon
ws.i.µν (SN , Q

2, Ph), by using the following standard assumptions [61]:

i) the nuclear current operator Jµ is approximated by a sum of single nucleon free current oper-
ators jNµ ,

ii) the interaction of the debris originating by the struck nucleon with the fully interacting (A−1)

nuclear system is disregarded, as suggested by the kinematics of the processes under investi-
gation (notice that in this case the channel 1 + (A− 1) is the dominant one in the A-nucleon
final states);

iii) the coupling of the virtual photon with the spectator (A − 1) system is neglected (given the
high momentum transfer),

iv) the effect of the boosts is not considered.

Due to the assumption ii) here above, the complicated final hadron states |Ph, X〉 (where X ≡
(A− 1) +X ′) in Eq. (4.2) are approximated by a tensor product of hadronic states, viz

|Ph, X〉
PWIA
≈ |PA−1〉 ⊗ |Ph〉 ⊗ |X ′〉 , (4.3)

where |PA−1〉 is a short notation for indicating the state of the fully-interacting (A− 1)-nucleon
system, which acts merely as a spectator, |X ′〉 the baryonic state, that originates together with
|Ph〉 from the hadronization of the quark which has absorbed the virtual photon, and of the other
colored remnants. The completeness of the |PA−1〉 states is written as follows∑∫

ε∗A−1

ρ
(
ε∗A−1

) ∫ dPA−1

2EA−1(2π)3
|Φε∗A−1

,PA−1〉〈Φε∗A−1
,PA−1| = 1 , (4.4)

where Φε∗A−1
is the intrinsic part of the (A−1)-nucleon state, with eigenvalue ε∗A−1, and EA−1 =√

(M∗A−1)2 + |PA−1|2 with M∗A−1 = ZA−1mp + (A − 1 − ZA−1)mn + ε∗A−1. The symbol

with the sum overlapping the integral indicates that the (A − 1) system has both discrete and
continuum energy spectra: this corresponds to negative and positive values of the eigenvalue ε∗A−1,
respectively. In Eq. (4.4), ρ

(
ε∗A−1

)
is the proper state density, that for A = 3 in the two-body

break-up (2bbu) and three-body break-up (3bbu) reads

ρ2bbu =
1

(2π)3
, ρ3bbu =

1

(2π)6

mN

√
mN ε∗2

2
(4.5)
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By using the assumptions i) - iv) and the approximate final state of Eq. (4.3), one gets the following
approximation for the matrix elements of the full current in Eq. (4.2)

〈Ph, X|Jν |SA, PA〉 ≈
∑
λ

∫
dPN

2EN (2π)3
〈Ph;X ′|j1ν |λ, PN 〉〈λ, PN ; Φε∗A−1

,PA−1|SA, PA〉

(4.6)

where PN ≡ {EN =
√
m2
N + |PN |2,PN}, λ is the spin projection and the notation 〈A;B|

represents the Cartesian product of the two states 〈A| and 〈B|. Moreover, it has been inserted a
complete set of nucleon plane waves, normalized as follows∑

λ

∫
dPN

2EN (2π)3
|λ, PN 〉〈λ, PN | = 1 , (4.7)

between the current operator and theA particle state |PA, SA〉. Obviously, the antisymmetry of the
identical nucleons is properly implemented in both the the ground state |PA, SA〉 and the (A− 1)

states. It is worth noting that the overlap 〈λ, PN ; Φε∗A−1
,PA−1|SA, PA〉 represents the building

block of the notion of spin-dependent spectral function mentioned in the Introduction (see, e.g.,
[63, 64, 65], for more details and below).
In conclusion, within PWIA one obtains the following expression for the nuclear tensor

W s.i.
µν (SA, Q2, Ph) =

=

 ∑
X′,λλ′

∑
N

∫
dE

(2π)
OŜA
λλ′(pN , E)

1

2EN
〈λ′, p̃N |jNµ |Ph, X ′〉〈Ph, X ′|jNν |λ, p̃N 〉

× (2π)4δ4 (PA + q − PA−1 − Ph − PX′) dτX′
]
dPA−1

dPh

2Eh(2π)3
, (4.8)

where PX′ + PA−1 is in place of PX ; the on-mass-shell four-momentum of the nucleon is p̃N ≡
{EN =

√
m2
N + |pN |2,pN} with pN = PA −PA−1 the nucleon three-momentum, fixed by the

translational invariance of the initial nuclear vertex (c.f. Fig.4.1) and (PA − PA−1)2 6= m2
N .

It should be pointed out that once the assumptions i) - iii) described at the begining of the subsec-
tion are introduced, the hadronic tensor in Eq. (4.8) does not longer fulfill the current conservation,
and only phenomenological prescriptions can be adopted (see [59] for details) . In what follows, it
is relevant the antisymmetric part of the hadronic tensor, that can be modeled by using the factor
εµναβqα (see below) and therefore it explicitly fulfills the current conservation.

In Eq. (4.8), the effects of the nuclear structure are encoded in the PWIA overlapsOŜA
λ′λ(pN , E),

defined as

OŜA
λλ′(pN , E) =

∑∫
ε∗A−1

ρ
(
ε∗A−1

)
〈Φε∗A−1

, λ,pN |SA,ΦA〉〈SA,ΦA|Φε∗A−1
, λ′,pN 〉 ×

δ
(
E +MA −mN −M∗A−1 − TA−1

)
. (4.9)

where TA−1 is the kinetic energy of the A − 1 system. In a non relativistic approach such
contribution is disregarded, leading to the identification of E with the usual missing energy,
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E = ε∗A−1 + BA, with BA the binding energy of the target nucleus. It should be pointed out
that mN −E is the energy of a nucleon inside the target nucleus, where the A− 1 system acts as a
spectator (mN−E = MA−M∗A−1 and recall thatM∗A−1 = ZA−1mp+(A−1−ZA−1)mn+ε∗A−1).
To obtain the above expression, it has been exploited the translational invariance to the overlaps
that are present in the rhs of Eq. (4.6), viz

〈Φε∗A−1
,PA−1λ, p̃N |SA, PA〉 =

√
2EN 2EA−1 2MA (2π)3 ×

δ (PA −PA−1 − pN ) 〈Φε∗A−1
,PA−1λ,pN |SA,ΦA〉 (4.10)

where ΦA is the intrinsic wave function of the target nucleus, with massMA and the factor in front
of the delta function has been chosen in order to keep the notation of the intrinsic nuclear part as
close as possible to the non relativistic case, where the plane waves have the normalization given
by 〈p|p′〉 = (2π)3 δ(p− p′).

It is important to emphasize that the overlaps in Eq. (4.9) are nothing else but the matrix
elements of the 2 ⊗ 2 spin-dependent spectral function of a nucleon inside the nucleus A, with
polarization SA [65], the crucial quantity to be introduced in the next section. The diagonal part
yields the probability distribution to find a nucleon in the nucleus A with three-momentum pN ,
missing energy E and spin projection equal to λ. This entails the following normalization

1

2

∑
λ

∫
dE

∫
dpN OŜA

λλ (pN , E) = 1 . (4.11)

In what follows we consider the polarized target in a pure state with the nuclear wave functions
having definite spin projections on the spin quantization axis, usually chosen along the polarization
vector SA. Accordingly, in the complete set of the nucleon plane waves, the spin projections λ and
λ′ are defined with respect to this direction. As for the Cartesian coordinates, we adopt the DIS
convention, i.e. the z axis is directed along the three-momentum transfer q and the plane (x, z) is
the scattering plane. Moreover, in the DIS limit (Q2 →∞), the direction of the three-momentum
transfer coincides with that of the lepton beam, q || ke.

Notice that the semi-inclusive tensor defined by Eq. (4.8) refers to both kinds of SIDIS. In-
deed, the standard SIDIS (which is the one we have extensively described in the previous chapter)
implies integrations over dτX′ and dPA−1, while for the spectator process the integrations are
performed over dτX′ and dPh/[2Eh(2π)3], respectively. By inserting Eq. (4.8) in Eq. (4.1), the
cross section for standard SIDIS, namely when the hadron h is detected, is written within PWIA
as follows

2Eh
dσ(hl)

dϕedxBjdydPh
=

α2
em y

2Q4
Lµν(hl)

∑
λλ′

∑
N

∫
dpN

∫
dE

mN

EN
ws.i.µν (pN , Ph, λλ

′)OŜA
λλ′(pN , E) ,

(4.12)

where the integration over PA−1 has been traded off with the one over pN = PA − PA−1, and
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the semi-inclusive nucleon tensor (cf. Eq. (4.2)) is given by

ws.i.µν (pN , Ph, λ
′λ) =

∑
X′

〈p̃N , λ′|jµ|Ph, X ′〉〈Ph, X ′|jν |p̃N , λ〉δ4 (pN + q − Ph − PX′) dτX′ .

(4.13)

where pN = PA − PA−1 ≡ {mN − E,pN} is such that p2
N 6= m2

N = p̃2
N . This corresponds

in the general case to the (2.59) which contains all the leading-twist polarized structure functions
contributions. Let us anticipate that within the Light-front description of a Hamiltonian system
[71, 72] combined with the Bakamjian-Thomas construction of the Poincaré generators [73], the
constituents are on their own mass-shell, and only the Light-front three-momentum is conserved
at the interaction vertex where a constituent interacting with the other constituents is involved.
This framework represents an alternative to the one adopted in the covariant approaches in Refs.
[67, 68, 69] and will be described in the next Chapter.

The cross section for the spectator SIDIS, namely when the slow (A − 1) system is detected,
is obtained by integrating over the hadronic variables Ph and exploiting the nucleon tensor of a
pure inclusive DIS nature, viz

wDISµν (pN , Q
2, λ′λ) =

1

(2π)

∑
X′′

〈p̃N , λ′|jµ|X ′′〉〈X ′′|jν |p̃N , λ〉(2π)4δ4 (pN + q − PX′′) dτX′′ . (4.14)

In Eq. (4.14), the final state X ′′ could be X ′ + h, with the notation in Fig. (4.1), but, obviously,
could be any other state accessible from the given initial state. In conclusion, within PWIA the
cross section for a spectator SIDIS becomes

dσ(hl)

dϕedxBjdydPA−1
=
α2
em y

2Q4
Lµν(hl)

∑
λλ′

∑
N

∫
dE

mN

EN
wDISµν (pN , Q

2, λ′λ)OŜA
λλ′(pN , E)

(4.15)

Summarizing, Eqs. (4.12) and (4.15) show that the central quantities for describing SIDIS
reactions in PWIA are i) the overlap integrals OŜA

λλ′(pN , E) which contain information on the
nuclear structure effects and ii) the suitable tensor wµν of a moving nucleon. In particular, the
antisymmetric part of the nucleon tensor is the basic ingredient in the evaluation of proper cross
section asymmetries, that represent the main goal of the experimental investigation of SIDIS reac-
tions.

4.1.2 The antisymmetric tensor waDIS
µν of a moving nucleon

Now are we going to consider the spectator SIDIS case, which involves a more simple hadronic
tensor than the one needed for standard SIDIS, with the aim to show the main features of the nu-
clear spectral function without loss of generality. Therefore, the antisymmetric part of the nucleon
tensor wDISµν (cf Eq. (4.14)) is the relevant quantity. Following Ref. [65] (see also Ref. [64]), the
antisymmetric part of the tensor for a nucleon with a definite polarization SN is given by

wa,DISµν (pN , Q
2, λ′λ) = 〈λ′|ŵaNµν |λ〉 (4.16)
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where the operator ŵaNµν (pN , Q
2, SN ) in Eq. (4.16) can be written as [64, 65, 62, 77, 68, 69]

ŵaNµν (pN , Q
2, SN ) = iεµναβq

α
[
mN Ŝ

β
NG

N
1 (Q2, pN · q)

+
GN2 (Q2, pN · q)

mN

(
(pN · q)ŜβN − (SN · q)pβN

)]
, (4.17)

In the above expression, the two scalar functions G1,2 are the polarized DIS structure functions.
and the quantity ŜN is the four-vector polarization operator acting in the 2 × 2 spin space. It is
defined as

ŜβN =


(σpN )

mN
, β = 0

σ + pN
(σpN )

mN (EN +mN )
, β = 1, 2, 3

, (4.18)

with σ the usual Pauli matrices. As previously announced, the antisymmetric part of the nucleon
tensor we are adopting is explicitly current-conserved and, in turn, the corresponding hadronic
tensor does. In the present calculation, as in the Relativistic Hamiltonian Dynamics framework,
e.g., the one adopted in Ref. [75], the dependence on p2

N 6= m2
N of the nucleon structure functions

G1,2 is neglected.
In standard SiDIS, the analogous of the operator ŵaNµν (pN , Q

2, SN ) becomes a more compli-
cated object, since, within the quark parton model, it can be expressed as a convolution of the
TMDs with different quark fragmentation functions 2.53 .

4.2 Spectator SIDIS by a polarized 3He target

As shown in Eqs. (4.12) and (4.15), the nuclear effects in both SIDIS reactions are governed by
the overlap integralsOŜA

λλ′(pN , E). In this chapter we focus mostly on the investigation of nuclear
effects, and therefore we consider the spectator SIDIS, that has a nucleon tensor, wDISµν , with
less uncertainties in the parton structure. In particular, we consider the case of a polarized 3He
target, (one can repeat the same considerations for 3H, modulo the Coulomb effects). For the
sake of simplicity, we choose the simplest channel, namely the one with a deuteron in the final
state (A − 1 = D), this means that one can address the proton structure functions inside the 3He
target, while in the mirror nucleus one can study the neutron structure functions. Generalization
to the case when the detected system is a two-particle state in the continuum is straightforward,
but more involved. In particular, we analyze polarized SIDIS with a longitudinal set up, i.e. the
polarization of the initial electron and the target nucleus are defined with respect to the direction
of the momentum transfer q. If the detected unpolarized (A − 1)-nucleon system is a deuteron,
ε∗A−1 = −BD and therefore the nucleon missing energy is just the two body break-up (2bbu)
threshold energy of 3He, i.e. E2bbu = B3He − BD. For the final state we have chosen, the cross
section reads

dσŜA(he)

dϕedxBjdydPD
=
α2
em mN y

Q4
Lµν(he)W

s.i.
µν (SA, Q2, PD) (4.19)
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In this kind of experiments, the observables are asymmetries, i.e.

∆σŜA

dϕedxBjdydPD
≡ dσŜA(he = 1)− dσŜA(he = −1)

dϕedxBjdydPD
, (4.20)

and only the antisymmetric part of both leptonic and nuclear tensors are involved. In particular,
the antisymmetric part of the hadronic tensor W s.i.

µν in Eq. (4.19) reads

W a,s.i.
µν (SA, Q2, PD) =

∑
λλ′

1

2EN
〈λ′|ŵaNµν (pN , Q

2, SN )|λ〉OŜA
λλ′(pN , E2bbu) . (4.21)

with the nucleon DIS tensor wDISµν (pN , Q
2, λ, λ′) given formally in Eqs. (4.14) and then explicitly

in Eqs. (4.16) and (4.17). In the DIS limit, the nucleon structure functionGN2 yields, at the leading
twist, a vanishing contribution to the measured cross section (see i.e. [76]). Therefore, in all the
following calculations, contributions from GN2 are neglected. Then, the antisymmetric part of the
nucleon tensor becomes

〈λ′|ŵaNµν |λ〉 = iGN1 (Q2, pN · q)εµναβmNq
α
∑
κ

(−1)κ 〈λ′|σ−κ|λ〉Tr
(

1

2
σκŜ

β
N

)
.

= −i
√

3GN1 (Q2, pN · q)εµναβmNq
α
∑
κ

(−1)κ〈1− κ1

2
λ|1

2
λ′〉 Bβκ (4.22)

with

Bβκ ≡ Tr
(

1

2
σκŜ

β
N

)
. (4.23)

Notice that Eq. (4.23) defines a "double" vector with double indices: the index κ = 0,±1, labels
three four-vectors, with Lorentz index β. The latter has to be contracted with the corresponding
index in the Levi-Civita tensor εµναβ , see Eq. (4.17). The Cartesian components of Bβ are given
by (a mixed notation is adopted, but self-explaining)

Bβi =


(pN )i
mN

, β = 0

δβi + (pN )β
(pN )i

mN (EN +mN )
, β = 1, 2, 3

(4.24)

By placing Eq. (4.22) into Eq. (4.21), one can write the nuclear tensor as follows

W a,s.i.
µν ( SA, Q2, PD) = i

1

2
GN1 (Q2, pN · q)εµναβ

mN

EN
qα ×

×
∑
λλ′

∑
κ

(−1)κ
[
−
√

3〈1− κ1

2
λ|1

2
λ′〉OŜA

λλ′(pN , E2bbu)

]
Bβκ (4.25)

It can be seen that the dependence upon the index κ leads to a scalar product of two vectors, viz

(P ŜA ·Bβ) ≡
∑
κ

(−1)κP ŜA
−κBβκ , (4.26)
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where

P ŜA
κ (pN , E2bbu) ≡ −

√
3
∑
λλ′

〈1− κ1

2
λ|1

2
λ′〉OŜA

λλ′(pN , E2bbu) (4.27)

are the spherical components of the vector P ŜA , that represents the contribution to the spin-
dependent spectral function from the polarization of the target nucleus (see Ref. [65] for details)
in a pure state with polarization SA (we reiterate that in Eq. (4.27) the spin quantization is along
the nuclear polarization SA). Then, the antisymmetric part of the nuclear tensor reads

W as.i.
µν (SA, Q2, PD) = i

1

2
GN1 (Q2, pN · q) εµναβ

mN

EN
qα
(
P ŜA ·Bβ

)
(4.28)

For further purposes, let us write more explicitly the components of P ŜA both in spherical and
Cartesian coordinates. By using the spherical versors, one has

P ŜA = P ŜA
|| e0 + P ŜA

1⊥ e+ + P ŜA
2⊥ e− (4.29)

where e0||SA (see, also [62, 65]) and

e0 =

 0

0

1

 , e+ = − 1√
2

 1

i

0

 , e− = 1√
2

 1

−i
0

 , (4.30)

or, in terms of Cartesian versors

P ŜA = P ŜA
x ex + P ŜA

y ey + P ŜA
z ez. (4.31)

Usually, the DIS kinematics is defined in a coordinate system with the z-axis along the three-
momentum transfer q, whereas the quantization direction to determine the particle polarizations
is along the beam direction ke. In the Bjorken limit q ' ke and the two directions coincide. This
remark will become helpful once FSI are introduced. The x-axis is then chosen to be either in the
scattering or in the reaction plane; however, ey = [ez × ex].

In terms of the overlap integrals, Eq. (4.9), the components of P ŜA are expressed in spherical
basis by

P ŜA
|| = OŜA

1
2

1
2

−OŜA
− 1

2
− 1

2

; P ŜA
1⊥ = −

√
2OŜA

1
2
− 1

2

; P ŜA
2⊥ =

√
2OŜA
− 1

2
1
2

, (4.32)

and in Cartesian basis by

P ŜA
z = P ŜA

|| ; P ŜA
x = 2< OŜA

1
2
− 1

2

; P ŜA
y = −2= OŜA

1
2
− 1

2

, (4.33)

It should be noted that, since in Eq. (4.29) the last two terms are mutually complex conjugated,
one has only only two independent components, e.g., P ŜA

|| and P ŜA
1⊥ . This is a consequence of the

fact that in the considered reaction one has at disposal only two vectors, SA and pN from which a
pseudovector P ŜA can be constructed [65, 88], viz

P ŜA(pN , E) = SAB1(|pN |, E) + p̂N (p̂N · SA)B2(|pN |, E) . (4.34)
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where B1(|pN |, E) and B2(|pN |, E) are scalar functions to be constructed from the overlaps.
By using Eqs. (4.32) and some algebra, it is easily seen that Eqs. (4.29) and (4.34) become
equivalent. It should be emphasized that in presence of FSI the spin-dependent spectral function
additionally depends upon the direction of the momentum transfer q, so that the simple form given
in Eq. (4.34) does not longer hold.

Let us analyze in more details the 2bbu contribution to the spin-dependent spectral function
of a A = 3 nucleus, within the PWIA framework. In the actual calculations, both the 3He (target)
wave function and the deuteron one correspond to exact solutions of the Schrödinger equation with
the AV18 nucleon-nucleon potential [55]. In particular, for 3He, the wave function of Ref. [78],
but without Coulomb effects, has been adopted, namely it can be applied for describing also 3H.

The overlaps OŜA
λλ′ in Eqs. (4.8) and (4.9) are explicitly written as

OŜA
λλ′(pN , E2bbu) =

∑
MD

∑
{α,α̃}

〈XMXLρMρ|
1

2
MA〉〈X̃M̃X L̃ρM̃ρ|

1

2
MA〉〈1MD

1

2
λ|XMX〉

〈1MD
1

2
λ′|X̃M̃X〉(4π)2iLρ(−i)L̃ρYLρMρ(p̂N )Y∗L̃ρM̃ρ

(p̂N )Oα(|pN |, E2bbu)Oα̃(|pN |, E2bbu)

]
(4.35)

where the radial overlaps Oα(|pN |) are given by

Oα(|pN |, E2bbu) =

∫
dρ ρ2

∫
dr23 r23 jLρ(ρ|pN |)Rα(r23, ρ)ΨLD(r23) (4.36)

with ρ and r23 the two Jacobi coordinates: r23 = r2−r3 and ρ = r1− (r2 +r3)/2. In Eq. (4.35),
{α} denotes the quantum numbers of a "deuteron-like" configuration, i.e. Lρ, X, j23 = 1, L23 =

LD = 0, 2 with the corresponding projections Mρ,MX ,MD (see below). Eventually Rα(r23, ρ)

and ΨLD(r23) describe the target and deuteron radial wave functions, respectively, viz

〈σ1, σ2, σ3;T23, τ23, τ ;ρ, r23|3He;
1

2
MA;

1

2
Tz〉 =

= 〈T23τ23
1

2
τ |1

2
Tz〉

∑
LρMρ

∑
XMX

∑
j23m23

〈XMXLρMρ|
1

2
MA〉 〈j23m23

1

2
σ1|XMX〉

×
∑

S23mS23

∑
L23M23

〈1
2
σ2

1

2
σ3|S23mS23〉〈L23M23S23mS23 |j23m23〉

×YL23M23(r̂23) YLρMρ(ρ̂) φj23L23S23

LρX
(r23, ρ) (4.37)

with φj23L23S23

LρX
(r23, ρ) ≡ Rα(r23, ρ) , and

〈r23, |D; 1MD〉 =
Ψ0D(r23)

r23
YMD

011 (r̂23) +
Ψ2D(r23)

r23
YMD

211 (r̂23) (4.38)

In Eq. (4.35), the φ-dependence of the overlaps, and in turn of P ŜA (cf Eq. (4.33)) is entirely
governed by the differenceMρ−M̃ρ, which does not depend upon the internal summation, namely
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Mρ−M̃ρ = λ′−λ. This implies, according to Eq. (4.32), that the parallel component P||(pN , E)

does not depend upon φ, while the perpendicular ones, P1⊥(pN , E) and P2⊥(pN , E), have a
functional dependence given by exp(∓iφ), respectively (see Ref. [62]).

4.2.1 Final state interaction effects

Let us now consider the FSI effects, that hav not taken into account within PWIA (recall that
the (A − 1)-nucleon spectator system is fully interacting in PWIA). In what follows, we shortly
indicated the residual interaction as FSI effects They are due to

i) the propagation of the nucleon debris formed after the γ∗ absorption by a target quark, fol-
lowed by its hadronization

ii) the interactions of the produced hadrons with the (A− 1) spectator system, as schematically
depicted in Fig. 4.2.

Figure 4.2: A diagrammatic illustration of FSI in spectator SiDIS. The rescattering processes between the
quark debris and the nucleons inside the (A − 1) system are treated within a generalized eikonal approxi-
mation (GEA) [79].

Indeed, the calculation of such FSI effects from first principles represents a very complicated
many-body problem, so that proper model approaches have to be developed. To this end, one is
guided by the observation that in the DIS kinematics we are considering: i) the momentum of
the spectator nucleus |PA−1| is small; ii) the large momentum transfer |q| leads to a very large
relative momentum between the debris (with momentum pX ) and the nucleon i (with momentum
ki) inside the (A − 1) system, i.e. |(pX − ki)| ' |q| � |ki| (remind that the distribution of
|ki| is driven by the target wave function); iii) the momentum transfer in the rescattering processes
|p′X − pX |, i.e. when the debris interacts with the nucleons inside the (A − 1) system, has the
typical magnitude of the high-energy elastic NN scattering, i.e. much smaller than the incident
momentum |pX | of the debris. In this case, the rescattering wave function can be approximated
by its eikonal form (in terms of T-matrix: T (pX ,ki; p

′
X ,k

′
i)→ T eik(pX ), that allows one to de-

scribe the propagation of the debris produced after the γ∗ absorption by a target quark, while both
hadronization processes and interactions between the just produced pre-hadrons and the spectator
nucleons take place. This series of soft interactions with the spectator system can be characterized
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by an effective cross section σeff (z,Q2, x) that depends upon time (or the distance z traveled by
the system X). Such an effective cross section allows one to construct a realistic profile function,
that determines the eikonal approximation (see below) [79, 80, 81, 82]. As a result, in presence of
FSI, the PWIA overlaps given in Eq. (4.9) should be replaced by the suitable ones that encode FSI
effects. In the 2bbu channel, where the asymptotic three-momentum of the spectator system is
PA−1 = PD (we are considering a 3He target), one has, for the matrix elements of the one-body
current, an expression that has the following schematic form

〈Ŝ(1, 2, 3){pX ; PDΨD}|jNµ |ΨHe〉 =

∫
dpN 〈pX |jNµ |pN 〉 〈pN ; PDΨD|ŜGl(1, 2, 3)|ΨHe〉

(4.39)

where ŜGl(1, 2, 3), represents the debris-nucleon eikonal scattering S-matrix, that depends upon
the relative coordinates only, and it has been assumed to commute with jµ. This leads to consider
overlaps like 〈pN ; PDΨD|ŜGl(1, 2, 3)|ΨHe〉 (cf Eq. (6) in Ref. [79]). The operator ŜGl(1, 2, 3)

can be written as follows

ŜGl(r1, r2, r3) =
∏
i=2,3

[
1− θ(zi − z1)Γ(b1 − bi, z1 − zi)

]
, (4.40)

where bi and zi are the perpendicular and parallel components of ri (remind that r1+r2+r3 = 0),
with respect to the direction of the propagation of the debris pX . In the DIS limit, one has pX ' q

and the eikonal S-matrix is defined with respect to q. This implies that a dependence upon q has
to be taken into account, but it is not explicitly indicated to avoid a too heavy notation; however
this will be recalled at the proper places. The profile function, Γ, is given by

Γ(b1i, z1i) =
(1− i α) σeff (z1i)

4π b20
exp

[
− b2

1i

2 b20

]
. (4.41)

where r1i = {b1i, z1i} with z1i = z1 − zi and b1i = b1 − bi. It can be seen that, in the present
generalized eikonal approximation, unlike in the standard Glauber approach, the profile function Γ

depends not only upon the transverse relative separation but also upon the longitudinal separation
z1,i due to the z- (or time) dependence of the effective cross section σeff (z1i) and the causal θ-
function, θ(zi − z1). In principle, the effective cross section, σeff (z1i) also depends on the total
energy of the debris, W 2 ≡ P 2

X = (pN + q)2. However, if the energy is not too large and the
hadronization process takes place inside the nucleus (A−1), the dependence on W 2 is weak, and
the number of produced hadrons can be taken constant.

Therefore, one can assume σeff (z1i, xBj , Q
2) ∼ σeff (z1i) [82, 79]. Let us briefly discuss

the parameters entering Eq. (4.41), i.e. the profile function adopted in our model. Indeed, it is the
same expression exploited in Ref. [79] in order to nicely describe the data measured at JLab [82],
corresponding to the unpolarized spectator SIDIS off the deuteron. Also the numerical values of
the parameters present in Eq. (4.41) are the same as in [79], and obviously, given the lack of data
for the polarized case (as well as theoretical calculations), the choice should be considered as a
conservative one. In particular, σeff is the cross section for the interaction of the formed hadrons
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(assumed to be a nucleon and a few pions) with the remnant nucleons. Hence, σeff is given by the
sum of two contributions: i) the nucleon-nucleon cross section, σNN , and ii) σπN N eff

π , i.e. the
nucleon-pion cross section times the effective number of pions which are produced, N eff

π (cf Ref.
[81] for the explicit evaluation). As to the parameter α in Eq. (4.41), it represents the ratio of the
real to the imaginary part of the forward scattering amplitude of the process. At the energies we
are considering, α is basically the same for NN and for πN interactions, and in our calculation
it has been taken constant, namely, α = −0.5, following [79]. Finally, the slope parameter, b0,
is determined by the optical theorem, which yields b20 = σ2

eff (1 + α2)/[16πσel], where σel is
the elastic part of the total effective cross section σeff . The values we used for the relevant cross
sections are the same as in Ref. [79], i.e. σelNN = 20 mb, σelπN = 10 mb, σtotNN = 40 mb,
σtotπN = 25 mb. As a general remark, it should be pointed out that GEA has been successfully
applied for studying at high energy both semi-inclusive and exclusive quasi-elastic scattering off
nuclei (see, e.g. Refs. [83, 84, 85]).

In conclusion, within the adopted approximation, the overlaps that include the FSI effects are
given by

OSA(FSI)
λλ′ (PD, E2bbu) =〈
ŜGl(1, 2, 3) {ΨPD , λ,pN} |SA,ΦA

〉〈
ΦA, SA|ŜGl(1, 2, 3)

{
ΨPD , λ

′,pN
}〉

=

∑
MD

∑
{α,α̃}

〈XMXLρMρ|
1

2
MA〉〈X̃M̃X L̃ρM̃ρ|

1

2
MA〉〈j23m23

1

2
λ|XMX〉〈j̃23m̃23

1

2
λ′|X̃M̃X〉

〈l23µ231MS |j23m23〉〈l̃23µ̃231̃MS |j̃23m̃23〉〈LDmL1MS |1MD〉〈L̃Dm̃L1̃MS |1MD〉
O(FSI)
α (PD, E2bbu) O

(FSI)
α̃ (PD, E2bbu) , (4.42)

where

O(FSI)
α (PD, E2bbu) =

∫
dρ

∫
dr23eiPDρSGl(r23,ρ)

ΨLD(|r23|)
|r23|

YLDmL(r̂23)

× YLρMρ(ρ̂)Yl23µ23(r̂23) Rα(|r23|, |ρ|). (4.43)

with SGl(r23,ρ) the non-singular part of the matrix elements of ŜGl(1, 2, 3) (remind that the
adopted eikonal S-matrix is diagonal in the Jacobi-coordinate basis). A further issue is repre-
sented by the fact that the direction of the target polarization-axis, k̂e, is not totally parallel to
the the direction which determines the eikonal S-matrix, i.e. p̂X . Indeed, in the Bjorken limit,
the momentum transfer q is almost parallel to the beam direction ke so that in this case one can
choose the quantization z-axis along the beam direction and perform calculations of FSI effects
within such a coordinate system, since k̂e ' q̂ ' p̂X . However, at finite values of |q|, the beam
direction differs from the direction which determines the eikonal S-matrix. To reconcile the po-
larization axis and the eikonal approximation, one needs to rotate the target wave function from
the quantization axis of the polarization SA to the system with z-axis along q, namely
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〈θ, φ|Ψ3He〉ŜA = 〈θ′, φ′|D(0, α, 0)|Ψ3He〉q̂ =

= cos(α/2) 〈θ′, φ′|ΨM=1/2
3He

〉q̂ + sin(α/2) 〈θ′, φ′|ΨM=−1/2
3He

〉q̂ (4.44)

where the subscript indicate the direction of the z-axis with cosα = ŜA · q̂. In this case, the tensor
W s.i.
µν (SA, Q

2, Ph) in Eq. (4.8) is modified and reads as

W s.i.
µν (SA, Q

2, Ph) =

cos2(α/2) W
1
2

1
2

µν + sin2(α/2)W
− 1

2
− 1

2
µν + sinα

[
1

2

(
W

1
2
− 1

2
µν +W

− 1
2

1
2

µν

)]
(4.45)

where WMM
′

µν are defined with respect to the new axis, i.e. parallel to q. Then, introducing the
following overlaps with quantization axis q̂

OMM
′(FSI)

λλ′ (PD, E2bbu) =〈
ŜGl(1, 2, 3) {ΨPD , λ,pN} |Ψ

M
A

〉
q̂

〈
ΨM

′
A |ŜGl(1, 2, 3)

{
ΨPD , λ

′,pN
}〉

q̂
(4.46)

and making use of their property under complex conjugation, namely

OMM
′

λλ′ (PA−1, E) = (−1)M+M′+λ+λ′
(
O−M−M′−λ−λ′ (PA−1, E)

)∗
, (4.47)

it can be shown that the contribution to the distorted spin-dependent spectral function due to the
target polarization takes the form

P ŜA
(FSI) = cosαP

1
2

1
2

(FSI) + sinαP
1
2
− 1

2

(FSI) . (4.48)

where PMM′(FSI) are evaluated with quantization axis q̂ and the relations P−
1
2
− 1

2

(FSI) = −P
1
2

1
2

(FSI) and

P−
1
2

1
2

(FSI) = P
1
2
− 1

2

(FSI) have been exploited (see Ref. [65]). As it happens in PWIA, PMM′(FSI) can be
can be decomposed as follows

PMM
′

(FSI) = PMM
′

||(FSI) e0 + PMM
′

1⊥(FSI) e+ + PMM
′

2⊥(FSI) e− , (4.49)

where PMM||(⊥) are defined in full analogy with Eq. (4.33), while PM−M||(⊥) are given by

P
1
2
− 1

2

||(FSI) =
1

2

[
O

1
2
− 1

2
(FSI)

1
2

1
2

−O
1
2
− 1

2
(FSI)

− 1
2
− 1

2

+ c.c.

]
,

P
1
2
− 1

2

1⊥(FSI) = − 1√
2

[
O

1
2
− 1

2
(FSI)

1
2
− 1

2

+O∗
1
2
− 1

2
(FSI)

− 1
2

1
2

]
,

P
1
2
− 1

2

2⊥(FSI) =
1√
2

[
O

1
2
− 1

2
(FSI)

− 1
2

1
2

+O∗
1
2
− 1

2
(FSI)

1
2
− 1

2

]
, (4.50)

In what follows, for the sake of brevity the diagonal components will be indicated by only one
projection, i.e. PMM(OMM)→ PM(OM).
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Figure 4.3: In a polarized 3He, the total spin of the proton pair is basically zero, so that the neutron spin is
mainly directed along the target polarization. The proton-neutron spectator pair ”23” forms (preferentially)
the deuteron with L23 ∼ 0 in the final state. For an easy representation, the contribution of the D-state is
not depicted.

4.3 Numerical results and spectral function properties

In this section, numerical calculations of the distorted spin-dependent spectral function in the
2bbu channel (that represent part of the work carried out for this thesis) are presented. Particular
attention is paid to two typical kinematics, known as parallel (p̂N ‖ ẑ, with ẑ ≡ q̂) and per-
pendicular (p̂N ⊥ ẑ) kinematics. In the unpolarized case, the spectral function within these two
kinematics is influenced by rather different physical effects. Namely, in the parallel kinematics,
FSI are found to be negligibly small and, accordingly, the process is suitable for studying the DIS
structure function of a bound nucleon; differently, in the perpendicular kinematics the FSI effects
are predominant, so that details of the hadronization mechanism can be probed [79]. Bearing
this in mind, let us consider the spectator SIDIS by a polarized target. Usually, all quantities are
presented in terms of the asymptotic three-momentum of the spectator system, PA−1. Moreover,
to keep the notation as close as possible to the one in the quasi elastic A(e, e′p)-reactions, we
introduce the missing momentum pmis ≡ PA−1 (and in the following again pmis ≡ PD). Before
going into the numerical analysis, let us have a qualitative glance at the intrinsic structure of a
polarized 3He nucleus (that represents our test ground). It is known that such a nucleus basically
represents a "polarized neutron". As a matter of fact, in the polarized 3He the spin projections of
the protons almost (∼ 90%) cancel each other, and the nuclear polarization is governed by that
of the neutron [86] (see Fig. 4.3). This implies that, within PWIA when a deuteron acts as a
spectator, the spin of the neutron in the final deuteron is expected to be directed along its initial
polarization, i.e. along the polarization of the target. Correspondingly, the parallel component of

the spin-dependent spectral function, P
1
2

|| = O
1
2
1
2

1
2

−O
1
2

− 1
2
− 1

2

, gets the main contribution from the

deuteron configurations with MD = 0 and MD = 1. This can be easily understood considering
only the deuteron S-wave in Eq. (4.42). Indeed putting Lρ = LD = l23 = 0, one can see that

in O
1
2
1
2

1
2

the component with MD = 0 contributes and in O
1
2

− 1
2
− 1

2

the component with MD = 1

acts (cf Eq. (4.38)). Moreover, it turns out that the contributions from MD = 0 (with an upward

neutron polarization) and from MD = 1 have relative size 1/2 : 1, so that P
1
2

|| ' −
1
2 O

1
2

− 1
2
− 1

2

and

negative. Although the presence of i) P - and D-waves in 3He and ii) the D-wave in the deuteron
changes the simple scenario depicted in Fig. 4.3, at low missing momenta one still expects that

P
1
2

|| ' −
1
2 O

1
2

− 1
2
− 1

2

.



68 The 3He distorted spectral function

Figure 4.4: The absolute value
∣∣∣P 1

2

||

∣∣∣, relevant for a spectator SiDIS with a deuteron in the final state, for

the reaction 3 ~He(~e, e′ 2H)X , in the Bjorken limit, vs the missing momentum (pmis ≡ PD), in parallel,
θmis = 180o and φmis = 180o (left panel), and perpendicular, θmis = 90o and φmis = 180o (right panel)
kinematics. Dashed line: PWIA calculations. Solid line: calculations with FSI effects. The inset symbols,
+ and−, indicate the sign of P

1
2

|| . Notice that P
1
2

|| with FSI effects remains always negative, while P
1
2

|| in
PWIA changes sign only in parallel kinematics.

In Fig. 4.4, the absolute value of P
1
2

|| (we need to use absolute value in a log scale in order to
better visualize the result) is shown as a function of the missing momentum in both the parallel
(θmis = 180o, φmis = 180o), and perpendicular (θmis = 90o and φmis = 180o), kinematics. The

dashed lines correspond to the PWIA case, the solid line is
∣∣∣∣P 1

2

||

∣∣∣∣ with FSI effects included. As

mentioned above, P
1
2

|| at low missing momenta is negative within both kinematics, as indicated
by the inset ”minus” sign. In the parallel kinematics (left panel) at moderate values of |pmis| ∼
2fm−1, P

1
2

|| in PWIA vanishes and at higher |pmis| > 2fm−1 becomes positive. This is
an important feature of the parallel component of the spin-dependent spectral function since, as

seen from Fig. 4.4, P
1
2

|| with FSI effects never changes the sign, in both kinematics. This can be
exploited to determine the presence (and strength) of FSI. Notice that, similarly to the unpolarized
case [79], FSI are negligible at low values of |pmis| (since in this case one has a fast final debris,
given pX ∼ q) while the FSI contribution becomes sizable for |pmis| ≥ 1fm−1, where the equal
sign holds for the perpendicular kinematics (right panel). Furthermore, because of the non trivial

angular dependence in P
1
2

|| (cf Fig. 4.5), though in PWIA there be a zero at |pmis| ∼ 2fm−1

in parallel kinematics and a minimum at |pmis| ∼ 1.5fm−1 in perpendicular kinematics, the
magnitude of FSI effects is much larger in this last setting. (cf. Fig. 4 of Ref. [79]).

In Fig. 4.5 we present the angular dependence of P
1
2

|| (pmis) for fixed values of the missing
momentum: |pmis| = 1fm−1 (left panel) and |pmis| = 1.8fm−1 (right panel). The choice
|pmis| = 1fm−1 has been inspired by the fact that, as seen from Fig. 4.4, FSI effects are still neg-
ligibly small (at least in the parallel kinematics), whereas |pmis| = 1.8fm−1 corresponds to the
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Figure 4.5: The angular dependence of P
1
2

|| , for two values of the missing momentum. Dashed lines
correspond to the PWIA calculations. Solid lines include FSI effects.

region where the PWIA spectral function has a minimum, hence the FSI effects are maximized. It
can be seen that, at lower missing momenta, FSI effects are small and in the backward hemisphere
they can be safely neglected; at |pmis| = 1.8fm−1 the effects of FSI are considerable, even pre-
dominant, in the whole range of the missing angle. It is worth noting that Figs. 4.4 and 4.5 can
offer hints for choosing the kinematics for both spectator and standard SIDIS, in order to mini-
mize or maximize FSI effects. Let us remind that for the spectator SIDIS, in the first case one can
address the structure functions of bound nucleons, and in the second kinematics the hadronization
mechanism can be probed (see below). As we will see in the next Chapter the standard SIDIS is
experimentally achieved by tagging at least one high momentum meson, and this is exactly the
condition of low |pmis| in the spectator SIDIS.

Let us now briefly discuss the perpendicular components of the spin-dependent spectral func-
tion, see Eqs. (4.32),(4.33) and (4.50). In the Bjorken limit, when q̂ becomes parallel to the
z-axis, that in our analysis is also the target polarization axis, i.e. ẑ||SA, one can clearly see from
Eq. (4.34) that P ŜA

⊥ in PWIA is exactly zero within both the parallel (i.e. p̂N ||SA) and perpen-
dicular (i.e. p̂N ⊥ SA) kinematics, (recall that only the term p̂N (p̂N · SA)B2(|pN |, E) can
contribute to the perpendicular component of the spectral function, since the term proportional to
SAB1(|pN |, E) can contribute only to the parallel one). 9. But in presence of FSI, the spectral
function depends also upon the vector q (cf below Eq. (4.40)), so that in Eq. (4.34) terms propor-
tional to q must be included. In particular, a term like∼ p̂N (q · SA) will contribute in the perpen-
dicular kinematics, causing P ŜA

⊥ to be different from zero. Therefore a nonzero value of P ŜA
1(2)⊥,

in the perpendicular kinematics, undoubtedly points to FSI effects. Such a qualitative result can
be obtained in a more rigorous way by closely inspecting Eq. (4.35), and investigating the depen-
dence upon both φmis and θmis. It can be seen that the dependence upon φmis is determined by
Mρ−M̃ρ = λ′−λ. This means that the parallel spectral function does not depend at all upon φmis,

9One should not confuse the perpendicular and parallel kinematics, which refer to the direction of nucleon mo-
mentum pN with the parallel and perpendicular components of the spectral function, which refer to the direction of the
vector P ŜA



70 The 3He distorted spectral function

Figure 4.6: The x-component of the spin-dependent spectral function, relevant for a spectator SiDIS with
a deuteron in the final state. Left panel: P

1
2
x (pmis) vs |p|mis, in perpendicular kinematics, θmis = 90o, for

two values of φmis, 180o (solid line) and 90o (dashed line). Within such a kinematics the PWIA spectral
function is exactly zero, so that the P

1
2
x (pmis) is entirely due to the FSI effects. Right panel: angular

dependence of P
1
2
x (pmis) for two values of the missing momentum, |pmis| = 0.5fm−1 (crossed lines) and

|pmis| = 1.8fm−1. Dashed lines: PWIA. Solid lines: FSI effects are taken into account. Notice that, for
a convenient presentation, the results corresponding to |pmis| = 0.5fm−1 have been rescaled by a factor
2 · 10−2.

while the φmis dependence of the perpendicular spectral function will be P ŜA
1(2)⊥ ∼ exp(±iφmis).

Moreover, the presence of the term ∼ YLρMρ(p̂N )Y∗L̃ρM̃ρ
(p̂N ) demonstrates that P ŜA

1(2)⊥ iden-

tically vanish at θmis = 0, π/2, π in PWIA, since Mρ − M̃ρ = ±1. As well-known, the two
spherical harmonics can be expanded on terms like 〈LρMρL̃ρ − M̃ρ|L ± 1〉YL±1(p̂N ) that van-
ish for θmis = 0, π. For θmis = π/2 the argument is less direct. The two spherical harmonics
are different from zero only if L̃ρ + M̃ρ and Lρ + Mρ are both even, but L̃ρ + Lρ is even and
M̃ρ + Mρ is odd. When the FSI effects are taken in to account, the previous product is replaced
with

∫
dρ⊥....JM(|pmis⊥|ρ⊥) ·

∫
dρ̃⊥....JM′(|pmis⊥|ρ̃⊥), where JM(M′) are the cylindrical

Bessel functions and one has stillM−M′ = ±1. It is clear that, in the parallel kinematics (i.e.
pmis⊥ = 0), at most only one Bessel function cannot vanish (JM(0) 6= 0 only forM = 0) and
therefore P ŜA

⊥ is zero even in presence of FSI for pmis⊥ = 0.

One should notice that for the spherical components one has P ŜA
1⊥ =

[
P ŜA

2⊥

]∗
, see Eq.

(4.32), but for numerical analysis it is more convenient to deal with real quantities, e.g. with the
Cartesian components P ŜA

x and P ŜA
y , see Eq. (4.33). Since P ŜA

y (φmis) = −P ŜA
x (π/2 + φmis),

it is sufficient to analyze only one component, say P ŜA
x . In the left panel of Fig. 4.6, the Bjorken

limit of P
1
2
x (φmis) is shown as a function of |pmis|, in the perpendicular kinematics and two

values of φmis. It can be seen that P
1
2
x , in comparison with P

1
2

|| (Fig. 6), is negligibly small,
and in the perpendicular kinematics is entirely governed by FSI. In the right panel of Fig. 4.6, the

angular dependence of P
1
2
x , both without and with FSI effects, is presented for two values of

missing momentum. As already mentioned, the PWIA calculations vanish at θmis = 0, π/2, π.

Moreover, it is seen that the x-component is much smaller then the parallel P
1
2

|| in the whole range
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of θmis. Finally, from Fig. 4.6, one could get the impression that, at θmis = 90o the x-component
of the spin-dependent spectral functions vanishes both without and with FSI effects. This is

because of the adopted linear scale of the figure. Actually, while in PWIA P
1
2
x is exactly zero, the

calculations with FSI show that P
1
2
x (θmis = 90o) ∼ 10−3.

The results we have shown are preparatory to better understand how and if the FSI play sizable
role in the extraction of the neutron SSA. To summarize, we introduced a novel nuclear distribu-
tion function for investigating the semi inclusive deep-inelastic scattering of polarized leptons by
a polarized A = 3 nucleus. Such a spin-dependent spectral function has been evaluated by using
the three body wave function [55] corresponding to a realistic AV18 NN interaction [78]. Our cal-
culation should make more reliable the extraction information on a bond nucleon, with an aim of
providing a refined treatment of a polarized 3He target, that represents an effective neutron target
and plays a fundamental role for obtaining neutron single spin asymmetries and consequently ob-
servables like transitivity, and Sivers functions, i.e. the main physical motivations of forthcoming
experiments with a transversely polarized 3He target [58].

A quick look on the extraction method used until now [57] will be presented in the next Chap-
ter.





Chapter 5

The neutron single spin asymmetries by
a polarized 3He target

In this Chapter, the distorted spectral function formalism, previously described, will be applied
for a first evaluation of the effects of the FSI in the extraction procedure nowadays used [47] in
order to get the neutron SSAs from the one measured on a polarized 3He target. Then, a relativistic
extension of the description of the spectral function in PWIA will be presented, with the first results
of the relativistic corrections on the effective polarizations of the nucleon in the 3He nucleus. The
corresponding results, have been also illustrated in Ref.[87, 88, 90, 91, 89].

5.1 Polarized 3He nucleus and neutron properties

A polarized 3He nucleus at a 90% level is equivalent to a polarized neutron: in a polarized 3He,
the total spin of the proton pair is basically zero, so that the neutron spin is mainly directed along
the target polarization. Let us remind that the ground state wave function of 3He consist of the
superposition of S(88.2%), S’(1.4%) and D(9.8%) states. In PWIA, to disentangle the nucleon
structure from the dynamical nuclear effects, one can use the spin-dependent spectral function of
4.34, (see, e.g. [63]) that allows one to calculate the probability distribution to find a nucleon
with given missing energy, three-momentum and polarization inside the nucleus. With this for-
malism, one can safely extract [62] the neutron longitudinal asymmetry from the corresponding
3He observable, Aexp3 , obtained from the reaction 3

→
He(

→
e , e′)X in DIS regime, viz

An '
(
Aexp3 − 2ppfpA

exp
p

)
/(pnfn) , (5.1)

where pn(p) is the neutron (proton) effective polarization inside the polarized 3He, and fp(n)(x, z) =∑
q e

2
qf

q,p(n)
1 (x)Dq,h

1 (z) /
∑

N=p,n

∑
q e

2
qf

q,N
1 (x)Dq,h

1 (z), the dilution factor.
Realistic values of pn and pp are: pp = −0.023, pn = 0.878 (see, e.g., [62, 57]). In [57], an anal-
ogous approach was applied to the SSAs of a transversely polarized 3

→
He target (namely Collins

and Sivers asymmetries), obtained from the process 3
→
He(e, e′π)X , in order to extract the SSAs

of a transversely polarized neutron. In PWIA and in the Bjorken limit, the SSAs of 3
→
He are a con-
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volution of OŜA
λ′λ(pN , E), and the nucleon SSAs, that in turn are convolutions of suitable TMDs

and fragmentation functions, that describe the hadronization of the hit quark. This approach has
been used in combination with a Monte Carlo code reproducing the experimental conditions and
the proper kinematics of [58]: a MC C++ program that simulates the detector responses (in a box
like way) to generate the phase space and the particle rates of experiment described in Chapter 3.
In some details, the MC calculates all the kinematical relevant variables fulfilling all the 4-momenta
conservation and calculates cross sections (for the DIS and SIDIS polarized and unpolarized cases)
and rates, for the considered kinematical range and for a specific detected hadron, using the avail-
able models and parametrization of distribution functions and fragmentation functions. (for more
details on the MC see the first of [58]). In Fig.5.1 the nuclear structure effects, based on the pre-
vious assumptions are illustrated for a particular choice of the relevant experimental kinematical
variables.

The phase space of the scattered electrons and the produced hadrons is used as input for the
asymmetry extraction. Together with the free neutron asymmetries for both Collins and Sivers
cases. A calculation gives the following quantities

Āin '
1

fn
Aexp,i3 , (5.2)

where Aexp,i3 is the result of the full calculation described in [57] and simulating data; fn is the
neutron dilution factor. Equation (5.2) represents the ideal case in which 3He is a system of free
nucleons in a pure S wave. Clearly, it can be obtained from Eq. (5.1) by imposing pn = 1 and
pp = 0. The second calculation is obtained from Eq.(5.1). From this result we learn that it is
not sufficient to describe the 3He system as a nucleus pure S wave state and that, neglecting FSI
and relativistic effects a relative systematic error not greater than 7% is expected. But, reminding
that due to high luminosity the expected statistical error in the future experiments will be order a
percent, a further investigation of the neglected effects should be addressed.

5.2 The distorted spin-dependent spectral function and the neutron
SSAs extraction

In order to carefully investigate the validity of the extraction method previously outlined, one
has to release some of the assumptions which has been proven to be reasonable in the case of
DIS (namely, in the nowadays adopted neutron single spin asymmetry extraction scheme FSI has
been disregarded, but it is not obvious that nuclear FSI effects are negligible in SIDIS processes).
Mostly the FSIs play a big role in the transverse TMDs, therefore it is crucial to carefully disentan-
gle the contribution of the nucleonic FSI from that which can be eventually came from the nuclear
FSI interaction, which in PWIA is assumed negligible small.
The key quantity to introduce the FSI effects is the distorted spin-dependent spectral function,
whose relevant part in the evaluation of SSAs is:
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Figure 5.1: The neutron Collins (upper panel) and Sivers (lower panel) SSAs for the production of π−

vs xBj , for z = 0.450 ± 0.001 and Ph⊥ = 0.400 GeV/c, with electron beam energy of 11 GeV. Red
squares: neutron input model An [57]. Green triangles: Afulln extracted from Eq. (5.1). Black dots:
Aapproxn ' 1

fn
Aexp,i3 .
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PPWIA(FSI)
|| = OIA(FSI)

1
2

1
2

−OIA(FSI)

− 1
2
− 1

2

(5.3)

with:

OIAλλ′(~p,E) =
∑∫

dε∗A−1 ρ
(
ε∗A−1

)
〈SA,PA|Φε∗A−1

, λ′, ~p〉 ×

〈Φε∗A−1
, λ, ~p|SA,PA〉 δ

(
E −BA − ε∗A−1

)
, (5.4)

when the PWIA framework is adopted and

OFSIλλ′ (~p,E) =
∑∫

dε∗A−1 ρ
(
ε∗A−1

)
〈SA,PA|(ŜGl){Φε∗A−1

, λ′, ~p}〉 ×

〈(ŜGl){Φε∗A−1
, λ, ~p}|SA,PA〉 δ

(
E −BA − ε∗A−1

)
, (5.5)

when the FSI effects are taken into account as illustrated in the previous Chapter (cf the overlap
functions in Eq. (4.9)). Let us recall that in the non relativistic limit P ŜA≡ẑ|| = P ŜA≡ŷ⊥ , therefore
neglecting relativistic effects, the SF entering in the case of longitudinal and transverse polariza-
tion of the target (with respect to the virtual photon direction q̂ ≡ ẑ) are the same.
Let us recall that in Eqs. (5.4) and (5.5) ρ

(
ε∗A−1

)
is the proper density of the (A − 1)-system

states (which in this case it is not the deuteron) with intrinsic energy ε∗A−1 (namely, (4.5)), and
|SA,PA〉 is the ground state of the A-nucleons nucleus with polarization SA, and quantity ŜGl is
the Glauber operator (4.40).
It occurs that PPWIA

|| and PFSI|| can be very different, but the relevant observables for the SSAs
involve integrals, dominated by the low momentum region, where the FSI effects on P|| are mini-
mized and the spectral function is large [79]. As a consequence the effective nucleon polarizations
that enter the factorized expression in Eq. (5.1) change from pp = −0.023, pn = 0.878 to new
quantities that we evaluated to amount to pFSIp = −0.027, pFSIn = 0.756, this values have been
calculated from

pFSIp(n) =

∫
dεS

∫
dp Tr[SHe · σ P p(n)

FSI (~p,E, SHe)] , (5.6)

with P p(n)
FSI (~p,E, SHe) the distorted spin-dependent spectral function, defined in terms of the over-

laps of Eq. (5.5) [87]. Then pp(n) with and without the FSI differ by 10-15% . As to the SSAs
extraction, one has to consider the effects of the FSI also in the dilution factor

fFSIn,(p)(x, z) =

∑
q
e2
qf

q,n(p)
1 (x)Dq,h

1 (z)

〈Nn〉FSI
∑
q
e2
qf

q,n
1 (x)Dq,h

1 (z) + 2〈Np〉FSI
∑
q
e2
qf

q,p
1 (x)Dq,h

1 (z)
.

(5.7)

with 〈Nn,(p)〉FSI =
∫
dεS

∫
dk̃ Tr[Pp(n)

FSI (k̃, εS , SHe)]/2 (〈Nn,(p)〉FSI should be considered an

effective number and could be less than one), f q,n(p)
1 (x) the partonic unpolarized distribution
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Table 5.1: Preliminary results on the effect of FSI on the products pnfn and ppfp in a relevant kinematics
for the planned Hall A experiment described in Chapter 3. The upper Table shows the results for the case
of PWIA, the lover one shows the results for the case in which FSI is considered.

1) PWIA: pn= 0.878, pp= -0.023, θe = 30o, θπ = 14o, z = 0.45

Ebeam, xBj ν pπ fn(x, z) pn fn fp(x, z) pp fp
GeV GeV GeV/c
8.8 0.21 7.55 3.40 0.304 0.266 0.348 -8.410−3

8.8 0.29 7.15 3.19 0.286 0.251 0.357 -8.510−3

8.8 0.48 6.36 2.77 0.257 0.225 0.372 -8.910−3

11 0.21 9.68 4.29 0.302 0.265 0.349 -8.310−3

11 0.29 9.28 4.11 0.285 0.250 0.357 -8.510−3

2) FSI: pn= 0.756, pp= -0.027, 〈σeff 〉 = 71 mb, z = 0.45

Ebeam, xBj ν pπ fn(x, z) pn fn fp(x, z) pp fp
GeV GeV GeV/c
8.8 0.21 7.55 3.40 0.353 0.267 0.405 -1.110−2

8.8 0.29 7.15 3.19 0.332 0.251 0.415 -1.110−2

8.8 0.48 6.36 2.77 0.298 0.225 0.432 -1.210−2

11 0.21 9.68 4.29 0.351 0.266 0.405 -1.100−2

11 0.29 9.28 4.11 0.331 0.250 0.415 -1.110−2

function and Dq,h
1 (z) the unpolarized fragmentation function [57].

As shown in Tab. 5.1, FSI can sizably modify the overlaps given in Eq. (4.9), with respect to
the PWIA values. But, even if there is a rather sizable change of the net polarization and of the
dilution factors in Eq. (5.1) due to the presence of FSI, fortunately their product (pnfn and ppfp)
does not (see Tab. 5.1). Therefore the extraction procedure, appear to be safe:

An '
1

pFSIn fFSIn

(
Aexp3 − 2pFSIp fFSIp Aexpp

)
' 1

pnfn

(
Aexp3 − 2ppfp A

exp
p

)
(5.8)

5.3 Relativistic description of the spectral function

In the phenomenological framework adopted in [57] and also in Fig. 5.1, the calculation are per-
formed using a non relativistic approach for the spectral function, but adopting the Bjorken limit
for what pertains the kinematics. However, since for JLab at 12 GeV one has to deal with a drastic
reduction of the statistical uncertainties, also the role played by relativity has to be investigated.
To study the effect of the relativistic corrections in the experimental kinematics of [58] the Rela-
tivistic Hamiltonian Dynamics (RHD) introduced by Dirac in Ref.[71] has been adopted in combi-
nation with the Bakamijan - Thomas construction of the Poincaré generators [73]. This approach
leads to a description of a SIDIS process on 3He which: i) is fully Poincaré covariant; ii) has a
fixed number of on-mass-shell constituents; iii) allows one to decompose the wave function as in
the non relativistic case. Among the three possible forms of RHD the Light Front one has been
adopted due to the following advantages: i) it has seven kinematical generators: three LF boosts,
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Table 5.2: Proton and neutron effective polarizations within the non relativistic appproach (NR) and pre-
liminary results within the light-front relativistic dynamics approach (LF). First line : longitudinal effective
polarizations; second line : transverse effective polarizations (errors are on the last digit).

protonNR protonLF neutronNR neutronLF∫
dEd

→
p Tr(Pσz)~SA=ẑ -0.02263 -0.02231 0.87805 0.87248∫

dEd
→
p Tr(Pσy)~SA=ŷ -0.02263 -0.02268 0.87805 0.87494

three component of the LF momentum P̃ ≡ {P+,P⊥} and the rotation around the z axis; ii)
the separation of the intrinsic motion from that of the center of mass is achieved as in the non
relativistic case; iii) P+ > 0 leads to a meaningful Fock expansion, in presence of massive boson
exchange; iv) there is no square root in the operator P− propagating the state in the LF time;
v) the IMF description of DIS or SIDIS is easily included. On the other hand the LF rotations
are dynamical. The key quantity to consider in SIDIS processes is the LF relativistic spectral
function, Pτσ′σ(κ̃, εS , SHe), with κ̃ an intrinsic nucleon momentum and εS the energy of the two-
nucleon spectator system, σ′σ are the nucleon spin projections and τ the isospin of the produced
pseudo-scalar meson. In PWIA the LF hadronic tensor for the 3He nucleus is:

Wµν(Q2, xB, z, τhf , ĥ, SHe) ∝
∑
σ,σ′

∑
τhf

∫∑ εmaxS

εminS

dεS

∫ (MX−MS)2

M2
N

dM2
f

∫ ξup

ξlo

dξ

(2π)3
×

1

ξ2(1− ξ)

∫ Pmax⊥

Pmin⊥

dP⊥
sinθ

(P+ + q+ − h+) wµνσσ′
(
q̃, τhf , h̃, P̃

)
Pτhfσ′σ (k̃, εS , SHe) . (5.9)

where z = PHe · h/(PHe · q), q̃ is the virtual photon momentum, h̃ the detected pion momentum,
Mf the mass of the remnant (X’, see Fig.4.1), ξ = p+/P+

He, θ is the angle between p⊥ and

(q⊥ − h⊥), wµνσσ′,τ
(
q̃, τh, h̃, p̃

)
the nucleon hadronic tensor, with h̃ the LF momentum of the

produced pseudo-scalar meson.
The LF nuclear spectral function is defined as

Pτσ′σ(k̃, εS , SHe) ∝
∑
σ1σ′1

D
1
2 [R†M (k̃)]σ′σ′1 S

τ
σ′1σ1

(k̃, εS , SHe)D
1
2 [RM (k̃)]σ1σ , (5.10)

with D
1
2 [RM (k̃)] = m+ k+ − ıσ · (ẑ × k⊥)/

√
(m+ k+)2 + |k⊥|2 the unitary Melosh Rota-

tions.
The instant-form spectral function (disregarding FSI) Sτσ′1σ1(p, εS , SHe)

10 can be given in terms
of three independent functions, B0, B1, B2, where the function B0 yields the usual unpolarized
spectral function, while the B1 and B2 describe the spin structure of the nucleus in terms of the
constituent nucleons. Following the notation used in [74], one has

Sτσ′1σ1(k̃, εS , SHe) =
[
Bτ

0,SHe
(|k|, E) + σ · f τSHe(k, E)

]
σ′1σ1

, (5.11)

10Sτσ′
1σ1

is a matrix element of a 2×2 matrix and it is equivalent, but in a different notation, toOŜA
λ′λ(pN , E) defined

in Eq.4.9, where σ1 ≡ λ.
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where

f τSHe(k, E) = SA B
τ
1,SHe

(|k|, E) + k̂ (k̂ · SA) Bτ
2,SHe

(|k|, E) . (5.12)

is the (4.34) in which P ŜA ≡ f τSHe .
Within the above described framework, preliminary results, shown in Tab. 5.2, seem suggest that
the LF longitudinal and transverse polarizations, within PWIA, weakly differ and then the extrac-
tion procedure in the Bjorken limit works in the LF framework as it does in the non relativistic
one.

5.4 Comments and improvements

To summarize what we have understood from the comparisons presented in this Chapter, one can
list:

i) the procedure used to extract the neutron SSAs from that of the 3He seems to be still solid
even if the FSI effects are included using a Glauber extended eikonal approximation (in this
framework relativistic effects have been disregarded),

ii) including the relativistic effects (but disregarding FSI) does change weakly the effective po-
larization of the nucleons in the 3He, but the procedure till now adopted seems to be reliably
consistent even for the 12 GeV data, where the Bjorken limit is expected to be reasonably
fulfilled.

However, let us emphasize that the statistical uncertainty in the planned measurements [58] is
expected to be of the order of a percent, and therefore, to carefully evaluate the systematic uncer-
tainties due to the nuclear effects, at least two improvements should be needed: i) the extraction
procedure should be tested in combination with the Monte Carlo generator used in 5.1, (notice that
the MC code has as an input the distorted spectral function, to be evaluated in a rather wide range
of its variables, and this requests a sizable amount of computing resources); ii) the Generalized
Eikonal Approximation framework, where FSI are presently evaluated, should be integrated in
the Light-Front description of the spectral function, namely both relativistic effects and final state
interaction have to be merged in the same framework.





Chapter 6

Tracks filtering and fitting algorithms in
high luminosity experiments

As it has been underlined in the previous Chapters, in order to extract the neutron SSAs (and
subsequently in order to obtain a sound flavor separation of the nucleon TMDs) two ingredients
at least are needed at the same time: i) a strong knowledge of the 3He nuclear structure, in order
to set up a solid framework to extract the neutron information; ii) the possibility to work at the
luminosity frontiers, in order to reduce the statistical uncertainties in a wide kinematical range.
To dealing with the second issue not only a strong knowledge of the hardware tracking apparatus
is needed but also a fast and efficient tracking algorithms able to associate and filter the particle
hits are mandatory. A modular appoach has been developed to get rid of the tracking issues. The
approach include a Monte Carlo simulation, a hit association based on Neural Network and a
precise track fitting and filtering based on Kalman method; this latter part has been carried on
for this thesis. Details on the definition, development and implementation of the neutral network
and the integration with the kalman method has described in [92]. In order to maintain a logic
chain, firstly the typical events rate expected in the planned JLab Hall A experiments will be
described, the main results on track association obtained in [92] will be sketched and then the
results concerning tracks filtering and fitting will be presented.

6.1 Expected event rate at JLab12 Hall A experiments

The typical expected event rate in Hall A SBS spectrometer is 20 KHz for the signal events and
400 KHz of background. In the following a GEANT4 [93] simulations of typical signal and back-
ground events are shown. In Fig.6.1 it can be seen that the charge rise of simulated signals is
correlated with the trigger start, whereas the charge rise of the background it is not. It is impor-
tant to recall that the GEM readouts consist of two perpendicular x/y strips planes; the timing
coincidence also with the charge x/y correlation of the signals yields a first hardware method to
discriminate and reduce the background. But, since the passage of a charged particle typically
release a charge deposit in three adjacent strips (in both x and y), it is easy to see that, differently
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Figure 6.1: The figure shows the typical charge signal shape yields by the electronics when a particle pass
through GEM chambers. In the left panel background tracks are shown, in the right panel signal (on the
top) and signal plus background tracks are shown.

from a pixel readout plane, in the strip case one has a combinatorial configuration which lead to
a high number of fake "ghost" hits growing with the chambers occupancy. Giving the assumed
rates and assuming that half of the "ghost" hits can be eliminated using time and charge correlation
informations, the typical expected occupancy, in an area of 10 cm2, is:

i) 1 signal (hadron) track from interaction vertex,

ii) 1 charged background particle,

iii) 1 background photon per plane,

iv) about 100 ghost hits per plane.

Since the GEANT4 simulated data do not contain (for the moment) the ghost hits, this typical
rate configuration has been simulated considering six 40 × 50 cm2 GEM chamber with a spatial
x/y resolution of 100µm and typically taking a 10 cm2 box around the center of the first GEM
plane11. It is important to underline that this data set contains spatial resolution effects only and

11Let us emphasize that the ghosts rate must be calculated considering the hits in all the GEM surface and then the
10 cm2 surface can be selected. Doing this one obtains the above described occupancy.
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not multiple scattering effects. The magnetic field in the chambers plane region is assumed to be
zero. The results of this simulation have been used to test the associative neural network developed
in [92], in the following the main results will be summarized for completeness.

6.2 Association of the hits with neural network

Several methods have been proposed during the time to solve the problem of particle track associ-
ation, and for a complete and exhaustive review we refer to [94]. The possibility to use Hopfield-
like neural networks to solve the track association problem in High Energy Physics has been
firstly demonstrated in [95, 96]. In the following the results obtained using the above described
hits configuration in combination with a neural network defined within the framework of Mean
Field Theory (MFT) developed and implemented in [92] will be quickly outlined.
The essential feature of the neural network in MFT are the following:

i) bi-dimensional Sij neurons correspond to connection between two hits (1 if connection is on,
0 if it is off),

ii) in general a particular energy function subtend the properties of the neurons and has to be
minimized in order to obtain the correct associative configuration,

iii) within the MFT approximation the neurons assume continuous value Vij between 0 and 1,
and it is possible to have an analytic recursive equation for the network updating.

Since the neurons are bi-dimensional, they are usually connected by synaptic weights Tijkl, which
represent correlation between neurons. The typical general energy function form is

E(~S) = −1

2

∑
ijkl

TijklVijVkl, (6.1)

and the neurons recursive updating equation is

Vij =
1

2

[
1 + tanh

(
− ∂E

∂Vij

1

T

)]
. (6.2)

The correct associative solution is assumed when the recursive equation reaches a fixed point
solution.
Starting from the outlined theory, a particular energy function has been defined, implemented in
and tested in [92] using the above described generated data.

The obtained efficiency (a track is assumed to be correctly associated if at least four consec-
utive connections are correctly associated) is of 97 % for the case of 100 ghost hits. We refer to
[92] for more details on the network definition and implementation.

As already mentioned, the full problem of tracking in particle physics consists in two parts:
i) association of the hits; ii) reduce as much as possible the errors (due to detector noise) in the
hits position. Therefore, if we assume the association of the hits achieved by the neural network,
we have at disposal a number of associated experimental measurement (in subsequent chambers
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planes); for each of this, doing the charge centroid in both x and y strips coordinate, one obtains the
position of the charge particle, but the coordinates are affected by resolution and multiple coulomb
scattering effects. In order to reduce those errors one has to approach to so called Linear inverse
problems (described in the following section): applied in the specific case of tracks filtering in
particle physics, this means that one has to define a liner model describing the propagation of a
true track (described by the vector y) trough a detector and to use a stochastic model describing
the noise of the detector in order to subtract this to the measured coordinate described by the vector
x (i.e. maximizing the posterior probability).

6.3 Linear inverse problems

An inverse problem is a problem in which observed measurements must be converted into infor-
mations about the physical quantities one is interested in. If the relation between the measured
and the physical quantities is linear, we are talking about linear inverse problem. It is important to
point out that, even in the case of linear equations, in the real world any measurement is affected by
several source of uncertainties, so the linear relation becomes stochastic to take into account those
uncertainties. Therefore, it seems natural to treat these problems within a probabilistic framework,
namely the so called Maximum A Posteriori (MAP) formulation (i.e. see [97, 98, 99]), instead of
algebraic only (common in most books [100]). With this aim, for the moment, we restrict ourself
to linear models in the parameter space and Gaussian distributed stochastic processes.
The measured quantities y are connected to the physical ones x by the equation

y = Ĉx + n (6.3)

where y ∈ RN , Ĉ ∈ RN×M , x ∈ RM and n ∈ RN . The stochastic part is due to n, that originates
from a Gaussian distribution with covariance matrix Γ̂ and mean 0, for sake of simplicity.
From this assumptions, it is easy to find the probability distributions of the measurements condi-
tioned to the physical quantities, called Likelihood function

p(y|x) = p(n = y − Ĉx) =

1

(2π)
N
2

√
det Γ̂

exp

[
−1

2
(y − Ĉx)TΓ̂−1(y − Ĉx)

]
(6.4)

and we denote the non-constant part of the exponent with the function

E(x; y) = (y − Ĉx)TΓ̂−1(y − Ĉx). (6.5)

In the special case of identical and scorrelated Gaussian processes, the covariance matrix reduce
to a multiple of the unity Γ̂ = R2̂I, where R2 is the variance of the processes. Keeping in mind
the summary of joint probability properties given in Appendix B, it is easy to recognize that the
joint probability of x and y is proportional to the likelihood and exactly

p(x,y) = p(y|x)p(x). (6.6)
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Then to reconstruct the whole information we need to know (or to assign) the a priori probability
distribution of the x. The easiest case is the one in which p(x) is a constant, but for the moment we
assume the less easy (but analytically solvable) case of a multivariate Gaussian prior distribution
with covariance (symmetric) matrix P̂ and mean x̄

p(x) ∝ exp

[
−1

2
S(x)

]
, (6.7)

where

S(x) = (x− x̄)TP̂−1(x− x̄). (6.8)

At this stage we can write the posterior probability density

p(x|y) ∝ exp

{
−1

2
[E(x; y) + S(x)]

}
(6.9)

where a normalization factor is disregarded. It will be useful to rewrite the argument of the expo-
nent as an explicit quadratic form with respect to x

E(x; y) + S(x) = (y − Ĉx)TΓ̂−1(y − Ĉx) + (x− x̄)TP̂−1(x− x̄)

= xT(ĈTΓ̂−1Ĉ + P̂−1)x− (yTΓ̂−1Ĉ + x̄TP̂−1)x+

− xT(ĈTΓ̂−1y + P̂−1x̄) + (yTΓ̂−1y + x̄TP̂−1x̄)

(6.10)

and it is possible to complete the square by using the identity

Q(x) = xTĤx− gTx− xTg + Q0 =

(x− Ĥ−1g)TĤ(x− Ĥ−1g) + (Q0 − gTĤ−1g) (6.11)

where the matrix Ĥ is symmetric and non singular, g is a vector and Q0 is a scalar. One obtains

E(x; y) + S(x) = (x− x̃)T(ĈTΓ̂−1Ĉ + P̂−1)(x− x̃)+

+
(
yTΓ̂−1y + x̄TP̂x̄− x̃T(ĈTΓ̂−1Ĉ + P̂−1)−1x̃

) (6.12)

where

x̃ =
[
ĈTΓ̂−1Ĉ + P̂−1

]−1
(ĈTΓ̂−1y + P̂−1x̄). (6.13)

Considering the general expression of a quadratic form such as (6.11) in terms of components one
can find the stationary point:

∂Q

∂xi
= 2

∑
j

hijxj − 2gi = 0 (6.14)

which in the specific case corresponds to x̃, where hij is the generic element of Ĥ.
Therefore, if ĈTΓ̂−1Ĉ + P̂−1 is an invertible matrix, by solving the system of equations[

ĈTΓ̂−1Ĉ + P̂−1
]

x̃ = (ĈTΓ̂−1y + P̂−1x̄) (6.15)
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one obtains the maximum solution x̃. The covariance of the posterior probability density turns to
be

P̃ = (ĈTΓ̂−1Ĉ + P̂−1)−1 (6.16)

and it is easy to realize that one can recover the well known maximum likelihood method simply
putting P̂−1 = 0, or in other words choosing a uniform prior distribution for S .

6.3.1 The recursive problem

In real situations, the data vector y is updated during the time, therefore can be useful to obtain a
recursive form for the solution that allows to avoid the need to recalculate the matrices for every
new data. For the moment we assumed that only new data are collected, while the state vector of
the physical system x is constant in time, this situation is known as the solution of recursive least
square problem. At any time the k datum is related to the physical system through the relation

yk = Ĉkx + nk (6.17)

By what we learned in above, it is natural to use the recursive form of the Bayes theorem in the
following way

i) for the datum yk we can calculate the following quantities

P̃ = (P̂−1 + ĈTΓ̂−1Ĉ)−1 (6.18)

x̃ = P̃(ĈTΓ̂−1y + P̂−1x̄) (6.19)

ii) we use the posterior probability as a prior for the datum k+1, so x̄k+1 = x̃k and P̂k+1 = P̃k;

iii) do this for all the subsequent data, using the obtained posterior as new prior.

The advantage of this procedure is obvious, at any new stage we have a better knowledge of the
posterior probability density one has to converge to. One difficulty still remains: a sufficient
computational power is needed to perform the inversion of matrices.
To avoid in part this problem it is useful to rearrange the (6.18) by using the Woodbury formula
(A−BD−1C)−1 = A−1 + A−1B(D−CA−1B)−1CA−1:

P̃k = P̂k − P̂kĈ
T
k

(
Γ̂k + ĈkP̂kĈ

T
k

)−1
ĈkP̂k (6.20)

where now only one matrix has to be inverted.
The updated formula for the x, after taking into account (6.18), then becomes:

x̃ = P̃(P̂−1x̄ + ĈTΓ̂−1y)

= x̄k + P̃kĈ
T
k Γ̂−1

k (yk − Ĉkx̄)

= x̄k + K̂k(yk − Ĉkx̄)

(6.21)

where K̂k = P̃kĈ
T
k Γ̂−1

k is called Gain matrix.
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6.4 Kalman Filter

Up to now we assumed that the physical system x is non-evolving. But, most of the times one
has to deal with data related to systems that evolve following deterministic laws (such as a body
falling) or more generally deterministic-stochastic laws (such as the air viscosity during the fall).
If one is able to describe the evolution of the state vector with a linear system (as suggested by
Kalman in 1960 [101]), the gained information can be used to solve a time dependent linear inverse
problem. Let us consider discrete time steps, that is usually the case in numerically solvable
problems, the evolution equation of the physical system is described by an inhomogeneous linear
transformation of the form

xk+1 = Φ̂kxk + bk + ek (6.22)

where Φ̂k is the time evolution operator between two following time steps, bk is a know vector
and ek is a vector that takes into account the information about non stochastic physical processes;
from now on, we assume it belongs to zero-mean Gaussian processes with covariance matrix Ŝk.
At each time step, we measure the data related to the physical system by the usual relation

yk = Ĉkxk + nk (6.23)

where nk is the noise with covariance matrix Γ̂k. We now go through the first steps to clarify how
this model works. Using what derived in the above section, from the relation (6.23) we derive the
state vector x1 knowing the measurement at time k = 1; now we can consider the time evolved
state

x2 = Φ̂1x1 + b1 + e1 (6.24)

where all the probability density at time t = 1 are Gaussian. Therefore, also the x2 at time t = 2

is Gaussian distributed, with mean

E[x2] = Φ̂1 · E[x1] + b1 (6.25)

and covariance

E[(x2 − E[x2])(x2 − E[x2])T] = E[(Φ̂1(x1 − E[x1]) + e1)(Φ̂1(x1 − E[x1]) + e1)T]

= Φ̂1E[(x1 − E[x1])(x1 − E[x1])T]Φ̂T
1 + E[e1e

T
1 ]

(6.26)

The evolution equation gives us the prior information on x2 before measuring y2. Therefore we
have

x̄2 = Φ̂1x̃1 + b1 (6.27)

P̂2 = Φ̂1P̃1Φ̂
T
1 + Ŝ1 (6.28)

where x̄2 is the Kalman predicted state. It is easy to understand the recursive generalization of
this procedure.
To summarize, before measuring the datum yk, our state of knowledge of the system is given by
x̄k and by the covariance matrix P̂k; and after the datum yk is measured, one can update the
information calculating:
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i) The covariance matrix of the posterior probability of xk

P̃k = P̂k − P̂kĈ
T
k (Γ̂k + ĈkP̂kĈ

T
k )−1ĈkP̂k (6.29)

ii) The Kalman gain matrix

K̂k = P̃kĈ
T
k Γ̂−1

k (6.30)

iii) The Kalman filtered state (the mean of the posterior probability)

x̃k = x̄k + K̂k(yk − Ĉkx̄k) (6.31)

iv) The covariance matrix of the prior probability of xk+1

P̂k+1 = Φ̂kP̃kΦ̂
T
k + Ŝk (6.32)

v) The mean of the prior probability for the state k + 1

x̄k+1 = Φ̂kx̃k + bk (6.33)

We remark that, as in the case of least square estimation, the first two steps may be reversed as (in
this way the computation is faster because of the presence of one inversion only)

i) The Kalman gain matrix

K̂k = P̂kĈ
T
k (Γ̂k + ĈkP̂kĈ

T
k )−1 (6.34)

ii) The covariance matrix of the posterior probability of xk

P̃k = (1− K̂kĈk)P̂k (6.35)

6.5 The smoothing procedure

Until now, we have characterized the problem of finding and tracking the true dynamics of a linear
physical system by using a succession of measurements. But, from the recursive nature of the
problem, it is clear that the information on a new step can be used not only to infer the next one,
but also to refine the knowledge about a certain point in the past of the trajectory space. This
reverse procedure is called smoothing [99]. Firstly we define the so called auxiliary matrix:

Â = P̂kΦ̂
T
k P̂−1

k+1 (6.36)

In order clarify the meaning of this, by using equation 6.14, we find that essentially it is the back
propagation matrix,

Â = P̂kΦ̂
T
k [(Φ̂T

k )−1P̂−1
k Φ̂−1

k ] = Φ̂−1
k (6.37)
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Figure 6.2: Prediction and filter step of the Kalman filter. The propagation proceeds in the z direction,
while the x coordinate is measured. mk is yk and qk is xk in the text. (After ref. [94]).

if we do not have any active process described by ek (for instance the multiple scattering in the
case of tracking in HEP).
Therefore, the smoothing equations can be written as:

xSk = x̃k + Âk(x
S
k+1 − x̄k+1) (6.38)

PS
k = P̃k − Âk(P̂k+1 −PS

k+1)ÂT
k (6.39)

where with the superscript S we indicate the smoothed state vector and the initial conditions will
be xSk+1 = x̃k+1 and PS

k+1 = P̃k+1, being k + 1 the last tracked element.
It is then clear that the choice to proceed in the forward or backward direction is related to the
particular problem, and therefore, one method can be used as cross check for the other.

6.6 Tracking in particle physics

In the context of particle physics the Kalman algorithm is widely used to describe and reconstruct
the particles propagation inside the tracking detectors. Let us consider a detector made of rectan-
gular parallel planes of detection in which a crossing particle gives rise to a signal that must be
used to obtain the physical trajectory of any particle.
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For this purpose, we consider the relation (6.5) as the description of the propagation of the
particle from one layer to the next, where xk is the state vector of a particle at the layer k, Φ̂k is
the propagation matrix and ek take into account the stochastic description of the multiple scattering
(that will be described later). Let us consider for example the following state vector

xk =


x position

y position

x slope

y slope

 (6.40)

By defining the state vector in this way we are able to incorporate the correlation between pro-
jections in a natural way, but with the drawback of having a larger dimension of the covariance
matrix. Considering the steps in unit of time a reasonable form of the evolution matrix is

Φ̂k =


1 0 ∆zk 0

0 1 0 ∆zk
0 0 1 0

0 0 0 1

 (6.41)

we have to describe the measurements from which the physical state is inferred, then the explicit
forms of the measurement vector y and the measurement matrix has to be decided. We assume

yk =

(
x measured coordinate

y measured coordinate

)
(6.42)

and

Ĉ =

(
1 0

0 1

)
(6.43)

The vector n takes into account the measurement errors entering the matrix Γ̂ (namely, the spatial
resolution), and to initialize the algorithm the following a priori diagonal covariance matrix has
been chosen

P̂ =


V ar[x] 0 0 0

0 V ar[y] 0 0

0 0 V ar[slope x] 0

0 0 0 V ar[slope y]

 (6.44)

At this point, we have only to apply the recursive algorithm developed in the previous section
to obtain the Kalman predicted state from one layer to the other.If we assume for the moment, that
the multiple scattering can be approximated by a Gaussian distribution [102], then there are not
additional formal complications in the problem (i.e. convolutions of Gaussian distributions are
still Gaussian distributions).
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Figure 6.3: A first example of how the filtering and smoothing methods work: in black are the true (without
detector spatial resolution effects) hit values; in violet are the measured hits assuming a resolution degrada-
tion Gaussian distributed with σ = 0.01 m; in green are the filtered points; in blue are the smoothed points.
Six detector planes configuration has been chosen, with a distance between planes d = 0.15 m.

6.7 Numerical results on filtering and smoothing

In the following the results of the application of filtering and smoothing are presented. All the
following results are relative to a six 40×50 cm planes configuration, with a distance between the
planes of d = 0.15m. Fig.6.3 (for the x coordinate) shows Kalman filtering and smoothing acting
on hits with spatial resolution in (x, y) coordinate of 0.01 m. Violet points are the measured hits,
green points are the filtered hits, blue points are the smoothed hits and black points are the true
(which means without resolution effects) hits. It is easy to understand even in a pictorial view the
way in which the filter and the smoothing acts.

Fig.6.4 shows the same configuration of the first case, but with a spacial resolution of 100 µm.
In this case it is not possible to appreciate even pictorially how the procedure works. Therefore in
Fig.6.5 the effects of Kalman filtering and smoothing is shown more quantitatively: the distance
form the true hits is plotted for measured (black points), filtered (green points) and smoothed (blue
points).

In Figs.6.6 the statistical distribution (in each of the six planes) of the resolution power recover
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Figure 6.4: A more realistic spacial resolution configuration: in black are the true (without detector spacial
resolution effects) hits value; for the measured hits a resolution degradation Gaussian distributed with σ =

100 µm is generated. Six detector pales configuration has been chosen.

has been shown for 1000 simulated track. What we learn from this toy rather realistic model
configuration is that filtering and smoothing the hits, assuming a spatial resolution of 100µm and
a plane spacing d = 0.15 m and no other physical effects, one can improve the spatial resolution
to ∼ 30µm in the central planes.
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Figure 6.5: The distances from the true hits are shown (for the event in Fig. 6.4): black points show the
distance between true and measured hits; green points show the distance between filtered and true hits; blue
points show the distance between the smoothed hits and the true one.



94 Tracks filtering and fitting algorithms in high luminosity experiments

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

051015202530354045
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 1

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

01020304050
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 2

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

01020304050607080
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 3

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

010203040506070
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 4

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

0102030405060
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 5

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

di
st

an
ce

 [m
]

0
0.

05
0.

1
0.

15
0.

2
0.

25
0.

3
0.

35
0.

4
0.

45

-3
10×

01020304050
D

is
ta

nc
e 

di
tr

ib
ut

io
ns

 in
 p

la
ne

 6

M
ea

s

F
ilt

er
ed

S
m

oo
th

ed

Fi
gu

re
6.

6:
St

at
is

tic
al

di
st

ri
bu

tio
n

of
th

e
di

st
an

ce
of

th
e

m
ea

su
re

d,
fil

te
re

d
an

d
sm

oo
th

ed
hi

ts
fr

om
th

e
tr

ue
on

e,
in

ea
ch

of
th

e
si

x
pl

an
es

re
sp

ec
tiv

el
y.



Events with multiple scattering effects 95

6.8 Events with multiple scattering effects

In order to improve this picture, signal events have been generated with GEANT4 [93] using a
preliminary model of the SBS spectrometer and a realistic model of the GEM chambers. In the
GEM chambers region there is no magnetic field. The generated data include all the physical
processes generating multiple scattering, whereas the simulated spatial resolution of the GEM
chambers is of the order of 10 µm. The choice of reducing the nominal spatial resolution is led
by the necessity of a systematic study of performance of the filtering procedure in the following
two cases: i) the case in which the multiple scattering effects are dominating on the resolution
effects; ii) the case in which the two effects are about of the same order. In Fig.6.7 a typical signal
generated event is shown.

6.8.1 Multiple Coulomb scattering covariance matrix

In order to study the realistic data, we need to define a physical model of the multiple scattering
process and a covariance matrix which will enter in the Kalman filtering algorithm trough the
above defined Ŝ matrix.
Let us consider the multiple scattering of the charged particle passing through subsequent chamber
planes. We consider the multiple scattering source only out of the chamber plane (no multiple
scattering effects are considered in the space between planes); the relevant parameters are:

i) σ the spatial resolution of the measurements,

ii) the distance between two chamber planes d,

iii) the number of planes N ,

iv) the fraction of the radiation length of the passive material x0 = x/X0, where x is the thick-
ness of the material and X0 is the radiation length.

The multiple scattering error is (see [104])

θ0 =
13.6MeV

βcp

√
x/X0 [1 + 0.038 ln(x/X0)] (6.45)

where θ0 = θrmsplane = θrmsspace/
√

2 has been defined and θ0 is the width of a Gaussian approximation
for the central 98% of the angular distribution. The non-projected space and the projected plane
are given, within the approximation, by

1

2πθ2
0

exp

(
−
θ2
space

2θ2
0

)
dΩ, (6.46)

1√
2πθ2

0

exp

(
−
θ2
plane

2θ2
0

)
dθplane, (6.47)
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Figure 6.7: Violet points are an example of a generate GEANT4 signal track. In black the true track
(without resolution and multiple scattering effects) is plotted.

where θ is the deflection angle. In this approximation θ2
space ' θ2

1(plane,x) + θ2
2(plane,y), with the x

and y axes are orthogonal to the direction of motion and dΩ ' dθ1(plane,x)dθ2(plane,y). Deflections
into θ1(plane,x) and θ2(plane,y) are independent and identically distributed.
Therefore, the covariance matrix elements, 〈θi, θj〉 for the scattering angle θ1 and θ2 can be written
as

〈θi, θj〉 = θ2
0δij , (6.48)

and the covariance matrix elements 〈Pi, Pj〉 for any two arbitrary functionsPi(θ1, θ2) andPj(θ1, θ2)

can be calculated using the propagation of errors

〈Pi, Pj〉 = θ2
0

(
∂Pi
∂θ1

∂Pj
∂θ1

+
∂Pi
∂θ2

∂Pj
∂θ2

)
. (6.49)

Let us consider the state vector 6.40

x̄ =


P1

P2

P3

P4

 =


z tan θx
z tan θy
tan θx
tan θy

 (6.50)
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considering the displacement of the track unit vector (0, 0, 1) directed along ẑ caused by the mul-
tiple scattering, which gives the new vector

(
1/
√

1 + tan2 θ1 + tan2 θ2

)
(tan θ1, tan θ2, 1) and

consequently two new tan θ∗x, tan θ∗y entering in the track state vector, it is possible to obtain a
simple form for the covariance matrix in the limit of small scattering angles θ1, θ2 → 0 (in this
limit is θ∗x → θx , θ∗y → θy):

Ŝk =


z2θ2

0A z2θ2
0B zθ2

0A zθ2
0B

z2θ2
0B z2θ2

0C zθ2
0B zθ2

0C

zθ2
0A zθ2

0B A B

zθ2
0B zθ2

0C B C

 (6.51)

where

A =
[
1 + (P3)2

] [
1 + (P3)2 + (P4)2

]
, (6.52)

B = P3P4

[
1 + (P3)2 + (P4)2

]
, (6.53)

C =
[
1 + (P4)2

] [
1 + (P3)2 + (P4)2

]
. (6.54)

We refer to [105] for the details on the calculations. What is important to underline is that the error
in the position increase with the space crossed by the charged particle.

6.9 Numerical results with GEANT4 realistic data

The GEANT4 data has been used also to study the track filtering in the two regimes where the
multiple scattering is of the same order of the detector resolution and where the former is dom-
inating to the latter. The multiple scattering angular variance θ2

0, considering the GEM chamber
thickness and a mean value of the momentum of the typical signal particle, is assumed to be of
order 10−8 rad2; a six chambers plane configuration has been chosen, with a distance d = 0.15 m

between planes.
Therefore, for a spatial resolution of order 20µm the multiple scattering error become quickly
dominant beyond the third plane. The following algorithm has been applied to the data in order to
recover a straight line much closer as possible to the real track:

i) a least squares fit has been performed on the measured data considering both the resolution
and the multiple scattering errors,

ii) the data have been filtered and smoothed adding in the Kalman algorithm the multiple scat-
tering matrix Ŝ,

iii) the obtained filtered and smoothed points, with the respective errors obtained after the Kalman
procedure have been fitted with a least squares method,
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iv) for the three obtained straight line the distance from the true straight line has been evaluated
in each plane z coordinate.

In Fig.6.8 are the obtained results: the mean distance (with the rms in the error bars) between
the true trajectory and the fitted trajectories (measured in black, filtered in green and smoothed in
blue) for an events sample are shown.
As expected, in the case in which the multiple scattering effects are dominating, the best fit proce-
dure is the one in which the measured point are used. Furthermore the results suggest that the first
three plane are those on which the uncertainties are minimized.
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Figure 6.8: Mean distance, evaluated at the plane longitudinal coordinate, between the true trajectory and
the fitted trajectories (measured in black, filtered in green and smoothed in blue) for a 1000 tracks sample.
The simulated spatial GEM chambers resolution is of 20µm.

We reiterate the above described procedure, but adding a Gaussian smearing to the simulated
events in order to achieve the nominal GEM chambers spatial resolution of 70µm.
In Fig. 6.9 is presented the result: the tracks mean distance (with the correspondent rms in the
error bars) of the from the true points (in correspondence of the plane z coordinates) obtained
fitting the measured, filtered and smoothed points. The results suggest that, in the case in which
the detectors spatial resolution effects and the multiple scattering effects are of the same order, the
fit of the filtered points is the better choice and the smallest errors are in the central planes region,
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with a mean gain in resolution of some µm.
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Figure 6.9: Mean distance, evaluated at the plane longitudinal coordinate, between the true trajectory and
the fitted trajectories (measured in black, filtered in green and smoothed in blue) for a 1000 tracks sample.
The simulated spatial GEM chambers resolution is of 70µm.

6.10 Conclusions and future developments

We have applied the filtering and smoothing procedure to the signal particles hits firstly taking
into account spatial resolution effects only, in order to test and understand the properties of the
Kalman filtering algorithm. Then the procedure has been applied to realistic GEANT4 generated
hits, taking into account also multiple scattering effects. The preliminary results on the realistic
data seem suggest to that using filtered data a gain of order 10µm in spatial resolution with respect
the measured data is possible.

The related issues to be approached in the future can be summarized as follows:

i) a systematic study of the initialization parameters of the Kalman filter, in particular varying
the entity of the multiple scattering effects,

ii) a systematic study varying the number of used chamber planes for the best fit procedure.





Conclusions

In the path toward a deeper understanding of nucleon spin properties, it is remarkable the ne-
cessity of more precise informations on the neutron spin structure. In fact the existing data on
proton and deuteron and the data on 3He (neutron) are not sufficient nowadays to obtain a sound
flavor decomposition of the nucleon TMDs. In particular the neutron data have limited accuracy,
nevertheless they are crucial to achieve a better knowledge of the nucleon partonic spin structure.
Then the planned precise direct measurement on the neutron is crucial for at least two reasons:
i) to shed light on the apparent inconsistency of the physical picture of nucleon spin dependent
partonic structure; ii) to make possible a sound flavor decomposition of the nucleon TMDs.

In this direction two parallel and complementary activities have been carried on, one concern-
ing the development of an extended phenomenological framework describing the 3He within the
SIDIS formalism; second concerning the development of filtering and fitting algorithms able to
work in high intensity and high precision frontiers.

Final state interaction has been included in the framework used nowadays to extract the neu-
tron Single Spin Asymmetry from the 3He data; through a generalized eikonal approximation
(GEA). The study has been done in both the spectator and standard SIDIS. The preliminary results
concerning standard SIDIS, suggest that the extraction method appears to be still solid even in
taking into account final state interaction [59]. This seems basically due to the kinematical exper-
imental conditions and to the use of asymmetries instead of cross sections. A preliminary study
on the relativistic effects on the effective polarizations of protons and neutron in 3He also suggests
the reliability of the adopted extraction method [87, 88, 90, 91, 89]. Let us emphasize that, due
to the high statistical accuracy expected in the next future experiments, more extended results (in
terms of kinematical range for standard SIDIS) are desirable: i) the extraction procedure should
be tested in combination with the Monte Carlo generator used in 5.1, (notice that the MC code has
as an input the distorted spectral function, to be evaluated in a rather wide range of its variables,
and this requests a sizable amount of computing resources); ii) the generalized eikonal approxi-
mation framework, where final state interaction are presently evaluated should be integrated in the
Light-Front description of the spectral function.

A study of modern fitting and filtering methods for tracking has been done in order to approach
the high intensity (and precision) condition in the planned future nucleon structure experiments.
The Kalman filtering has been used to improve the spatial resolution of the particles hits in a
tracking detector, with an emphasis to the application of a real configuration with GEM chambers.
The obtained results seems to be promising. Further developments related to the tracking issue
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are: i) a more detailed study of the multiple scattering effects, changing both the spatial resolution
effects and the numbers of chambers plane used for the track fit; ii) the study of tracks associa-
tion methods based on Kalman filtering and other local techniques like Hough transform based
methods.



Appendix A

Light-cone vectors

A four-vector aµ with Cartesian contravariant components aµ = (a0, ai) can be written, in the
light-cone frame (see. Fig. A.1), as

aµ =
[
a−, a+,~aT

]
=

[
a0 − a3

√
2

,
a0 + a3

√
2

, a1, a2

]
, (A.1)

where the ± components are along the light-cone axes x±. The scalar product of two light-cone

Figure A.1: The light-cone axes.

vectors reads:
a · b = a+b− + a−b+ − ~aT ·~bT . (A.2)

In the Bjorken limit (Q2 → ∞, ν → ∞, x = const.) the 4-momentum of the nucleon and of the
virtual photon can be written in light-cone coordinates as:

Pµ =

[
M2

2P+
, P+,~0

]
, (A.3)

qµ =

[
Q2

2xP+
,−xP+,~0

]
. (A.4)
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This parametrization is valid in any collinear frame (i.e. any reference frame in which the virtual-
photon direction is antiparallel to the x3 axis). In this parametrization, P+ is the dominant variable
in 1/Q expansion. In the IMF the plus component of the nucleon is of the order of Q.



Appendix B

Joint probabilities: Bayes theorem

Let us consider the joint probability of two events, it is well known that the following relation with
the conditional probability holds

P (E ∩H) = P (E|H) · P (H) (B.1)

and, if the probability of H is not the null space P (H) 6= 0, the conditional probability of E to H
is

P (E|H) =
P (E ∩H)

P (H)
. (B.2)

It is also clear, from the commutativity of the logic product, that E and H can be exchange

P (E ∩H) = P (H ∩ E) = P (E|H) · P (H) = P (H|E) · P (E) (B.3)

At this point, assuming a set of events Hi instead of one and using the disintegration probability
rule P (E) =

∑
i P (E|Hi) · P (Hi) (valid if assume a complete set of Hi) we can write the so

called Bayes theorem:

P (Hi|E) =
P (E|Hi) · P (Hi)

P (E)
=

P (E|Hi) · P (Hi)∑
i P (E|Hi) · P (Hi)

(B.4)
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