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Luigi. A lui devo molto di più che il semplice titolo di Dottore di Ricerca,
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è stato casuale. Per me lui e Luca sono i matematici più bravi del mondo,
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vita. È stato molto naturale assegnare a Luigi un posto speciale vicino a
noi sull’altare. In questa pagina dei ringraziamenti, un posto timido nella
posizione ma importante nel significato come la persona di cui parlo, va al mio
papà che ha sempre creduto che io facessi la “maestra” e di questo andava
fierissimo: lo ringrazio per avermi insegnato che le cose più belle del mondo
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Introduction

Wave propagation and vibration phenomena are governed by a partial differ-
ential equation known as the wave equation. Such equation involves functions
depending on one time variable and a given number of spatial variables. Ac-
cording to the number of spatial variables three, two or one, we have the
following examples from Physics: the equation governing the electromagnetic
field in the space is the three–dimensional wave equation, the (small) oscil-
lations of a stretched membrane are described by the two–dimensional wave
equation and finally the one–dimensional wave equation governs the (small)
vibrations of a stretched string.
We will study the last one, namely the “guitar string equation”. Suppose that
the length of the string is L and that when the string is in equilibrium it
occupies the portion of the x–axis from x = 0 to x = L. We assume that the
string vibrates in a horizontal plane, the (x, u)–plane, and that each point of
the string moves only along a line perpendicular to the x–axis (parallel to the
u–axis). The function u(t, x) denotes the displacement at the instant t of the
point of the string located, when in equilibrium, at x. Under the additional
assumption that ∂xu is small, namely the vibrations of the string are small
in amplitude, it can be shown that u(t, x) must satisfy the partial differential
equation

ρ ∂ttu− τ ∂xxu = 0 , (1)

where τ is the tension of the string and ρ is its linear density. We have assumed
that τ and ρ are constant. Introducing the velocity c :=

√
τ/ρ, and changing

the time–scale t→ ct, equation (1) becomes

utt − uxx = 0 . (2)

Equation (2) is linear and it is well understood. On the other hand, in this
thesis we consider the equation

utt − uxx = F (u) (3)

where the term F is added to take into account also nonlinear phenomena.
The wave equation, as in (3), describes processes without dissipation of

energy, namely, it is a hamiltonian partial differential equation. This means
that, in suitable coordinates it can be seen as an infinite dimensional hamil-
tonian system. This property is crucial and allows us to study the problem
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as a hamiltonian dynamical system trying to extend all the well developed
machinery of the finite dimensional case.

In this thesis we are not interested in the initial value problem for the
equation (3), we will rather search solutions for all times. More precisely we
will look for periodic solutions, namely motions for which the string comes
back to its initial position after a suitable interval of time.

0 L x

u

t=t 0

t=t
1

Figure 1: The guitar string from time t0 to time t1.

0 L x

u

t=t

t=t
1

2

Figure 2: The guitar string from time t1 to time t2 = t0.

Why searching periodic orbits

For finite dimensional hamiltonian system the importance of periodic solutions
in order to understand the dynamics, was first highlighted by Poincaré. He
wrote (talking about the three body problem)

“D’ailleurs, ce qui nous rend ces solutions périodiques si précieuses, c’est
qu’elles sont, pour ainsi dire, la seule brèche par où nous puissons essayer
de pénétrer dans une place jusqu’ici réputée inabordable.”

Even if the periodic orbits form a zero measure set in the phase space,
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“en effet, il ya une probabilité nulle pour que les conditions initiales du mouve-
ment soient précisément celles qui correspondent à une solutions périodique,”

Poincaré remarked their importance formulating the following conjecture:

“...voici un fait que je n’ai pu démontrer rigoureusement, mais qui me parait
pourtant très vraisemblable. Étant données des équations de la forme définie
dans le n. 131 et une solution particulière quelconque de ces équations, one
peut toujours trouver une solution périodique (dont la période peut, il est vrai,
être très longue), telle que la différence entre les deux solutions soit aussi petite
qu’on le veut, pendant un temps aussi long qu’on le veut.” ([Po], Tome 1, ch.
III, a. 36).

This conjecture encouraged the systematic study of periodic orbits of Poincaré
himself followed by Lyapunov, Birkhoff, Moser, Weinstein, etc. A partial proof
of this conjecture, in a generic sense (in the C2 category of hamiltonian func-
tions), was given by Pugh and Robinson in [PuRo83]: the periodic orbits are
dense in every compact and regular energy surface. However, for specific sys-
tems, this conjecture is still open and very difficult to prove.
An intermediate step is the search of periodic orbits in the vicinity of invariant
submanifolds. In this line, Birkhoff and Lewis [Bir31], [BirL34], [L34], showed
in the thirties the existence of infinitely many periodic solutions close to elliptic
periodic orbits. In the eighties, Conley and Zehnder [ConZ], proved the same
result for maximal KAM tori; as a consequence the closure of the periodic
orbits has positive measure in the phase space. Recently in [BeBiV04], the
existence of periodic orbits clustering lower dimensional (elliptic) invariant
tori was proved.

This thesis follows this line, using methods and techniques of the above
papers, to prove existence of periodic orbits of the nonlinear wave equation
close to the origin, which is an (elliptic) equilibrium of the associated infinite
dimensional hamiltonian system.

In pursuit of periodic solutions for the nonlinear wave equation

The history of the quest of periodic in time solutions for the nonlinear wave
equation is wide and involves many refined techniques from different fields in
modern analysis.

The first real breakthrough was due to Rabinowitz [R67]. He wrote the
problem as a variational one and showed the existence of periodic solutions un-
der monotonicity assumption on the nonlinearity. Many authors, e.g. Brezis,
Coron, Nirenberg etc., have used and developed Rabinowitz’s variational meth-
ods to obtain related results. The advantage of such techniques relies on the
fact that they are global, placing few restriction on the strength of the nonlin-
earity and allowing to obtain “large” amplitude solutions. On the other hand
the variational techniques require a very strong restriction on the allowed peri-
ods of the solutions: the periods must be rational multiples of the length of the

1The Hamilton’s equations.
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spatial interval. Such restriction springs from the inability of variational meth-
ods to deal with “small divisors”, which arise when the period is irrationally
related to the length of the spatial interval.

A completely different approach, which uses the fact that the wave equation
is an infinite dimensional hamiltonian system, was developed at the end of the
eighties by Wayne, Craig, Kuksin, Pöschel, Bourgain etc. Such techniques,
based on superconvergent (Newton’s) methods, as the KAM theory or the
Nash–Moser Implicit Function Theorem, allow to extend well known methods
and results from the finite dimensional case and are the natural ways to deal
with the lack of regularity due to the “small divisors” problem. Such techniques
are somewhat complementary to the variational ones allowing us to obtain
periods, which are irrationally related to the length of the spatial interval.
However, unlike the variational methods, they are local, perturbative in nature
and, therefore, restricted to equations with weak nonlinearity or, equivalently,
to solutions of small amplitude.
The KAM theory deals with perturbations of integrable hamiltonian systems.
Formal perturbation theories essentially date back to the nineteenth century,
when especially Poincaré used them in various problems arising in Celestial
Mechanics. The convergence of formal series expansions was unresolved until
Kolmogorov, Arnold and Moser showed how it could be “accelerated” by a
superconvergent Newton’s scheme. In its “classical” form, KAM theory applies
to systems with finitely many degrees of freedom and is devoted to the quest of
quasi–periodic motions, in which the “small divisors” naturally appear. The
presence of “small divisors” in searching periodic solutions is instead typical
of the infinite dimensional situation.

The problem

We now describe the equation that we have studied in this thesis and its
hamiltonian structure. Let us consider the nonlinear wave equation on the
interval [0, π] with Dirichlet boundary conditions

utt − uxx + µu+ f(u) = 0

u(t, 0) = u(t, π) = 0 ,
(4)

where µ > 0 and f(0) = f ′(0) = 0.
Equation (4) can be studied as an infinite dimensional hamiltonian system (see
section 4.1 for more details). Denoting v = ut the Hamiltonian is

H(v, u) =

∫ π

0

(
v2

2
+
u2
x

2
+ µ

u2

2
+ g(u)

)
dx ,

where g =
∫ u

0
f(s)ds. The Hamilton’s equations are

ut =
∂H

∂v
= v , vt = −∂H

∂u
= uxx − µu− f(u) .
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Introducing coordinates q = (q1, q2, . . .), p = (p1, p2, . . .) through the relations

v(x) =
∑
i≥1

√
ωipiχi(x) , u(x) =

∑
i≥1

qi√
ωi
χi(x) , (5)

where χi(x) :=
√

2/π sin ix and ωi :=
√
i2 + µ, the Hamiltonian takes the

form

H =
1

2

∑
i≥1

ωi(q
2
i + p2

i ) + higher order terms . (6)

Since we are interested here in small amplitude periodic solutions, the higher
order terms in (6), may be, in first approximation, neglected and we can con-
sider only the quadratic Hamiltonian Λ :=

∑
i≥1 ωi(q

2
i + p2

i )/2. The origin is
an elliptic equilibrium point for Λ and the Λ–orbits are the superpositions of
the harmonic oscillations qi(t) = Ai cos

(
ωit+ϕi

)
of the basic modes χi, where

Ai ≥ 0, ϕi ∈ R and ωi are, respectively, the amplitude, the phase and the
frequency of the ith harmonic oscillator ωi(q

2
i + p2

i )/2, i ≥ 1.
Analogously, neglecting the term f(u) in (4), every solution of the linear equa-
tion utt − uxx + µu = 0, is of the form

u(t, x) =
∑
i≥1

ai cos(ωit+ ϕi) sin ix , (7)

with ai = Ai
√

2/πωi ≥ 0. These solutions, in general, are periodic if only one
basic mode is excited, namely if ai = 0 for any i 6= i0, for a suitable i0 ≥ 1,
while ai0 > 0. If at least two basic modes are excited, the situation changes:
except a countable set of µ > 0, for any I := {i1, . . . , iN} ⊂ N+, N ≥ 2,
the vector ω := (ωi1 , . . . , ωiN ) is rationally independent (see Lemma 4.2.1 for
a proof) and, therefore, any solution of the form

∑
i∈I ai cos(ωit + ϕi) sin ix

is quasi–periodic. Then, if at least two amplitudes in (7) are different from
zero, the solution u(t, x) cannot be periodic. One can conclude that, except a
countable set of µ > 0, the only periodic solutions of utt− uxx + µu = 0 are of
the form u(t, x) = ai0 cos(ωi0t+ ϕi0) sin i0x , for i0 ≥ 1.

By the light of these considerations, a natural way to find periodic solutions
of (4), see for example [LinSh88],[W90],[Ku93],[CW93],[Su98],[Bou99],[B00],
[BeBo03], [GM04],[GMPr04],[BeBo05] (and references therein), is to extend
the Lyapunov Center Theorem (see pg.31) for finite dimensional hamiltonian
systems in a neighborhood of an elliptic equilibrium. Namely, for any fixed i0 ≥
1, one constructs a family of small amplitude periodic orbits of the Hamiltonian
H bifurcating from the ith0 basic mode. This can be done since, for µ far away
from zero, the linear frequency ωi0 is not resonant with the other ones. The
frequencies ω̃’s of the solutions will be close to the linear frequency ω := ωi0
and the corresponding periods 2π/ω̃’s will be close to the linear period 2π/ω.

Main results

Here we look for solutions having large minimal period. Such solutions are
interesting as an example of the complexity of the dynamics and since they
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come up only as a nonlinear phenomenon.

A classical way to find long-period orbits, close to an elliptic equilibrium
point2 in finite dimensional systems, was carried out by Birkhoff and Lewis
in [BirL34] (see also [L34], [Mo77]). Their procedure consists in putting the
system in fourth order Birkhoff normal form: the truncated Hamiltonian ob-
tained by neglecting the five or higher order terms is integrable. If the so called
“twist” condition on the action–to–frequency map holds, there exist infinitely
many resonant tori on which the motion of the truncated Hamiltonian is peri-
odic. By the Implicit Function Theorem and topological arguments, Birkhoff
and Lewis showed the existence of a sequence of resonant tori accumulating at
the origin with the property that at least two periodic orbits bifurcate from
each of them.

As we have just said, in this thesis we apply the Birkhoff–Lewis procedure
to the nonlinear wave equation seen as an infinite dimensional hamiltonian
system. Such extension to the hamiltonian PDEs was recently carried out
in [BBe05] for the beam equation and the NLS (see remark 4.2.10 below for
comparison).

We point out that, in the infinite dimensional case, one meets two difficul-
ties that do not appear in the finite dimensional one: the generalization of the
Birkhoff normal form and a small divisors problem.

Concerning the first difficulty, we consider only a “seminormal form”, following
[P96a]. We suppose that f is a real analytic odd function f =

∑
m≥3 fmu

m

with f3 6= 0 and fix a finite subset I ⊂ N. Then we put the Hamiltonian H in
(6) in the form

H = Λ + Ḡ+ Ĝ+K

where Λ =
∑

i≥1 ωi(p
2
i +q

2
i )/2, Ḡ+Ĝ is the fourth order term with Ḡ depending

only on the “actions” Ji :=(p2
i + q2

i )/2, i ∈ N+, Ĝ depending only on pi, qi,
i /∈ I, and K is the sixth order term. However, to put the Hamiltonian in
normal form, the linear frequencies ωi’s must satisfy a suitable non resonance
condition (see Lemma 4.1.8) (which deteriorates for µ going to zero).

The truncated Hamiltonian Λ+ Ḡ+ Ĝ possesses the 2N–dimensional invariant
manifold {pi = qi = 0, i /∈ I}, which is foliated by N–dimensional invariant
tori. Due to the “twist” property of Ḡ, which follows from f3 6= 0, the linear
frequencies of such tori are an open set of RN . We focus on completely resonant
frequencies ω̃ := (ω̃i1 , . . . , ω̃iN ), namely on ω̃’s such that there exist T ’s with

ω̃T/2π ∈ ZN . Then the (Λ + Ḡ + Ĝ)–flow on the associated N–dimensional
tori is periodic with periods T ’s. Such lower dimensional tori are highly de-
generate. Hence, in order to show the persistence of periodic orbits for the
whole Hamiltonian H, we have to impose some non–degeneracy conditions to
avoid resonances between the torus frequencies and the ones of the normal
oscillations. This is the point in which the small divisors problem appears.

2As we have just said above, [BirL34] actually considers a neighborhood of an elliptic,
non constant, periodic orbit, but the scheme is essentially the same for elliptic equilibria.
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The estimate on the small divisors is the crucial step. In this thesis we devel-
oped two different strategies to overcome this problem according to the fact
that the frequency ω := T/2π is rational or irrational. In the former case,
imposing a strong condition on the small divisors, the proof of existence of
T–periodic solutions can be obtained by the (standard) Implicit Function The-
orem in Banach spaces and topological arguments. In the latter case (which
is the most difficult one), we impose only a Diophantine–type condition on
the small divisors and reach the proof by the Nash–Moser Implicit Function
Theorem and “symmetry arguments”.

1) Long time periodic solutions with rational frequency

As we have just said, in our first result, we impose a strong condition on the
small divisors (see (4.48)), avoiding KAM analysis (see remark 4.2.13). For
such (technical) reason we can consider only periods T which are multiple of
2π (as in the classical variational approach of Rabinowitz, Brezis, Nirenberg
etc.) and we also need

µ2T � 1 .

Therefore we consider the “mass” µ > 0 as a small parameter and we make
our analysis perturbative with respect to it. On the other hand, for µ → 0
the frequencies ωi tend to the completely resonant ones, namely ωi → i, and
the above described normal form degenerates, in the sense that its domain of
definition shrinks to zero while the remainder term K blows up.
The set T of the periods T ’s verifying the above properties is finite but its
cardinality goes to infinity, when µ goes to zero. µ2–close to ω = (ωi1 , . . . , ωiN ),
we construct a set of completely resonant frequencies ω̃ = ω̃(T ) ∈ RN , para-
metrized by the periods T ∈ T , with ω̃T/2π ∈ ZN . At the same time, we
construct a set of actions J̃i = J̃i(T ) ≈ µ2, i ∈ I, parametrized by T ∈ T ,
such that ω̃i is the image of J̃i through the action–to–frequency map ∂JiH on
{pi = qi = 0, i /∈ I}. We will prove the existence of T–periodic solutions of H,
µ2–close to the T–periodic solutions of the truncated Hamiltonian Λ + Ḡ+ Ĝ
defined as:{

p∗i (t) =
√

2J̃i sin(ω̃it+ ϕi), q∗i (t) =
√

2J̃i cos(ω̃it+ ϕi), for i ∈ I
p∗i (t) = q∗i (t) = 0, for i ∈ Ic ,

(8)
where the angles ϕi, i ∈ I, have to be determined.
We perform a Lyapunov–Schmidt reduction as in [BeBiV04],[BBe05], splitting
the problem into two equations: the kernel (or bifurcation) equation on the
N–dimensional torus {ϕi1 , . . . , ϕiN} and the range equation on its orthogonal
space. We first solve the infinite dimensional range equation by the Contrac-
tion Mapping Theorem using the above estimate on the small divisors and
controlling the blow–up of the remainder term K for µ going to zero. Critical
points of the action functional restricted to the solutions of the range equation
satisfy the kernel equation. Since the restricted action functional results to be
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defined on a N–dimensional torus, existence of critical points and, therefore,
of solutions of H follows.

Before stating our result, we return to the PDE–formulation. Recalling (5)
and (8), for every T ∈ T , we find T–periodic solutions of (4), µ2–close to the
T–periodic “pseudo–solution”

ũ(t, x) := µ
∑
i∈I

ai cos(ω̃it+ ϕi) sin ix ,

where µai :=
√
J̃i/πωi, ai ≈ 1. We note that the minimal period of ũ is T̃min =

T/gcd(ki1 , . . . , kiN ), where ki := ω̃iT/2π ∈ N, for i ∈ I. Since ω̃ is µ2–close to
the rationally independent3 frequency ω, T̃min will be large for µ small. Being
u− ũ ≈ µ2, we obtain an analogous estimate on the minimal period Tmin of u.
Not all the solutions of (4), corresponding to different T ’s belonging to T , have
to be geometrically distinct. However, by the very precise estimate u− ũ ≈ µ2,
we prove that the total number of geometrically distinct solutions found here
is also large for µ small.

We now state our first result, that was announced in [BDG05] and proved in
[BDG05II].

Theorem 1. Let f be a real analytic, odd function of the form f(u) =
∑

m≥3

fmu
m, f3 6= 0. Let N ≥ 2 and I := {i1, . . . , iN} ⊂ N+. Then there exists a

constant 0 < c < 1 such that, if 0 < µ ≤ c, there exist at least c/µ geometrically
distinct smooth periodic solutions u(t, x) of (4), verifying

sup
t∈R , x∈[0,π]

∣∣∣∣∣u(t, x)− µ
∑
i∈I

ai cos(ω̃it+ ϕi) sin ix

∣∣∣∣∣ ≤ c−1µ2 , (9)

for suitable ai ≥ c, ϕi ∈ R and ω̃i ∈ R

|ω̃i−ωi| ≤ c−1µ2
(
ωi :=

√
i2 + µ

)
. (10)

The minimal period Tmin of any solution belongs to πQ and satisfies

c

µ
≤ Tmin ≤ const

µ2
. (11)

Remark. The solutions u(t, x) found in Theorem 1 are infinitely differentiable.
Actually, they are analytic in the spatial variable. Estimate (9) can be improved
and, in particular, one can obtain analogous estimates on the derivative of u
of any order k ≥ 1. However, in this case, the constant c will depend on k.
See also Remark 4.2.20 for further details. Arguing as in the proof of Theorem
2 we could obtain solutions analytic also in the time–variable.

3Except a countable set of µ’s.
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2) Long time periodic solutions with irrational frequency

Two limitations are evident in the statement of Theorem 1: the periods cannot
go to infinity and must be rational multiples of π. These restrictions are
connected and follow by the strong condition on the small divisors that we
have imposed (see (4.48)). As we have just said, such strong condition allows
us to solve the range equation by the standard Implicit Function Theorem.
To avoid the limitations on the period, one has to weak the condition on the
small divisors imposing a Diophantine–type condition (known as “first order
Melnikov condition”) and solve the range equation by a Nash–Moser Implicit
Function Theorem. Then one has to face the difficult task of inverting the
linearized operator. One proceeds with the quite standard “superconvergent”
iteration algorithm. One has anyhow to solve the bifurcation equation on a
Cantor set (resulting by the excision procedure performed to control the small
divisors). As we will discuss on Remark 4.2.13, this point is, in general, very
difficult.
Summarizing, there are two main difficulties in extending Theorem 1:

(i) solving the bifurcation equation on a Cantor set,

(ii) inverting the linearized operator.

We now briefly discuss our second result laying emphasis on how we have
overcome these difficulties.
At the beginning we proceed as for Theorem 1, fixing I ⊂ N+ and putting the
system in Birkhoff Normal Form with respect to the I–modes. We look for
periodic solutions close to the N–dimensional tori filled by T–periodic orbits
of the truncated Hamiltonian Λ + Ḡ + Ĝ. However in this case we consider
µ fixed. This means that we do not need µ small and we can consider any µ
positive. In particular, instead of µ, the perturbative parameter will be here
the frequency $ := 2π/T .
To overcome problem (i) we use a different strategy with respect to the one
used in Theorem 1; in particular we do not really perform a Lyapunov–Schmidt
reduction. The idea is based on the following simple observation: if the non-
linear term f in (4) is odd, the associated Hamiltonian H in (6) satisfies the
symmetry property H(−p, q) = H(p, q). This symmetry is preserved by the
Birkhoff Normal Form. Then we look for solutions in the subspace of functions
p(t) odd and q(t) even. Using the symmetries we first solve the equations of
motions for {pi, qi}i∈I for any value of the “parameters” {pi, qi}i∈Ic and there-
after we have to solve the resulting equations for {pi, qi}i∈Ic . In the language
of Theorem 1, this procedure corresponds to prove by symmetry that the bi-
furcation equation on the N–dimensional torus {ϕi1 , . . . , ϕiN}, with {ϕi}i∈I
introduced in (8), has solution for ϕi = 0 for any i ∈ I. We stress that this
“symmetry trick” works only for f odd; a way to face the bifurcation equation
on a Cantor set in the case f not odd was given in [BeBo05] for “Lyapunov
type” orbits (namely T ≈ 2π).
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Regarding problem (ii) we remark that, in this case, the linearized operator
is a first order not symmetric operator (and not a second order symmetric
one, as usual). We develop the linearized operator in time–Fourier expansion
and split it into a “diagonal part” and an “off–diagonal part”. Two problems
appear causing serious difficulties in the spectral analysis and in controlling
the influence of small divisors: the diagonal part is not symmetric and the
off–diagonal one is not a Toepliz operator. This last problem comes from the
fact that the linearized expression of {pi, qi}i∈I as function of {pi, qi}i∈Ic is not
of Toepliz type.
We now state our second result4 in which we prove existence of periodic solu-
tions of (4) with f odd and µ > 0 fixed. The frequencies of these orbits belong
to an unbounded Cantor set of asymptotically full measure. Finally we prove
that the origin is an accumulation point of periodic orbits of longer and longer
minimal period, extending the Birkhoff–Lewis Theorem to the nonlinear wave
equation.

Theorem 2. Fix µ > 0 and let f be a real analytic, odd function of the form
f(u) =

∑
m≥3 fmu

m, f3 6= 0. Let N ≥ 2 and I := {i1, . . . , iN} ⊂ N+. Then
there exists a constant 0 < c < 1 and a set C ⊂ (0, c] satisfying

lim
r→0+

meas
(
C ∩ (0, r]

)
r

= 1 , (12)

such that for all $ = 2π/T ∈ C there exists a T–periodic analytic solution
u(t, x) of (4), satisfying

sup
t∈R , x∈[0,π]

∣∣∣∣∣u(t, x)−
√
$
∑
i∈I

ai cos(ω̃it) sin ix

∣∣∣∣∣ ≤ c−1$ , (13)

for suitable ai ≥ c, ω̃i ∈ R

|ω̃i−ωi| ≤ c−1$
(
ωi :=

√
i2 + µ

)
. (14)

Moreover, fix 0 < ρ < 1/2, then, except a zero measure set of µ′s, the minimal
period Tmin of the T–periodic orbit satisfies

Tmin ≥ constT ρ . (15)

Remark. We can also prove an estimate similar to (13) in a suitable analytic
norm. The Cantor set C is formed by Diophantine irrational numbers.

Theorems 1 and 2 are the first results about periodic solutions of large minimal
period for the autonomous nonlinear wave equation (for different–type results
on large minimal period, in the forced case, see [T87]).
We also remark the following substantial difference between the periodic so-
lutions found by analogy of the Lyapunov Center Theorem and the ones we

4A paper on this subject is in preparation, see [BDGIII].
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construct. The “Lyapunov type” orbits are obtained as the continuation of
one linear mode to the nonlinear system; they involve only one of the linear
harmonic oscillator, the amplitudes on the other modes being much smaller
(except in the resonant case µ = 0, discussed in [BP01], [BeBo03], [BeBo04],
[BeBo05]). On the other hand, the periodic solutions constructed here involve
N ≥ 2 harmonic oscillators, oscillating with the same order of magnitude, and
are a truly nonlinear phenomenon, as they do not have any analogue in the
linear case, where all periodic orbits are the oscillation of only one basic mode
and do not have long minimal period (see also [BeBiV04], [BBe05]).

Scheme of the thesis

Part I.
We discuss, at first, some preliminaries regarding finite dimensional hamil-
tonian systems. In particular, we study the behavior of such systems in a
neighborhood of an elliptic equilibrium point. We introduce the Birkhoff Nor-
mal Form and the notion of non–resonance between the linear frequencies.
Therefore we report the classical theorems of Lyapunov, Weinstein, Moser, on
the continuation of the periodic solutions of the linearized system to the non-
linear one. We describe the hamiltonian structure of some partial differential
equations and study their basic properties as infinite dimensional systems. In
particular we consider the wave equation, the Schrödinger equation and the
beam equation.
Thereafter, we review most of known results about existence of periodic solu-
tions of such hamiltonian PDEs. In particular we treat in details some results
that we consider interesting for the used methods and techniques. Some of
these tools will be used in the proof of our main results.
For completeness, we discuss quasi–periodic and almost–periodic solutions for
hamiltonian PDEs. We report and briefly discuss the main known results.

Part II.
We prove existence and multiplicity of small amplitude periodic solutions with
large period for the nonlinear wave equation with small “mass”. Such solutions
bifurcate from resonant finite dimensional invariant tori of the fourth order
Birkhoff seminormal form of the associated hamiltonian system. We also prove
that the number of geometrically distinct solutions and their minimal periods
tend to infinity when the “mass” tends to zero.

Part III.
We discuss a Nash–Moser algorithm to prove existence of periodic solutions of
the nonlinear wave equation with periods belonging to an unbounded Cantor
set of asymptotically full measure. We also give an estimate from below on
the minimal periods.

Acknowledgements. I wish to thank Luigi Chierchia and Luca Biasco for
supervising this thesis. I also thank Massimiliano Berti for his interest in my
work and useful discussions.
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Chapter 1

Hamiltonian dynamical systems

The aim of this chapter is to study some partial differential equations (PDEs)
as evolution equations in suitable functional spaces. In particular, we will con-
sider some PDEs that can be seen as infinite dimensional hamiltonian systems.
The general form of such equations is the following. Let P be a Hilbert space
of functions defined on some domain D, typically P will be a Sobolev space.
Let us denote by 〈· , ·〉 the scalar product in L2(D) and by J a non degenerate
antisymmetric operator. Then, the evolution equation we consider is

∂tw(t) = J∇H
(
w(t)

)
, (1.1)

where w ∈ P and ∇H denotes the gradient of the hamiltonian function H :
P → R with respect to the L2(D)–scalar product.
This hamiltonian formalism can be generalized in the following way. On B,
which can be a Banach or a Hilbert manifold, let us suppose to have a sym-
plectic 2–form ω : Tw(B) × Tw(B) −→ R, where Tw(B) is the tangent space
to B in w, with the following properties: (i) dω = 0, (ii) ω is non degenerate
in any point of B. We note that if B is finite dimensional, then it has even
dimension. Given a hamiltonian function H : B → R, we define the associ-
ated hamiltonian vector field XH(w) on Tw(B), by ω[XH , Y ] := dH[Y ], for any
Y ∈ Tw(B). If B is infinite dimensional, neither the Hamiltonian H, nor the
forms ω and dH, nor the vector field XH are necessarily bounded; so one has
to consider the restriction to their definition domains. In this case one has to
weaken the condition (ii) above. The Hamilton’s equations are

∂tw(t) = XH

(
w(t)

)
. (1.2)

If B is an Hilbert space, by the Riesz Theorem, the symplectic form ω, admits
a representation in terms of the scalar product:

ω[X, Y ] = 〈X, JY 〉 , (1.3)

where J is a suitable non degenerate skew–symmetric operator. On the other
hand, given a non degenerate anti–symmetric operator J on a Hilbert space
B, the 2–form defined in (1.3) satisfies (i) and (ii) above.
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The “energy” H is constant along the motion since

d

dt
H(w(t)) = dH[∂tw] = ω[XH , ∂tw] = ω[XH , XH ] = 〈XH , JXH〉 = 0 ,

by (1.2), (1.3) and by the skew-symmetry of J .

Let us consider the following example given by the wave equation

utt(t, x)− uxx(t, x) = 0 (1.4)

with Dirichlet boundary conditions on [0, π], u(t, 0) = u(t, π) = 0. We will
work in the Hilbert space

B = L2([0, π])× L2([0, π]) 3 (v, u) = w ,

endowed with the scalar product 〈w1, w2〉 :=
∫ π

0
(v1v2 + u1u2)dx. We identify

Tw(B) and B. Here the symplectic form ω is defined by (1.3) where J(v, u) :=
(−u, v), namely ω[(h1, k1), (h2, k2)] :=

∫ π
0

(h2k1 − h1k2) dx. The Hamiltonian
is

H(w) = H(v, u) =

∫ π

0

(
v2

2
+
u2
x

2

)
dx .

Here H is an unbounded operator from B into R. Its definition domain is the
phase space P := L2([0, π])×H1

0 ([0, π]) ⊂ B . Let Y = (h, k), then

〈XH , JY 〉 = ω[XH , Y ] = dH[Y ] =

∫ π

0

(vh+ uxkx) dx =

∫ π

0

(vh− uxxk) dx ,

so that the hamiltonian vector field XH(w) = (uxx, v) is defined for u ∈ H2 ∩
H1

0 . The Hamilton’s equations are

v̇ = uxx , u̇ = v . (1.5)

Then a weak solution w : t 7→ P of the Hamilton’s equations (1.5), is a weak
solution of utt = uxx.

1.0.1 Linearized equation

This thesis deals with periodic solutions. The simplest case is the equilibrium
point. We say that w∗ is an equilibrium point for H if ∂wH(w∗)=0. It’s
not restrictive to suppose that H has an equilibrium point in w = 0, namely
∂wH(0)=0. Moreover, since (1.2) is not affected by adding a constant, we also
suppose H(0) = 0.
Developing the Hamiltonian H in a neighborhood of its equilibrium point
w = 0, we have

H(w) = H2(w) +N(w) ,

where

H2(w) :=
1

2
〈w, ∂2

wH(0)w〉 (1.6)
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is the quadratic term and N(w) contains all the terms of order three or higher.
The small amplitude motions generated by the Hamilton’s equations (1.1) are
described, in first approximation, by the linearized equation

∂tw = J∂2
wH(0)w = J∂2

wH2(w) . (1.7)

Since we are interested in (small amplitude) periodic solutions, we will study
in particular hamiltonian systems for which the linearized equation (1.7) pos-
sesses periodic solutions. A typical case is the elliptic equilibrium.

Definition 1.0.1. The stationary point w = 0 is elliptic for the hamiltonian
system (1.1) if all the eigenvalues of J∂2

wH(0) are pure imaginary.

Indeed, if iλ∗, with λ∗ ∈ R, is an eigenvalue of J∂2
wH(0) and w∗ is one of its

corresponding eigenvectors, then, for all a ∈ R, the solution w(t) = eiλ∗taw∗ of
ẇ = J∂2

wH(0)w, with initial datum w(0) = aw∗, is 2π/λ∗–periodic.

1.0.2 Harmonic oscillator

We are going to show a simple example of a hamiltonian system with an elliptic
equilibrium point. Let us define a quadratic Hamiltonian H2 on the Hilbert
space B := `2 × `2,

H2(p, q) :=
∑
j≥1

ωj
p2
j + q2

j

2
,

with p = (p1, . . .), q = (q1, . . .) and w = (p, q) ∈ B. The equations of motion
are

∂tpj(t) = −ωjqj(t) , ∂tqj(t) = ωjpj(t) , t ∈ R , (1.8)

and describe infinitely many harmonic oscillators of frequency ωj. Equations
(1.8) can be written in the form1

ẇ = J∂2
wH(0)w , (1.9)

where J(p, q) := (−q, p). The eigenvalues of

J∂2
wH(0) =

(
0 −Ω
Ω 0

)
,

where Ω := diag[ωj], are ±iωj, j ≥ 1. Therefore w = 0 is an elliptic equilibrium
point. The equations (1.8) have solutions

pj(t) = cos(ωjt)pj(0)− sin(ωjt)qj(0) , j ≥ 1 ,

qj(t) = sin(ωjt)pj(0) + cos(ωjt)qj(0) , j ≥ 1 .

Let us, briefly, discuss the periodicity of such solutions. Every component
(pj(t), qj(t)) is periodic in time, with frequency ωj, while the solution itself can

1From now on we denote by “ ˙ ” the derivative with respect to time.
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be periodic, quasi–periodic or almost periodic. It is periodic if there exists a
frequency ω ∈ R such that, for all j ≥ 1, with (pj(0), qj(0)) 6≡ (0, 0), there
exists kj ∈ Z with

ω =
ωj
kj
.

The solution is quasi-periodic if there exists a finite base of frequencies ω1, . . . ,
ωn such that, for all j ≥ 1, (pj(0), qj(0)) 6≡ (0, 0),

ωj =
n∑
`=1

ω` k`j , (1.10)

for suitable k`j ∈ Z. Finally, the solution is almost periodic if there exists an
infinite base of frequencies such that (1.10) holds.

It is natural to wonder if periodic, quasi–periodic and almost–periodic solutions
persist under perturbation due to cubic or higher order terms.
As regards the finite–dimensional case, the existence of periodic orbits is proved
by the Lyapunov Center Theorem (in the non–resonant case) and the theorems
of A. Weinstein and J. Moser (in the resonant case). On the other hand,
the existence of quasi–periodic solutions is proved by the KAM Theorem (by
Kolmogorov, Arnold and Moser) and by Melnikov’s Theorem. We note that
almost periodic solutions cannot exist in the finite dimensional case.
In the following we deal with periodic solutions. Quasi–periodic and almost–
periodic solutions will be discussed in the Appendix.

1.1 Finite–dimensional hamiltonian systems:

some classical results

Let us consider the linearized equation (1.7). Suppose that ∂2
wH(0) is non

degenerate. If the phase space P has finite dimension, the spectra of J∂2
wH(0)

is finite and it can be decomposed in two subsets:

(i) a finite sequence of eigenvalues λ` with real part different from zero, for
` = 1, 2, . . . , `0;

(ii) couples of pure imaginary eigenvalues ±iωj, for j = 1, . . . , j0.

If w0 belongs to the eigenspace associated to an eigenvalue of the first type,
then the solution with initial datum w0, namely t 7−→ exp(tJ∂2

wH(0))w0 is
never periodic, except in the case w0 = 0. On the other hand, if w0 belongs
to the eigenspace associated to one of the eigenvalues of the second type, then
every solution is periodic with period 2π/ωj.

It is natural wondering if periodic solutions of (1.7) persist under perturba-
tions due to cubic or higher order terms. The answer is, in general, negative as
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the following (non-hamiltonian) example shows. Let be (p, q) ∈ R2, consider
the following nonlinear system{

ṗ = −q + (p2 + q2)p
q̇ = p+ (p2 + q2)q .

(1.11)

The eigenvalues of the linearized system ṗ = −q, q̇ = p are ±i, so (p, q) = (0, 0)
is an elliptic equilibrium point. Any solution

(
p(t), q(t)

)
of (1.11), satisfies the

following
d

dt

(
p2(t) + q2(t)

)
= 2
(
p2(t) + q2(t)

)
.

Suppose that
(
p(t), q(t)

)
is a T–periodic solution of (1.11), than

0 =

∫ T

0

d

dt

(
p2(t) + q2(t)

)
dt =

∫ T

0

2
(
p2(t) + q2(t)

)
dt ,

from which it follows that
(
p(t), q(t)

)
≡ 0.

We have just said that the study of the oscillations of a system in the
neighborhood of an equilibrium point or a periodic motion usual begins with
linearization. After this, the main properties of the oscillations in the origi-
nal system can frequently be determined using the theory of normal forms of
Poincaré-Birkhoff. This theory is an analogue of perturbation theory. Here
the linearized system plays the role of the unperturbed system with respect to
the original one.

To fix ideas, let us consider a nonlinear perturbation of a 2n-dimensional inte-
grable hamiltonian system, in a neighborhood of an elliptic equilibrium point
(e.g. the origin) such that all the eigenvalues of J∂2

wH(0) are distinct.
The following classical result is due to Williamson [Wi36].

Proposition 1.1.1. If the eigenvalues are all distinct and purely imaginary,
then the quadratic part of the Hamiltonian H can be reduced to the normal
form

H2 =
1

2
ω1(p2

1 + q2
1) + . . .+

1

2
ωn(p2

n + q2
n) .

Choosing coordinates w =: (p, q) = (p1, . . . , pn, q1, . . . , qn) in the phase space
Rn × Rn, we can write the Hamiltonian in the following way:

H =
n∑
j=1

ωj
p2
j + q2

j

2
+N(p, q) , ωj ∈ R , (1.12)

where the nonlinearity N verifies N(p, q) = o(|p|2 + |q|2). The Hamilton’s
equations of the linearized system are (1.8) and describe n decoupled harmonic
oscillators with frequencies ωj.
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Birkhoff Normal Form

A standard way to investigate finite dimensional hamiltonian systems, close to
an elliptic equilibrium point, is putting them in the so called Birkhoff Normal
Form of hamiltonian mechanics, which allows to view hamiltonian systems
near an equilibrium as small perturbations of integrable systems.
Let us suppose that, in the linear approximation, the equilibrium point of a
hamiltonian system is elliptic and the characteristic frequencies ω1, . . . , ωn are
different one from each other. Thus, the quadratic term of the hamiltonian
reduces, by a canonical linear transformation, to the form

H2 =
n∑
j=1

ωj
p2
j + q2

j

2
.

Definition 1.1.2. The characteristic frequencies ω1, . . . , ωn satisfies a reso-
nance relation of order K, if there exist integer numbers, not all vanishing, for
which

k1ω1 + . . .+ knωn = 0, |k1|+ . . .+ |kn| = K .

Definition 1.1.3. We call Birkhoff Normal Form of order s, a polynomial of
degree s in the canonical coordinates (Pj, Qj) which is a polynomial of degree
[s/2] in the “action” variables Ij = (P 2

j +Q2
j)/2.

Theorem 1.1.4. Let us suppose that the characteristic frequencies ωj do not
verify any resonance relation of order s or lower. Then, there exists a canonical
system of coordinates, in a neighborhood of the equilibrium point, such that the
Hamilton’s function reduces to the Birkhoff Normal Form of order s, up to
terms of order s+ 1:

H(p, q) = Hs(P,Q) +R , R = O(|P |+ |Q|)s+1 .

proof. Following [A], we give a sketch of the proof. Let us choose the
canonical complex coordinates (here and in the following i :=

√
−1),

zj =
1√
2

(pj + iqj) , z̄j =
1√
2

(pj − iqj) ,

in which the Hamiltonian H2 takes the form
∑n

j=1 ωjzj z̄j. We proceed by in-
duction over N . We note that, if there are no terms of order lower than N ,
except those ones in the normal form, then a canonical transformation with
generating function Pq + SN(P, q) (where SN is a polynomial of degree N),
changes only the terms of order higher or equal than N in the Taylor’s ex-
pansion of the Hamiltonian. Denote by Hαβ and Sαβ, where α = (α1, . . . , αn),
β = (β1, . . . , βn) and

∑n
j=1(αj + βj) = N , the coefficients of the monomial

zαz̄β = zα1
1 . . . zαnn z̄β1

1 . . . z̄βnn
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of H and SN respectively. After the canonical transformation generated by
Pq+SN(P, q), the coefficient of the monomial zαz̄β of the new Hamiltonian is

Hαβ + isαβ

n∑
j=1

ωj(βj − αj) . (1.13)

Thanks to the non–resonance hypothesis, the sum in (1.13) is different from
zero if α 6≡ β. Therefore, defining sαβ := iHαβ/

∑n
j=1 ωj(βj − αj), we can

eliminate from the new Hamiltonian all the terms of order N that are not
monomials of the form (zz̄)α.

�

1.1.1 Periodic orbits

Lyapunov Center Theorem

By the light of the example in (1.11) one has to make some hypotheses to
prove that periodic orbits of the linearized system can be continued to periodic
solutions of the nonlinear one.
Let us consider H ∈ C2(Rn × Rn,R). We will assume the following:

(H0) H(0) = 0, ∇H(0) = 0 and ∂2
wH(0) > 0 (namely ∂2

wH(0) is positive-
definite).

We note that (H0) implies that the origin is an elliptic equilibrium for H.
Indeed, thanks to ∂2

wH(0) > 0, the level sets of the quadratic Hamiltonian
H2, defined in (1.6), are ellipsoids. As a consequence, all the solutions of the
linearized system (1.7) are bounded. Therefore the eigenvalues of J∂2

wH(0)
must be purely imaginary.
The Lyapunov Center Theorem ([Ly07]) assumes the following non–resonance
hypothesis:

(H1) J∂2
wH(0) has n pairs of purely imaginary simple eigenvalues ±iωk, k =

1, 2, . . . , n, such that ωi/ωj is not an integer for all i 6= j.

Theorem 1.1.5. Suppose that H ∈ C2(Rn × Rn,R) satisfies the hypotheses
(H0), (H1). Then for all ε > 0 small enough the hamiltonian system associated
to H has n geometrically distinct periodic orbits on the surface H(w) = ε.
More precisely, the surface H(w) = ε carries n distinct periodic orbits whose
periods tend to 2π/ωk, k = 1, 2, . . . , n.

Weinstein Theorem

The Weinstein Theorem allows to deal with hamiltonian systems in which the
non–resonance hypothesis (H1) of the Lyapunov Center Theorem is not satis-
fied (see also [Mo76], where an analogous result for non necessarily hamiltonian
systems is proved).
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Theorem 1.1.6 ([We73]). Let be H ∈ C2
(
Rn × Rn,R

)
defined on a neigh-

borhood of the origin, satisfying (H0). Then for each sufficiently small energy
ε > 0, there are at least n periodic orbits, with frequencies close to those ones
of the linearized system, on the surface H(w) = ε, w ∈ Rn × Rn.

1.2 Infinite–dimensional hamiltonian systems:

three models

As it is well known, the following partial differential equations can be consid-
ered as an infinite–dimensional hamiltonian system:

(i) nonlinear wave equation (NLW);

(ii) nonlinear Schrödinger equation (NLS);

(iii) nonlinear beam equation;

(iv) Korteweg–de Vries equation (KdV);

(v) Burgers’s equation;

(vi) Euler’s equation of the hydrodynamics waves;

(vii) Boussinesq system;

(viii) Laplace equation on a cylinder;

(ix) Fermi, Pasta and Ulam system.

In this thesis we are interested in three of these hamiltonian systems: the
nonlinear wave equation, the nonlinear Schrödinger equation and the nonlinear
beam equation. In the following we will describe their hamiltonian structure,
we will write the associated linearized system and compute its eigenvalues,
showing, thus, that those systems have an elliptic equilibrium point at the
origin.

1.2.1 Nonlinear wave equation

Let us consider, to fix ideas, the nonlinear wave equation

utt − uxx + µu+ f(t, x, u) = 0 , (1.14)

where µ ∈ R and
f(t, x, u) = o(|u|)

is the nonlinearity. One can be interested in searching solutions of (1.14), with
Dirichlet boundary conditions, on the interval [0, π],

u(t, 0) = u(t, π) = 0 t ∈ R , (1.15)
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or with spatial periodic conditions

u(t, x) = u(t, x+ 2π) , t, x ∈ R . (1.16)

The equation (1.14) is a hamiltonian PDE and, in the case of conditions (1.15),
the associated Hamiltonian is

HDir(v, u, t) =

∫ π

0

(
v2

2
+
u2
x

2
+ µ

u2

2
+ g(u)

)
dx ,

where g(u) :=
∫ u

0
f(ũ)dũ, defined on the phase space

PDir := L2([0, π])×H1
0 ([0, π]) 3 (v, u) .

In the case of conditions (1.16), the associated Hamiltonian is

Hper(v, u, t) =

∫ 2π

0

(
v2

2
+
u2
x

2
+ µ

u2

2
+ g(u)

)
dx ,

and it is defined on the phase space

Pper := L2([0, 2π])×H1
per([0, 2π]) 3 (v, u) .

The equations of motion for the previous Hamiltonians are{
v̇ = −∂uH(u, v, t) = uxx − µu− f(u),
u̇ = ∂vH(u, v, t) = v ,

where (∂vH, ∂uH) is the gradient of H with respect to the L2–scalar product.
Here the symplectic structure is defined as in (1.3) by the operator J :=(

0 −I
I 0

)
.

Let us consider (1.14), for u small. The equation (1.7), namely the linearized
system for this hamiltonian PDE, is(

v̇
u̇

)
=

(
uxx − µu

v

)
and the associated quadratic Hamiltonian, for Dirichlet b.c.2, is

H2(v, u) =

∫ π

0

(
v2

2
+
u2
x

2
+ µ

u2

2

)
dx .

Let us prove that the origin is an elliptic equilibrium point for this Hamiltonian,
both in the case of periodic and Dirichlet b.c..

Consider, at first, the case of periodic b.c.. Using the Fourier transform,
we can introduce new coordinates p := (. . . , p−1, p0, p1, . . .), q := (. . . , q−1, q0,

2In the same way, one can write the Hamiltonian for periodic b.c..
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q1, . . .), (p, q) ∈ `2
b × `2

b , where `2
b is the Hilbert space of all bi-infinite, square

integrable sequences, such that

v(x) =
∑
j∈Z

pj
√
ωj exp(ijx) , u(x) =

∑
j∈Z

qj√
ωj

exp(ijx) , (1.17)

where {eijx}j∈Z are a base of eigenvectors for the Sturm–Liouville operator3

− d2

dx2
+ µ (1.18)

with periodic b.c., and
ω2
j := j2 + µ ,

are the associated eigenvalues. By the Parseval identity, the Hamiltonian H2

takes the form

H2(v, u) =
∑
j∈Z

ωj
p2
j + q2

j

2
.

The linearized equation in the coordinates (p, q), then, reads{
ṗj = −ωjqj , j ∈ Z ,
q̇j = ωjpj

(1.19)

that corresponds to a harmonic oscillator, of frequencies
{
ωj =

√
j2 + µ

}
j∈Z.

One can easily verify that (p, q) = (0, 0) is an elliptic equilibrium point for the
nonlinear wave equation.

In the case of Dirichlet boundary conditions, the eigenvectors of the Sturm–
Liouville operator (1.18) are {sin jx}j≥1, so one has

v(x) =

√
2

π

∑
j≥1

pj
√
ωj sin(jx) , u(x) =

√
2

π

∑
j≥1

qj√
ωj

sin(jx) ,

where p := (p1, . . .), q := (q1, . . .), (p, q) ∈ `2 × `2.
As for the periodic b.c., the coordinates (q1, . . .) must verify the equation

q̈j + (j2 + µ)qj = 0 ,

that corresponds to a harmonic oscillator with energy ωj(p
2
j +q2

j )/2 and period
2π/ωj, j ≥ 1.

Let us note that the behavior of the frequencies ωj has a deep influence
on the dynamic of the system. For this reason, it is natural wondering if
there exists a resonance relation between the frequencies. For example, for the

3We assume for simplicity that all the eigenvalues are positive, though this is not neces-
sary.

34



Dirichlet boundary conditions, one can verify the existence of a multi–index
k = (. . . , k−1, k0, k1, . . .) ∈ Z∞, with |k| <∞, such that, being ω := (ω1, . . .),

〈ω, k〉 =
∑
j≥1

ωjkj = 0 .

In Lemma 4.2.1 it is proved that, except a countable set of µ > 0, there are
no resonance relations. Therefore, generally, there exists an infinite number of
rationally independent frequencies and most of the solutions of the linearized
equation are almost periodic.
Finally, we can summarize: in the case of periodic boundary conditions, the
eigenvectors of the operator � := ∂2

t − ∂2
x, are {eiωjteijx}j∈Z, the associated

eigenvalues are also parametrized by j ∈ Z, and there always exists at least a
1 : 1 resonance relation between the frequencies, being ωj = ω−j. On the other
hand, in the case of Dirichlet b.c., the eigenvectors are {eiωjt sin jx}j≥1, every
frequencies are simple and, generally, non resonant.
Moreover, if µ = 0, the linearized equation is

�u = utt − uxx = 0 , (1.20)

the frequencies are ωj = |j| ∈ N, and there exists an infinite number of reso-
nance relations. It’s no difficult to verify that, in this case, all the solutions of
(1.20) has rational frequency.

1.2.2 Nonlinear Schrödinger equation

Let us consider the nonlinear Schrödinger equation

iut − uxx + µu+ f(|u|2)u = 0 , u ∈ C . (1.21)

Let be µ a parameter, µ ∈ R, and f the nonlinearity. Absorbing a constant into
µ one can assume f(0) = 0. Let us study this equation as a hamiltonian system
on some suitable space. For example, for Dirichlet b.c.(boundary conditions),
one has P = H1

0 ([0, π)], the complex valued L2–functions on [0, π] with an
L2–derivative and vanishing boundary values. For u ∈ P , the Hamiltonian
will be

HNLS(u, ū) =

∫ π

0

(
|ux|2

2
+ µ
|u|2

2
+

1

2
g(|u|2)

)
dx ,

where g(s) =
∫ s

0
f(z)dz, then, equation (1.21) can be written in the hamilto-

nian form
∂tu = i∂ūHNLS = J∂ūHNLS . (1.22)

Let us note that here the operator J , that defines a symplectic structure,
corresponds to the product for i. We note that, as for the nonlinear wave
equation, one can deal with periodic b.c., adapting the definition of the phase
space and of the associated Hamiltonian. Let us rewrite the Hamiltonian in
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infinitely many coordinates in the Hilbert space `2 of all complex valued square
integrable sequences q := (q1, . . .). Make the ansatz

u(t, x) = Sq =
∑
j≥1

qj(t)χj(x) , j ≥ 1

where χj(x) =
√

2
π

sin jx, j ≥ 1 are the basic modes for the linear equation

iut− uxx +µu = 0 for Dirichlet boundary conditions. Let ωj = j2 +µ be their
respective frequencies. We note that the eigenvalues of the Sturm-Liouville
operator are simple for Dirichlet b.c. for j ≥ 1, while for the periodic b.c.,
ωj = ω−j for j ∈ Z. One then obtains the Hamiltonian

H(q, q̄) ==
1

2

∑
j≥1

ωj|qj|2 +
1

2

∫ π

0

g(|Sq|2) dx .

The equation of motion are

q̇j = i
∂H

∂q̄j
, j ≥ 1 . (1.23)

They are classical hamiltonian equations of motion for the real and imaginary
part of qj = xj +iyj. In order to prove that the origin is an elliptic equilibrium
point for the hamiltonian system (1.22), one can decompose qj in its real and
imaginary part, namely qj = xj + iyj, and equation (1.23) becomes

∂t

(
xj
yj

)
=

(
0 −1
1 0

)(
ωjxj
ωjyj

)
. (1.24)

In this way, one has a standard harmonic oscillator, with frequencies ωj, from
which it follows that the point q = 0 is elliptic.

1.2.3 Nonlinear beam equation

Consider the beam equation

utt + uxxxx + µu+ f(u) = 0 (1.25)

with hinged boundary conditions

u(t, 0) = u(t, π) = uxx(t, 0) = uxx(t, π) = 0 , (1.26)

with µ ∈ R and f a generic nonlinearity. Choosing for example the phase
space P = H2([0, π])× L2([0, π]) one can write the associated Hamiltonian:

H(u, v) =

∫ π

0

(
v2

2
+
u2
xx

2
+
µu2

2
+ g(u)

)
dx ,
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where g(u) :=
∫ u

0
f(s) ds, with equations of motion{

u̇ = v
v̇ = −uxxxx − µu− f(u) .

Using the Fourier transform, we can introduce new coordinates p := (p1, . . .),
q := (q1, . . .), (p, q) ∈ `2 × `2, through the relations

v(x) =
∑
j≥1

pj
√
ωjχj(x) , u(x) =

∑
j≥1

qj√
ωj
χj(x) .

where ω2
j = j4 +µ and χj(x) =

√
2
π

sin jx. As for the nonlinear wave equation,

the coordinates qj, for j ≥ 1, must satisfy the equation q̈j + ω2
j qj = 0 and

therefore the origin is an elliptic equilibrium point.
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Chapter 2

Periodic solutions: methods and
known results

This chapter deals with the search of periodic solutions for some hamiltonian
partial differential equations. The used methods are of two types: variational
ones, which are global and shared also with other classes of partial differential
equations (e.g. elliptic equations), and the perturbative ones, which are local
and typical of the finite dimensional hamiltonian systems. We will describe
both of them, even if we are mainly interested in the second one.
We will deal with some extensions of the classical fundamental theorems for
finite dimensional hamiltonian systems, stated in Chapter 1, to the infinite–
dimensional case. We want to explain how tools and techniques, which are well
proven in the world of finite dimensional hamiltonian systems, may be applied
in the world of infinite–dimensional evolution’s equations with hamiltonian
structure.
For example, thinking of the analogy with the Lyapunov Center Theorem for
finite dimensional hamiltonian systems in the neighborhood of an elliptic fixed
point, one expects to obtain a family of periodic orbits bifurcating from the
orbits of the linearized equations whenever no integer multiple of the frequency
of the solution being perturbed coincides with the frequency of any other nor-
mal mode. Obviously, there is a deep difference if the problem has infinitely
many degrees of freedom. In the finite dimensional case there are smooth fam-
ilies of periodic solutions bifurcating from the solution of the linear problem.
Indeed, for finitely many frequencies ω1, . . . , ωn, if kω1 6= ωj, for j = 2, 3, . . . , n
and k ∈ Z, one has kω 6= ωj, for every ω close to ω1. It means that one finds
solutions for an interval of frequencies. On the other hand, for infinitely many
frequencies, there exists, in general, a dense set of ω’s for which kω = ωj, for
some j. Here a peculiarity of the infinite–dimensional case appears: the small
divisors problem arises in searching periodic solutions and not only for quasi–
periodic ones as in the finite–dimensional situation. To overcome this problem,
one has to excise the resonances, obtaining a Cantor set of frequencies, and
thus one finds a solution for any frequency that lies in this Cantor set.
In particular, we will investigate the existence of periodic solutions for the
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following partial differential equations seen as infinite–dimensional hamiltonian
systems:

- nonlinear wave equation;

- nonlinear Schrödinger equation;

- nonlinear beam equation.

At first we briefly discuss about the matters that one meets in looking for pe-
riodic solutions of the nonlinear wave equation and about the types of periodic
solutions that one chooses to search. After, we will report most of the results
about the above mentioned hamiltonian PDEs.
In the statement of these results, we respect most of the notations of the
authors, to simplify the reading.

2.1 Nonlinear wave equation

To fix idea, we treat the problem (1.14) with Dirichlet boundary conditions,
namely {

utt − uxx + µu+ f(t, x, u) = 0 , µ ∈ R ,
u(t, 0) = u(t, π) = 0 .

(2.1)

where ∂uf(t, x, 0) = 0.
We consider two cases for f in (2.1):

(a) free vibrations, namely f = f(x, u);

(b) forced vibrations, namely f = f(t, x, u) = f(t+ T0, x, u), T0 > 0 .

The main difference in searching T -periodic solutions between case (a) and
(b) is that in the forced case it is natural to look for a solution u of the same
period as the forcing term, namely T = T0, while in the free case the period T
is a priori unknown.
Another fundamental dichotomy consists in searching periodic solutions with
period T ∈ πQ or T ∈ π(R \ Q). To understand this point, it is useful to
look at the behavior of the d’Alembertian operator �, of its kernel and of its
invertibility properties.
The linear equation �u = 0 has only periodic solutions with period belonging
to the set πQ; indeed the kernel K of the operator �, acting on functions1

L2(Ω), where Ω := T× [0, π] and T := R/2πZ, is

K :=
{
v(t, x) = v̂(t+ x)− v̂(t− x) : v̂ ∈ L2(T)

}
.

Obviously L2(Ω) can be decomposed into the two orthogonal closed subspaces
L2(Ω) = K ⊕ K⊥. Since for all h ∈ K⊥ the equation �u = h has a unique

1We can define a weak solution u ∈ L2(Ω) of �u = h ∈ L2(Ω) asking that
∫

Ω
u�φ =

∫
Ω
hφ

for any φ ∈ H1
0 (Ω).
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solution u ∈ K⊥, it results that � is invertible on the co-kernel K⊥, namely
the map

�−1 : K⊥ −→ K⊥

is a well-defined bounded (even compact) linear operator.
We now pass to the non homogeneous linear equation �u = h, where

h =
∑

`∈Z,j≥1

h`je
iω`t sin(jx)

is T–periodic with frequency ω := 2π/T . Then we look for T–periodic solutions

u =
∑

`∈Z,j≥1

u`je
iω`t sin(jx) .

The coefficients of u are easily determined:

u`j =
h`j

j2 − ω2`2
. (2.2)

Such expression make sense only if the divisors j2 − ω2`2 = (j − ω`)(j + ω`)
are different from zero. It is immediate to see that two cases occur: ω ∈ Q
or ω ∈ R \ Q , corresponding to T ∈ πQ or T ∈ π(R \ Q) , respectively. In
the case T ∈ πQ, we have that ω = p/q, gcd(p, q) = 1. We note that the set
{j2 − ω2`2}`∈Z,j≥1 has not accumulation points. Hence, if ` = ±nq, j = np
for n ∈ N+, the divisor is equal to zero; otherwise it is bounded away from
zero. On the other hand in the case T ∈ π(R \Q) , the divisors j2 − ω2`2 are
different from zero but, except the ω’s belonging to the zero measure set{

ω > 0 s.t. ∃ γ > 0 with |ω`− j| ≥ γ

`
, ∀ ` ∈ Z , j ≥ 1

}
,

accumulate to zero.
Summing up, the behavior of the self-adjoint operator �, under T−periodic
conditions, is the following:

(1) T ∈ πQ; the kernel is infinite dimensional while, on the co-kernel, �−1

exists bounded;

(2) T ∈ π(R \ Q); there is no kernel but a small divisors problem appears
because �−1 is unbounded.

We now pass to consider the operator � + µ, µ 6= 0. The divisors in (2.2)
become ω2

j − ω2`2 = j2 + µ − ω2`2. Again we distinguish the cases T ∈ πQ
and T ∈ π(R \Q) .
As we have just said, for T ∈ πQ, the set {j2−ω2`2}`∈Z,j≥1 has not accumula-
tion points. If µ is irrational, the equation j2 + µ− ω2`2 = 0 has no solutions,
the divisors ω2

j − ω2`2 are bounded away from zero and therefore � + µ is in-
vertible with bounded inverse. If µ is rational, the equation j2 + µ− ω2`2 = 0
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can have at most a finite number of solutions and hence � +µ can have a non
trivial kernel but only finite dimensional. Indeed, let ω = p/q, gcd(p, q) = 1,
the equation q2j2 + q2µ − p2`2 = 0 has at most a finite number of solutions
` ∈ Z, j ≥ 1. This follows from the fact that the equation ¯̀2 − j̄2 = µ̄ has at
most a finite number of solutions ¯̀∈ Z, j̄ ≥ 1. In fact, considering the case
µ̄ > 0 and ¯̀> 0, taking ¯̀= j̄ + h, with h > 0, the equation 2j̄h+ h2 = µ̄ has
clearly a finite number of solutions. Summarizing, for T ∈ πQ, as for µ = 0,
the small divisors problem does not occur.
The case T ∈ π(R\Q) is more involved and, in general, as for µ = 0, the small
divisors appear.

Summarizing, we can say that, besides the “physical” dichotomy between
free and forced vibrations, there is also a “mathematical” dichotomy between
rational and irrational frequencies. In conclusion we will consider four different
cases: free vibrations with rational frequency, forced vibrations with rational
frequency, free vibrations with irrational frequency, forced vibrations with ir-
rational frequency. As we are going to see in the following, the “mathematical”
dichotomy turns out to be predominant concerning methods and tools.
Regarding the search of periodic solutions with rational frequency, one takes
advantage of the absence of small divisors and of the invertibility of the linear
operator on the range. Problems come out, rather, from the presence of the
kernel that can be even infinite dimensional. One can apply standard tools of
Functional Analysis, as variational methods and topological arguments. The
analysis is not restricted to a perturbative setting, in particular one requires
global hypotheses (as e.g. monotonicity) and no small solutions are expected.
These variational techniques were used by Rabinowitz, Brezis, Coron, Niren-
berg, etc.
As regards the search of periodic solution with irrational frequency, the ap-
pearing of the small divisors is the most difficult problem. Whether one de-
cides to bypass it, choosing the frequency in a suitable set of zero measure, see
[BP01], [BeBo03], or to solve it by the KAM theory (see the works by Bourgain,
Pöschel, Kuksin, Craig, Wayne), one obtains a small amplitude solution. In-
deed, in both the cases, one uses local methods: the standard Implicit Function
Theorem or the Nash-Moser one. These methods are definitively perturbative
in nature.

We now give a fast review of what is known in the literature about periodic
solutions of the nonlinear wave equation, describing in more details some works
that we consider interesting for the performed techniques. Some of these tech-
niques will be used in the third chapter of this thesis to prove our main result.

2.2 Free vibrations with rational frequency

♥ [R78] We say that f : R→ R is strictly monotone increasing if

z1 > z2 =⇒ f(z1) > f(z2) (2.3)
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and superlinear at 0 and ∞ if
(i) f(z) = o(|z|) at z = 0;
(ii) exist z0 and θ ∈ [0, 1/2] constants such that

F (z) =

∫ z

0

f(s) ds ≤ θzf(z) for |z| ≥ z0 .

Theorem 2.2.1. Let f ∈ Ck(R,R), k ≥ 2, f(0) = 0, strictly monotone
increasing and superlinear at 0 and ∞. Then there is a nontrivial solution Ck

of the equation {
utt − uxx + f(x, u) = 0
u(t, 0) = u(t, π) = 0 .

(2.4)

This result will be discussed in more details on page 43.

♥ [BrCoN80] Let be f : R → R a continuous nondecreasing function such
that f(0) = 0. We assume that there exist constants α > 0 and C satisfying

1

2
tf(t)−

∫ t

0

f(τ) dτ ≥ α|f(t)| − C for all t (2.5)

and

lim
|t|→∞

f(t)

t
=∞ . (2.6)

Theorem 2.2.2. Let f satisfy (2.5),(2.6) there exists a nontrivial (weak) so-
lution u ∈ L∞ of (2.4).

The result is achieved via a duality argument and Mountain Pass Lemma.

2.2.1 [R78]

Let us consider the partial differential equation

utt − uxx + f(u) = 0 , x ∈ [0, π], t ∈ R (2.7)

with Dirichlet boundary conditions

u(t, 0) = 0 = u(t, π) t ∈ R ,

which is technically slightly simpler than (2.4). The author is looking for T–
periodic solutions. For definiteness, suppose one is searching a 2π–periodic
solution of (2.7), with f depending only on u. Let be Ω := [0, 2π]× [0, π] and
consider the associated functional

Φ(u) =

∫
Ω

(
u2
t

2
− u2

x

2
− F (u)

)
dx dt (2.8)

where F (z) =
∫ z

0
f(s)ds. The integrand for (2.8) is the Lagrangian for the

problem. Critical points of the functional Φ, defined on a suitable class of
T–periodic functions, are weak solutions of (2.7), with Dirichlet boundary
conditions. Under suitable conditions on f , that are:
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(i) f ∈ C1(R,R) and f(0) = 0;

(ii) f is strictly monotone increasing, i.e. z1 > z2 implies f(z1) > f(z2);

(iii) f is superlinear at 0 and ∞, i.e.

(a) f(z) = o(|z|) at z = 0;

(b) there are constants z̄ > 0 and θ ∈
[
0, 1

2

]
s.t.

F (z) =

∫ z

0

f(s)ds ≤ θzf(z), for |z| ≤ z̄ .

Let be � := ∂tt − ∂xx and K(�) the null space of �. It’s not difficult to see
that the closure in L2 of K(�) is

K :=
{
p(t+ x)− p(t− x) s.t. p ∈ L2(T)

}
.

Let be K⊥ the orthogonal complement of K in L2.

Theorem 2.2.3. Let f satisfies (i)-(iii), f ∈ Ck, k ≥ 2. Then there exists a
u = v + w ∈ (Ck ∩K)⊕ (Ck+1 ∩K⊥) nontrivial classical solution of

�u+ f(u) = 0 x ∈ [0, π], t ∈ R
u(t, 0) = u(t, π) = 0
u(x, t+ 2π) = u(x, t) .

(2.9)

To prove this theorem, the author chooses to consider a modified Lagrangian
that corresponds to this modified problem for u = v + w, β > 0:

�u− βvtt + f(u) = 0 x ∈ [0, π], t ∈ R
u(t, 0) = u(t, π) = 0
u(x, t+ 2π) = u(x, t) .

(2.10)

One wants to solve (2.10) for any β and then, sending β → 0, to obtain a
solution of (2.9). Let us consider the lagrangian functional associated to the
system (2.10):

I(u) :=

∫
Ω

(
u2
t

2
− u2

x

2
− β v

2
t

2
− F (u)

)
dx dt.

Then I(u) is defined for all u ∈ H1 and it is not difficult to verify that any
critical point of I is a weak solution of (2.10).
I is not bounded from above, nether from below in H1 so there is no hope of
getting a solution of (2.10) maximizing I on finite-dimensional subspaces of
H1.
By restricting I to suitable finite-dimensional subspaces En of admissible func-
tions of L2, corresponding critical points, un, of IEn are obtained showing that
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I possesses on En the Mountain Pass geometry. Hence, one can show that
these critical points tend to a nontrivial classical solution u = u(β) of (2.10),
with L∞ and H1 estimates that depend on β. Finally the solutions u = u(β)
will be used to get a weak solution of (2.9). One gets at first an upper bound
for ‖u(β)‖L∞ independent of β. Then one shows that {u(β)} is equicontinuous
in C(Ω) from which it follows that (2.9) has a weak solution.

2.3 Forced vibrations with rational frequency

♥ [R67] Let us consider the equation{
utt − uxx = εf(t, x, u) x ∈ [0, π] , u, ε ∈ R ,
u(t, 0) = u(t, π) = 0

(2.11)

with f(t, x, u) 2π-periodic in time.
Using minimizing variational techniques, Rabinowitz proved the following

Theorem 2.3.1. Let f ∈ Ck be strictly monotone, namely ∂uf ≥ β > 0.
Then, for all |ε| small enough, there exists a solution u ∈ Hk of (2.11).

This result will be discussed in more details on page 46.

♥ [R71] Let us consider (2.11) with f(t, x, u) := u2k+1+ f̃(t, x, u), k ≥ 1.

Theorem 2.3.2. Suppose f̃ continuous and monotone, namely f̃(t, x, u1) ≤
f̃(t, x, u2) for all t, x and u1 ≤ u2. Then (2.11) has two curves of solutions
(ε, uε) ⊂ R+×C and (ε, uε) ⊂ R−×C, which are unbounded ( in R×C) and
meets only at (0, u0).

The solutions are found by a topological degree argument.

♥ [Co83] Let be g : R −→ R a continuous function. In this paper the author
studies the forced vibrations:

utt − uxx + g(u) = f(t, x)
u(t, 0) = u(t, π) = 0
u(t+ 2π, x) = u(t, x) .

(2.12)

The main result is stated in the following:

Theorem 2.3.3. If f ∈ L2(T× [0, π]) is 2π–periodic in t and if

f(π + t, π − x) = f(t, x) a.e. x ∈ (0, π), t ∈ R ,

−1 < lim inf
|u|→∞

g(u)

u
≤ lim sup

|u|→∞

g(u)

u
< 3 ,

then there exists u ∈ H1(T× [0, π]) solution of (2.12).
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Coron finds weak solutions assuming the above additional symmetry on f and
restricting to the space of functions satisfying u(t, x) = u(t+ π, π − x), where
the kernel of the d’Alembertian operator � reduces to 0. He also deals with
the autonomous case f ≡ 0, proving for the first time existence of nontrivial
solutions for nonmonotone nonlinearities.

♥ [BeBi] In this paper the authors consider the problem

�u = εf(t, x, u) (2.13)

with Dirichlet boundary conditions

u(t, 0) = u(t, π) = 0 (2.14)

where ε is a small parameter and the nonlinear forcing term f(t, x, u) is 2π-
periodic in time. They look for nontrivial 2π-periodic in time solutions u(t, x)
of (2.13),(2.14), i.e. satisfying

u(t+ 2π, x) = u(t, x) . (2.15)

Let be Ω := T× (0, π).

Theorem 2.3.4. Let f(t, x, u) = βu2k + h(t, x), β ∈ R \ {0}, and h ∈ N⊥

satisfies h(t, x) > 0 (or h(t, x) < 0) a.e. in Ω. Then, for ε small enough, there

exists at least one weak solution u ∈ H1(Ω) ∩ C1/2
0 (Ω) of (2.13)-(2.14)-(2.15)

with ‖u‖H1(Ω) + ‖u‖C1/2(Ω) ≤ C|ε|. If, moreover, h ∈ Hj(Ω) ∩ Cj−1(Ω), j ≥ 1,

then u ∈ Hj+1(Ω) ∩ Cj
0(Ω) with ‖u‖Hj+1(Ω) + ‖u‖Cj(Ω) ≤ C|ε| and therefore,

for j ≥ 2, u is a classical solution.

Here N is the kernel of the operator � in L2, H1(Ω) is the usual Sobolev space

and C
1/2
0 (Ω) is the space of all the 1/2-Hölder continuous functions u : Ω −→ R

satisfying (2.14), endowed with norm

‖u‖H1(Ω) + ‖u‖C1/2(Ω) .

The approach of the authors is based on a variational Lyapunov-Schmidt re-
duction. It turns out that the infinite dimensional bifurcation equation exhibits
an intrinsic lack of compactness. They solve it via a minimization argument
and a-priori estimate methods inspired by the regularity theory of [R67]. The
major result of this paper is that the usual monotonicity hypothesis on f is
bypassed.

2.3.1 [R67]

The author seeks a nontrivial solution of the equation

�u := utt − uxx = εf(t, x, u) (2.16)
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where (t, x) ∈ Ω = T× (0, π) under the boundary conditions

u(t, 0) = u(t, π) = 0 . (2.17)

Here ε is a small parameter, while T = R/2πZ so it means that one is looking
for time periodic solution

u(t+ 2π, x) = u(t, x) (2.18)

of the one spatial dimensional wave equation with a time periodic forcing term
f(t, x, u) = f(t+ 2π, x, u). The kernel N of the operator � acting on functions
L2(Ω) satisfying (2.17),(2.18) is the following closed subset of L2(Ω)

N :=

{
v(t, x) = v̂(t+ x)− v̂(t− x) : v̂ ∈ L2(T) , with

∫ 2π

0

v̂ = 0

}
.

Obviously L2(Ω) can be decomposed into the two orthogonal closed subspaces
L2(Ω) = N ⊕N⊥.
Since � (with conditions (2.17),(2.18)) is a self-adjoint operator we have that
its range in L2(Ω) is exactly N⊥. Recall that, given f ∈ N⊥, there exists a
unique function w := Gf ∈ N⊥ (and verifying (2.17),(2.18)) such that �w = f ;
moreover G is a compact self-adjoint operator

G : N⊥ −→ N⊥ ∩H1(Ω) ∩ C1/2(Ω) =: W (2.19)

with
‖Gf‖W ≤ c ‖f‖L2 (2.20)

where
‖w‖W := ‖w‖H1 + ‖w‖C1/2

and c is a suitable positive constant.
One can look for weak solution of �u = f of the form u = v + w with
v ∈ V := N ∩ H1(Ω) and w ∈ W . Denoting by ΠN and ΠN⊥ the projection
from L2 onto N and N⊥ respectively, one has to solve the kernel equation

ΠN f(v + w) = 0 (2.21)

and the range equation

w = εG ΠN⊥ f(v + w) . (2.22)

The range equation (2.22) is solved by the Fixed Point Theorem.

Proposition 2.3.5. Let f = f(t, x, u) and fu = ∂uf be continuous on Ω×R.
Then ∀R > 0, there exists a constant C0(R) > 1 such that ∀ |ε| ≤ ε0(R) :=
1/2C0(R) and ∀ v ∈ V, ‖v‖H1 ≤ R there exists a unique w = w(v, ε) ∈ W with

‖w‖W ≤ C0(R)ε (2.23)
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such that

w = εGΠN⊥f(v + w) (2.24)

where f(u) is the Nemitskii operator2 associated to f . Moreover vn, v∗ ∈ V,
‖vn‖H1 , ‖v∗‖H1 ≤ R

vn
L2

−→ v∗ =⇒ w(vn)
W−→ w(v∗) . (2.25)

The kernel equation

After solving the range equation one inserts w = w(v) into the kernel equation
(2.21), hence one has to find solutions of

ΠNf(v + w(v)) = 0 . (2.26)

Solving (2.26), since V is dense in N with the L2-norm, is equivalent to find a
v such that ∫

Ω

f(v + w(v))φ = 0 ∀φ ∈ V . (2.27)

Solutions of �u = f (satisfying also (2.17),(2.18)) are critical points of the
Lagrangian action functional

Ψ :
{
u ∈ H1(Ω) s.t. u(t, 0) = u(t, π) = 0

}
−→ R ,

defined by

Ψ(u) :=

∫
Ω

(
u2
t

2
− u2

x

2
+ εF (u)

)
dt dx ,

where F (u) :=
∫ u

0
f(ξ)dξ. Then one notes that (2.27) is the Euler-Lagrange

equation of the reduced Lagrangian action functional

Φ(v) := Ψ(v + w(v))

= ε

∫
Ω

F (v + w(v))− 1

2
f(v + w(v))w(v) v ∈ V . (2.28)

since

DvΦ(v)[φ] = ε

∫
Ω

f(v + w(v))φ , ∀v, φ ∈ V . (2.29)

Recollecting, one has that solving the kernel equation (2.26) is equivalent to
finding critical points of Φ(v).
By (2.25) one has that the functional Φ is L2-continuous in the following sense
vn, v∗ ∈ V, ‖vn‖H1 , ‖v∗‖H1 ≤ R,

vn
L2

−→ v∗ =⇒ Φ(vn) −→ Φ(v∗) . (2.30)

2Namely [f(u)](t, x) := f(t, x, u(t, x)).
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In practice one looks for an extremal point (actually a minimum) of Φ(v) in
the ball

BR :=
{
v ∈ V, ‖v‖H1 ≤ R

}
,

where R is a positive (large) constant which will be fixed later.
Take a minimizing sequence vn ∈ BR, Φ(vn) → infBR Φ. Due to the H1-
boundness of {vn}n∈N, one can suppose that

vn
H1

⇀ v̄, with ‖v̄‖H1 ≤ R .

By the Rellich theorem vn
L2

→ v̄. From (2.30), one obtains that v̄ is a minimum
point of Φ restricted to BR. Obviously, since one is seeking free critical points,
one has to prove that ‖v̄‖H1 < R, namely v̄ is an inner minimum for Φ in
BR. Following [R67], one calls φ ∈ V an admissible variation in the point v̄, if
v̄+ θφ ∈ BR for every scalar θ < 0 sufficiently close to 0. A sufficient condition
for φ ∈ V to be an admissible variation is the positivity of the scalar product

〈v̄, φ〉H1 > 0 . (2.31)

It is obvious by definition that, for any admissible variation φ ∈ V ,

0 ≥ DvΦ(v̄)[φ] =

∫
Ω

f(v̄ + w(v̄))φ . (2.32)

By now, one wants to choose a suitable admissible variation in order to obtain
a L∞–estimate and a H1–estimate.
By (2.32) one has, since w = O(ε), that∫

Ω

f(v̄)φ ≤
∫

Ω

O(ε)φ .

Using that fu ≥ β > 0, the next inequality holds, if v̄φ ≥ 0,∫
Ω

f(v̄)φ =

∫
Ω

f(0)φ+ fu(z)v̄φ ≥
∫

Ω

f(0)φ+ βv̄φ

where z is an intermediate point, and finally one obtains

β

∫
Ω

v̄φ ≤
∣∣∣∣ ∫

Ω

f(0)φ

∣∣∣∣+

∣∣∣∣ ∫
Ω

O(ε)φ

∣∣∣∣ . (2.33)

Let, for M > 0,

q(λ) := qM(λ) :=


0 , if |λ| ≤M
λ−M , if λ ≥M
λ+M , if λ ≤M .

One can note that
λq(λ) ≥M |q(λ)| . (2.34)
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If v̄(t, x) = v̄+(t, x)− v̄−(t, x) = ˆ̄v(t+ x)− ˆ̄v(t− x), one has that

φ := q+ − q− := q(v̄+)− q(v̄−) ∈ V .

It is an admissible variation and v̄φ ≥ 0. One can easily check that if p, q ∈
L1(T) then ∫

Ω

p(t+ x)q(t− x) =

∫ 2π

0

p(s)ds

∫ 2π

0

q(s)ds . (2.35)

Using (2.35) and that
∫ 2π

0
v̂ = 0, one has∫

v̄φ =

∫
Ω

(v̄+ − v̄−)(q+ − q−) =

∫
Ω

(v̄+q+ − v̄−q−)

≥ M

∫
Ω

|q(v̄+)|+ |q(v̄−)| (2.36)

where the last inequality holds because of (2.34). So

β

∫
v̄φ ≤

∣∣∣∣ ∫
Ω

f(0)φ

∣∣∣∣ ≤ C

∫
Ω

|φ| ≤ C

∫
Ω

|q(v̄+)|+ |q(v̄−)|

and using (2.36), one has, if |ε| ≤ ε1(R),

M ≤ C

β
.

Choosing M := (1/2) sup |ˆ̄v| and since sup |v̂| ≥ 1
2

sup |v̄|,

M ≈ sup |v̄| = ‖v̄‖L∞ .

Now one wants to define a suitable admissible function φ to obtain an H1–
estimate. For f ∈ H1(Ω) we define the difference quotient of size h ∈ R \ {0}

Dhf(t, x) :=
f(t+ h, x)− f(t, x)

h
.

One can check that if f, g ∈ H1(Ω), h ∈ R \ {0} the following properties hold

(i) integration by parts: ∫
Ω

f(D−hg) = −
∫

Ω

(Dhf)g ;

(ii) estimate on the difference quotient

‖Dhf‖L2(Ω) ≤ ‖ft‖L2(Ω) ;

(iii) convergence

Dhf
L2

−→ ft , as h −→ 0 . (2.37)
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Let us choose
φ := −D−hDhv̄ .

Integrating by parts,

β

∫
v̄φ = β

∫
Ω

(Dhv̄)(Dhv̄) = β

∫
Ω

(Dhv̄)2 = β ‖Dhv̄‖2
L2 (2.38)

and in the same way∣∣∣∣ ∫
Ω

f(0)φ

∣∣∣∣ =

∣∣∣∣ ∫
Ω

Dhf(0)Dhv̄

∣∣∣∣ ≤ const‖Dhv̄‖L2 (2.39)

where the last inequality follows from the Cauchy-Schwartz estimate. Using
(2.38), (2.39), it follows that

‖Dhv̄‖L2 ≤ const

β
, ∀h ∈ R \ {0}

and from the convergence (2.37) one has, if |ε| ≤ ε2(R),

‖v̄t‖L2 ≤ const

β

for a suitable C. Choosing

R := R0 = 2
const

β
,

one obtains the H1–estimate and Theorem 2.3.1 follows.

2.4 Free vibrations with irrational frequency

In this case the presence of a small divisors problem is the crucial difficulty.
Obviously, for finite dimensional systems, this problem does not arise and the
existence of periodic orbits, close to an elliptic equilibrium point of a com-
pletely resonant hamiltonian systems, has been proved by Weinstein [We73],
Moser [Mo76] and Fadell-Rabinowitz [FR78] using a Lyapunov-Schmidt split-
ting. This procedure reduces the problem to solve two equations: the kernel
equation solved by variational methods and the range equation, solved by the
Implicit Function Theorem. The following results are proved by an extension
of this technique to the infinite–dimensional case. In particular, the small
divisors problem appearing in the range equation is usually solved by a super–
convergent Newton method.

We distinguish between Dirichlet and periodic boundary conditions.

Dirichlet boundary conditions
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♥ [W90] Consider the general nonlinear equation

utt − uxx + f(x, u) = 0 .

Expanding f(x, u) in a Taylor series about u ≡ 0, one obtains

f(x, u) = f(x, 0) + fu(x, 0)u+ higher order terms .

It’s not restrictive to impose f(x, 0) = 0, that physically means that there is
no force acting when the string is at rest. By rescaling u, one introduces the
small parameter ε and considers the following equation

utt − uxx + v(x)u(x, t) + εu3(x, t) = 0 , (2.40)

where the potential fu(x, 0) =: v(x) lies in the subspace

E :=

{
v ∈ L2

(
[0, π]

) ∣∣∣∣ ∫ π

0

v(x) dx = 0, v(x) = v(π − x)

}
∩ L2

+ , (2.41)

and L2
+ ⊂ L2([0, π]) is the open subset of all potentials v ∈ L2([0, π]) with

strictly positive Dirichlet eigenvalues. By fixing the average of v to be zero,
one avoids to shift the eigenfrequencies of the ε = 0 case of (2.40) by a fixed
amount.
Let be {µj}∞j=1 the eigenvalues and {φj}∞j=1 the corresponding eigenfunctions
of the operator −d2/dx2 + v(x) and with Dirichlet b.c., then

u0
j(t, x) = sin

(√
|µj| t

)
φj(x)

is a periodic solution of (2.40) for ε = 0, if µj > 0. The following result states
that these solutions persist when ε > 0.

Theorem 2.4.1. There are sets E(j) ⊂ E such that if v ∈ E(j), there is a
constant ε0(v, j) > 0, such that whenever |ε| < ε0(v, j), (2.40) has a weak
periodic solution uεj(x, t) whose frequency vector differs from

√
µj by O(ε).

There is a natural probability measure, P , defined on the subset of E, for
which the spectrum of −d2/dx2 + v(x) is positive and E(j) has measure one
with respect to P .

This theorem does not establish that the solutions constructed actually have
periods that are irrational. However, the existence of solutions with irrational
period is stated in the following result and here it is guaranteed also that one
obtains a large number of solutions, which is typical for the KAM methods.

Theorem 2.4.2. Suppose to restrict our attention to the subset of E for which
the spectrum of −d2/dx2 + v(x) is positive. Then, for almost every potential
v, with respect to the P measure, there is a constant ε0(v) > 0, such that if
|ε| < ε0(v), there is an interval of the real line, A(v), and a subset B ⊂ A(v)
with

measB ≥ (1−O(1/| log ε|))measA(v)

such that for every point Ω ∈ B, (2.40) has a periodic orbit with frequency Ω.
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For what concerns the techniques, the author replaces the scalar parameter
µ of the Klein–Gordon equation utt − uxx + µu = 0 with Dirichlet boundary
conditions, by some potential function v ∈ L2([0, π]). By this choice, he intro-
duces infinitely many parameters into the system, which may be adjusted and
thus substitutes the standard nondegeneracy condition.

♥ [CW93] Consider equation (2.4) for f odd analytic, namely f(x, u) = −
f(−x,−u), and π-periodic in x with Taylor’s expansion in u

f(x, u) = f1(x)u+ f2(x)u2 + . . . .

Calling {ψj(x)}j≥1 the eigenvectors of the Sturm-Liouville operator −d2/dx2 +
f1(x), we can write the solutions of the linearized equation of (2.4), that is

vtt − vxx + f1(x)v = 0 ,

in the form
v(x, t) =

∑
j≥1

rj cos(ωjt+ ξj)ψj(x)

which are parametrized by the amplitudes rj and the phases ξj.

Theorem 2.4.3. Among this class of nonlinearity f there is an open dense
set such that there exist small amplitude time-periodic solutions of (2.4). That
is, there exists parameters (Ω, r, ξ) and solutions u(x, t; r) satisfying

|u(x, t; r)− r cos(Ωt+ ξ)ψj(x)| < const r2

|Ω− ωj| < const r2

for r in a set of positive measure.

Thinking of the analogy with the Lyapunov Center Theorem for finite dimen-
sional hamiltonian systems in a neighborhood of an elliptic equilibrium point,
the authors construct a smooth curve bifurcating from the solution of the linear
equation. In the paper it is proved that there exists a Cantor set of frequencies
of positive measure such that, for any point on the curve whose frequency lies
in this Cantor set, one has a solution of (2.4). The proof is obtained by a
version of Newton’s methods.

♥ [B00] Let us consider a finite dimensional hamiltonian system, with Hamil-
tonian H such that H(0) = 0, with an elliptic equilibrium point at the origin.
Let ωj be the frequencies of the linear oscillations about such an equilibrium.
Pick up one frequency, for example ω1. The Lyapunov Center Theorem (see
Theorem 1.1.5) states that, if

ω1`− ωj 6= 0 , ` ≥ 1, j 6= 1 ,

then there exists a periodic orbit with frequency close to ω1. The result con-
tained in this paper is an extension of the Lyapunov Center Theorem to some
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partial differential equations. The stated theorem is not really new but the
proof is so simple that it makes the paper very interesting. Let us consider the
nonlinear wave equation

utt − uxx + µu = ψ(u) (2.42)

where ψ(u) = ψ0u
r + ψ(1)(u), with some r > 2, satisfying a suitable nonde-

generacy condition. Moreover ψ(1) admits two Lipschitz derivatives, such that
ψ(1)(0) =

(
ψ(1)

)′
(0) = 0 and fulfills the inequality

sup
|x|<2ε,|y|<2ε

∣∣∣∣(ψ(1)
)′′

(x)−
(
ψ(1)

)′′
(y)

∣∣∣∣ ≤ const εr−2|x− y| .

In particular the above inequality holds if ψ(1) has a zero of order r+ 1 in the
origin. To go on, we need some definitions:

Definition 2.4.4. The frequency ω will be said to be γ strongly nonresonant
with (ω2, ω3, . . .) if the following inequality holds

|ω`− ωj| ≥
γ

`
, ` ≥ 1, j ≥ 2 .

Let us fix the parameter µ in such a way that the linear frequencies have the
following (γ-NR)–property, with some γ:

(γ-NR) : We will say that (ω1, ω2, . . .) has the (γ-NR)–property if there exists a
closed subset W (γ) ⊂ R such that any ω ∈ W (γ) is γ strongly nonreso-
nant with (ω2, ω3, . . .) and moreover ω1 is an accumulation point of both
W (γ) ∩ (−∞, ω1] and W (γ) ∩ [ω1,+∞).

Using continuous fractions, one can prove the following

Proposition 2.4.5. Let be ωj =
√
j2 + µ, j ≥ 1, to be the square roots of

the Dirichlet eigenvalues of −d2/dx2 +µ on [0, π], then property (γ-NR) holds
for µ belonging to a non-countable subset of R. Moreover, for any µ in such a
set, the family of ω’s which are γ–strongly nonresonant with (ω2, ω3, . . .) and
accumulate at ω1, is not countable.

Using the proposition 2.4.5 (for a detailed proof see [Sc], Th.5C and pg.23),
the author reaches the following result:

Theorem 2.4.6. With the above assumptions on the nonlinearity ψ(u), there
exists a family {uε}ε∈E of periodic solutions of (2.42), parametrized by a suitable
set E ⊂ R having an accumulation point at the origin. In addition, uε has
frequency ωε which is γ strongly nonresonant with (ω2, ω3, . . .) and satisfies

|ωε − ω1| ≤ const εr−1,

∥∥∥∥uε( t

ωε

)
− ε sinx cos t

∥∥∥∥
H1

≤ const εr .

Moreover uε ∈ H1
(
[0, 2π/ωε];H

1[0, π]
)
.
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The proof is based on a Lyapunov–Schmidt decomposition. One fixes a fre-
quency ω close to ω1 and looks for a periodic solution of frequency ω. By the
splitting, one considers the 1–dimensional bifurcation equation on the kernel
of the linear operator

Lω1 := ω2
1

d2

dt2
− d2

dx2
+ µ

and an infinite dimensional range equation on its orthogonal in a suitable space
of functions. In solving this last equation a small divisors problem arises. The
eigenvalues of the linear operator Lω are

−ω2`2 + ω2
j = (−ω`+ ωj)(ω`+ ωj) , ` ≥ 0 , (`, j) 6= (1, 1) (2.43)

so that, if ω satisfies the γ strongly nonresonant condition with (ω2, ω3, . . .),
then (2.43) are bounded away from zero. This choice of imposing a strong
nonresonance on the frequencies is inspired by the trick used by R. De La
Llave [DL00] to obtain a variational proof of existence of orbits in some non-
linear wave equations. Thanks to this excising of resonances, one can apply a
standard Implicit Function Theorem to solve the range equation.

♥ [BP01] For γ > 0 and n ≥ 1, let be

Wn
γ :=

{
ω ∈ R

∣∣∣∣ |ω`− kj| ≥ γ

`
, ∀ (`, j) : n` 6= kj

}
. (2.44)

Such set has zero measure, is uncountable and accumulates at 1 both from the
right and from the left.

Theorem 2.4.7. Suppose that f in (2.7) satisfies f(0) = f ′(0) = f ′′(0) = 0
and f ′′′(0) 6= 0. For any n ≥ 1 and any positive γ < 1/3 there exists a family
{unε (t)}ε∈Eγn of periodic solutions of (2.7), with Dirichlet b.c. with the following
properties:

(1) the set Enγ ⊂ R+ is uncountable and has zero as an accumulation point;

(2) unε is periodic with minimal period 2π/ωnε and is of class H1([0, 2π/ωε],
H1);

(3) there exists a strictly positive ωn∗ such that the frequency map ωnε

Enγ 3 ε 7→ ωnε ∈ W n , with W n :=

{
W n
γ ∩ [n, n+ ωn∗ ) if α < 0;

W n
γ ∩ (n− ωn∗ , n] if α > 0;

is monotone and one to one; moreover it fulfills the following estimate

|n− ωnε | ≤ const ε2 ;

(4) unε is close to the solution εvn(x, t) of the linearized system, precisely

sup
t∈R

∥∥unε (t)− εvn(·, ωnε t)
∥∥
H1 ≤ const ε2 .
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2π/ω-periodic map

ũω : t ∈ R −→ [ũω(t)](·) ∈ H1([0, π])

ũω ∈ H1
(
[0, 2π/ω], H1([0, π])

)
, such that uω(t, x) := [ũω(t)](x) is a 2π/ω time-

periodic solution of (2.4).

In this paper the authors construct small amplitude solutions close to a com-
pletely resonant elliptic equilibrium point. The proof is achieved performing a
Lyapunov-Schmidt decomposition. The authors solve first the range equation
imposing the strong diophantine condition on the frequency in (2.44), and then
the kernel equation by averaging methods.

♥ [BeBo03], [BeBo04] Let us consider Wγ as (2.44).

Theorem 2.4.8. Let f(u) = aup + o(up) (a 6= 0), p ≥ 2. Then ∀ω ∈ Wγ

satisfying |ω − 1| ≤ const and ω < 1 (ω > 1 if p is odd and a > 0) equation{
utt − uxx + f(x, u) = 0
u(t, 0) = u(t, π) = 0

(2.45)

possesses at least one 2π/ω-periodic, even in time solution.

This result will be discussed in more details on page 59.

♥ [GMPr04] Let be g an analytic 2π-periodic in (t, x) function, let us define

‖g(t, x)‖r :=
∑

(n,m)∈Z2

gn,me
r(|n|+|m|) ,

where gn,m are the Fourier coefficients with respect to t and x. Let v(t, x) :=
η(t+ x)− η(t− x), with η(ξ) the odd 2π-periodic solution of the equation

η̈ = −η3 − 3

2π
η

∫ 2π

0

η2(ξ) dξ .

Theorem 2.4.9. Consider equation (2.7) with f(u) = au3 + O(u5) an odd
analytic function, a 6= 0. There exist a positive constant ε0 and a set E ∈ [0, ε0]
satisfying

lim
ε→0

meas (E ∩ [0, ε])

ε
= 1

such that for all ε ∈ E, by choosing ωε =
√

1− ε, there exist 2π/ωε-periodic
solutions uε of (2.7) analytic in (t, x), with∥∥uε(t, x)−

√
ε/|a| v(ωεt, x)

∥∥
k′
≤ const ε

3
2

where, calling k/2 the radius of analyticity of η, is 0 < k′ < k.
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This result will be discussed in more details on page 63.

♥ [BeBo05] Let us consider problem (2.45). Assume that the nonlinearity f
satisfies

(H) f(x, u) =
∑

k≥p ak(x)uk , p ≥ 2, and ak ∈ H1((0, π),R) verify
∑

k≥p
‖ak(x)‖H1 ρk <∞ for some ρ > 0 ,

such that it is analytic in u but only H1 in x. Let be

Xσ,s :=

{
u(t, x) =

∑
`∈Z

ei`tu`(x) s.t. u` ∈ H1
0 ((0, π),R),

u`(x) = u−`(x) ∀` ∈ Z, and ‖u‖2
σ,s :=

∑
`∈Z

e2σ|l|(`2s + 1)‖u‖2
H1 <∞

}
.

The main result of the paper is stated in the following

Theorem 2.4.10. Let f satisfies assumption (H) and

f(x, u) =


a2u

2 +
∑

k≥4 ak(x)uk a2 6= 0
or
a3(x)u3 +

∑
k≥4 ak(x)uk 〈a3〉 := (1/π)

∫ π
0
a3(x)dx 6= 0 .

Then, s > 1/2 being given, there exist δ0 > 0, σ̄ > 0 and a C∞–curve [0, δ0) 3
δ → u(δ) ∈ Xσ̄/2,s with the following properties:

(i) ‖u(δ)− δv̄‖σ̄/2,s = O(δ2) for some v̄ ∈ V ∩Xσ̄,s, v̄ 6= {0} , where V is the
kernel of the operator �;

(ii) there exists a Cantor set C ⊂ [0, δ0) of asymptotically full measure, i.e.
satisfying

lim
η→0+

meas(C ∩ (0, η))

η
= 1 ,

such that, ∀ δ ∈ C, u(δ) is a 2π–periodic, even in time, classical solution
of the re-scaled problem{

ω2utt − uxx + f(x, u) = 0
u(t, 0) = u(t, π) = 0 ,

with respectively

ω = ω(δ) =


√

1− 2δ2

or√
1 + 2δ2 sign〈a3〉 .

As a consequence, ∀ δ ∈ C, ũ(δ)(t, x) := u(δ)(ω(δ)t, x) is a 2π/ω(δ)–
periodic, even in time, classical solution of equation (2.45).
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This result will be discussed in more details on page 65.

Periodic boundary conditions

♥ [CW93] In this paper the same result as for the Dirichlet boundary con-
ditions described on pg. 53 but without oddness assumptions on f is proved.

♥ [Bou95] Consider the periodic wave equation in dimension d

utt −∆u+ ρu+ u3 = 0 , (2.46)

where ∆ is the Laplacian on the d–torus Πd × R which is λ–periodic in t.
Replacing u by δu, the equation becomes

utt −4u+ ρu+ δ2u3 = 0

which appears as a perturbation of the linear equation

utt −∆u+ ρu = 0 . (2.47)

Fix m0 ∈ Zd\{0}. The author shows the persistence for the perturbed equation
(2.46), of the solution

u0 = p0 cos(〈m0, x〉+ λ0t)

of (2.47) with λ0 = (|m0|2 + ρ)1/2. The perturbed solution has the form

u(x, t) =
∑

m∈Zd, n∈Z+

û(m,n) cos(〈m,x〉+ nλt)

where û(m0, 1) = p0 and∑
(m,n)6=(m0,1)

|û(m,n)|e(|m|+|n|)c < O(δ).

Here c > 0 is some constant.

Theorem 2.4.11. Let ρ ∈ R satisfy a condition of the form∣∣∣∣ r∑
j=0

ajρ
j

∣∣∣∣ > (∑ |aj|
)−c(r)

, ∀ {aj} ∈ Zr+1 \ {0} .

Here r := r(d). Consider the periodic wave equation (2.46) in dimension d.
Fix m0 ∈ Zd \ {0}. There is a Cantor set C of positive measure in an interval
[0, δ] and for p0 ∈ C a solution of (2.46) of the form

u = p0 cos(〈m0, x〉+ λt) +O(p3
0)

where

λ2 = λ(p0)2 = |m0|2 + ρ+
3

4
p2

0 +O(p4
0) .
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♥ [Bou99]: for nonlinearities

f(x, u) = u3 +
d∑
j=4

aj(x)uj

where aj are trigonometric cosine polynomials in x, existence of periodic so-
lutions of the resonant wave equation with frequencies in a full measure set is
proved. The small divisors problem is solved here by a KAM iterative scheme.

2.4.1 [BeBo03]

In [BeBo03], the authors look for time-periodic solutions of the problem{
utt − uxx + f(u) = 0
u(t, 0) = u(t, π) = 0 ,

(2.48)

where f(u) = aup, with p ≥ 2 and a 6= 0. As we have just said, the homoge-
neous equation {

utt − uxx = 0
u(t, 0) = u(t, π) = 0

has periodic solutions if and only if the period is a rational multiple of 2π.
For definiteness one can look for periodic solutions of (2.48) with period 2π/ω
close to 2π. Hence, after a time scaling t → t/ω (ω ≈ 1), problem (2.48) is
equivalent to 

Lωu = f(u)
u(t, 0) = u(t, π) = 0
u(t+ 2π, x) = u(t, x),

(2.49)

where Lωu := −ω2utt + uxx. The authors look for solutions u : Ω −→ R of
(2.49), where Ω = T× (0, π) and T = R/2πZ, in the Banach space

X :=

{
u ∈ H1(Ω,R)∩L∞(Ω,R) s.t. u(t, 0) = u(t, π) = 0, u(−t, x) = u(t, x)

}
.

They choose the space X of even in time functions because equation (2.48) is
reversible. In X one can introduce the norm

‖u‖X := |u|∞ + ‖u‖,

where ‖ · ‖ is the norm on H1(Ω) associated to the scalar product

(u,w) :=

∫
Ω

(utwt + uxwx) dt dx .

The kernel K of the operator L1 = −∂tt + ∂xx acting on functions L2(Ω), with
Dirichlet boundary conditions, is the following closed subset of L2(Ω)

K :=

{
v(t, x) = v̂(t+ x)− v̂(t− x) s.t. v̂ ∈ L2(T) , with

∫ 2π

0

v̂ = 0

}
.
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Obviously L2(Ω) can be decomposed into the two orthogonal closed subspaces
L2(Ω) = K ⊕ K⊥. By the light of this decomposition, one can perform a
Lyapunov-Schmidt reduction and look for solutions of (2.49) of the form u =
v + w with v ∈ V and w ∈ W , where3 V ⊕W = X and

V := X ∩K =

{
v(t, x) = v̂(t+ x)− v̂(t− x) s.t. v̂(·) ∈ H1(T), v̂ odd

}
=

{
v(t, x) =

∑
j≥1

ξj cos(jt) sin(jx) s.t. ξj ∈ R,
∑
j≥1

j2ξ2
j < +∞

}
,

W := X ∩K⊥ =

{ ∑
`≥0,j≥1

w`j cos(`t) sin(jx) ∈ X s.t. wjj = 0 ∀j ≥ 1

}
.

Denoting by ΠV and ΠW the projections onto V and W respectively, (2.49)
is equivalent to the following system of two equations (called respectively the
(Q) and the (P ) equations)

Lωv = ΠV f(v + w) , (Q)

Lωw = ΠWf(v + w) . (P )

One first solve the (P ) equation by an Implicit Function Theorem. Here a
small divisors problem appears. In fact, as we have just said in section 2.1,
writing f in Fourier series,

f(t, x) =
∑

`≥0,j≥1 ,` 6=j

f`j cos(`t) sin(jx)

then

L−1
ω f =

∑
`≥0,j≥1 ,`6=j

f`j
ω2`2 − j2

cos(`t) sin(jx).

In order to estimate the small divisors ω2`2 − j2, one can assume that

ω ∈ W :=
⋃
γ>0

Wγ ,

where Wγ is the set of strongly non-resonant frequencies introduced in [BP01]

Wγ :=

{
ω ∈ R

∣∣∣∣ |ω`− j| ≥ γ

`
, ∀j 6= `

}
.

As proved in Remark 2.4 of [BP01], for γ < 1/3, the set Wγ is uncountable,
has zero measure and accumulates to ω = 1 both from the left and from the
right. Since

|ω2`2 − j2| = |j + ω`||j − ω`| ≥ |j + ω`|γ
`
≥ const γ , ∀ω ∈ Wγ ,

3We note that the H1-norm is equivalent to the X-norm on V .
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the operator L−1
ω : W −→ W is bounded and ‖L−1

ω ‖ ≤ const/γ. Using the
Implicit Function Theorem one finds w(v) ∈ W , for any v in a sufficiently
small ball Ṽ ⊂ V , such that

Lωw(v) = ΠWf(v + w(v)).

Inserting w(v) in the (Q) equation, nothing remains but to solve the infinite
dimensional equation

Lωv = ΠV f(v + w(v)). (2.50)

In order to find solutions of (2.50), one can consider the Lagrangian Action
Functional Ψω : X −→ R,

Ψω(u) :=

∫ 2π

0

∫ π

0

(
ω2

2
u2
t −

u2
x

2
− F (u)

)
dx dt ,

where F (u) :=
∫ u

0
f(s) ds. Critical points of Ψ are weak solutions of (2.49).

Moreover, defining the reduced Lagrangian Action Functional Φω : Ṽ −→ R,
by

Φω(v) := Ψω(v + w(v)) ,

where

Ψω(v + w(v)) =∫ 2π

0

∫ π

0

(
ω2

2

(
vt + (w(v))t

)2 − 1

2

(
vx + (w(v))x

)2
)
− F (v + w(v)) dx dt ,

one can easily check that critical points of Φω are weak solutions of the equation
(2.50), because it is the Euler-Lagrange equation of Φω. In fact, one can show
that Φω is in C1(Ṽ ,R) and for every h ∈ V , it results

DΦω(v)[h] = DΨ(v + w(v))
[
h+ dw(v)[h]

]
= DΨ(v + w(v))[h] , (2.51)

since dw(v)h ∈ W and w(v) solves the (P ) equation. By (2.51), for v, h ∈ V ,

DΦω(v)[h] =

∫
Ω

(
ω2vtht − vxhx − ΠV f(v + w(v)h

)
dt dx

= ε(v, h)−
∫

Ω

(
ΠV f(v + w(v))h

)
dt dx , (2.52)

where ε := (ω2 − 1)/2. By (2.52), a critical point v ∈ Ṽ ⊂ V of Φω is a
solution of the equation (2.50). In this way, one can reduce the problem of
finding non-trivial solutions of the infinite dimensional (Q) equation, to find
critical points (different from zero) of the reduced action functional Φω, that
can be developed as

Φω(v) =
ε

2
‖v‖2 +

∫
Ω

(
1

2
f(v + w(v))w(v)− F (v + w(v))

)
dt dx .
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Let us develop the reduced action functional in a neighborhood of w = 0,

Φω(v) =
ε

2
‖v‖2 −

∫
Ω

(
F (v)− 1

2
f(v)w(v)

)
dt dx+O(w2) .

If f(u) = up, p integer, the functional Φω is of the form

Φω =
ε

2
‖v‖2 −G(v) +R(v) ,

where

G(v) :=

∫
Ω

F (v) =
1

p+ 1

∫
Ω

vp+1 ,

R(v) :=

∫
Ω

−F (v + w(v)) + F (v) +
1

2
f(v + w(v))w(v) .

One has to consider the two cases:

• p odd =⇒ G(v) 6= 0 , ∀ v 6= 0 ,

• p even =⇒ G(v) ≡ 0 , ∀ v ∈ V .

In the first case we note that neglecting the reminder R, the homogeneous
functional

Φ∗(v) :=
ε

2
‖v‖2 −G(v)

is defined on all V and satisfies the Mountain Pass geometry choosing ε posi-
tive. In fact, Φ∗(0) = 0 is a local minimum and

(i) ∃ δ > 0 such that inf
‖v‖=δ

Φ∗(v) > 0;

(ii) Φ∗(tv) −→ −∞ as t→ +∞,

where (ii) holds since G(v) > 0 for v 6= 0. Since the reminder R is defined only
in Ṽ , one cannot directly apply the Mountain Pass Theorem. To bypass this
problem, one has to suitably extend R in the whole space V , in such a way
that the Mountain Pass geometry is even satisfied and the so obtained solution
belongs to Ṽ . This a priori estimate can be obtained taking ε small enough.
In the second case the situation is more difficult because G ≡ 0. For this
reason, one has to develop the reminder R (in power of w) obtaining

R(v) =
1

2

∫
Ω

f(v)w(v) + . . . .

From the (P ) equation we have, using that vp ∈ W if p is even,

w = L−1
ω ΠW (v + w)p = L−1

ω ΠW (v)p + . . .

= L−1
ω (v)p + . . . = L−1(v)p +

(
L−1
ω − L−1

)
(v)p + . . . .
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One can check that
(
L−1
ω − L−1

)
has bounded and small norm for ω ≈ 1, so

w ≈ L−1vp and

R(v) =
1

2

∫
Ω

f(v)w(v) + . . . =
1

2

∫
Ω

vpL−1vp + . . . .

Since one can prove that∫
Ω

vpL−1vp < 0 ∀ v 6= 0 ,

the situation is the same of the odd case, choosing ε negative.

2.4.2 [GMPr04]

In [GMPr04], the problem is (2.48) with odd and analytic nonlinearity

f(u) = µu3 +O(u5) µ ∈ R, µ > 0 . (2.53)

After a scaling u→
√
εu, for ε small, one can search 2π/ωε–periodic solutions

in t of the problem {
utt − uxx = εu3 +O(ε2)
u(0, t) = u(π, t) = 0 ,

(2.54)

where O(ε2) denotes an analytic function of u and ε of order at least two in ε
and ωε :=

√
1− ε, such that ωε = 1 for ε = 0. After a time–scaling t → t/ω,

the problem reduces to search 2π–periodic solutions of the equation4

(1− ε)utt − uxx = εu3 .

Now, the authors perform a Lyapunov-Schmidt reduction. Consider a solution
u of the form u = v + w where v ∈ K, with K := ker � and w ∈ K⊥. We
obtain the equivalent system{

w = εL−1
ε ΠK⊥(v + w)3

−vtt = ΠK(v + w)3 ,
(2.55)

where Lε := (1− ε2)∂2
t −∂2

x while ΠK and ΠK⊥ denote the projections, respec-
tively, on the kernel and on its orthogonal. Let us expand by series

v =
∞∑
k=0

εkvk , w =
∞∑
k=0

εkwk . (2.56)

From the first equation one obtains that w0 = 0, from the second one we have

−v0tt = ΠKv
3
0 . (2.57)

4From now on, we omit the term O(ε2) for simplicity of exposition.

63



We need some properties of ΠK . It is known (see [Lo69]), that if ψ is a function
of (t, x) then

ΠKψ(t, x) = p(t+ x)− p(t− x)

where

p(y) =
1

2π

∫ π

0

[
ψ(y − s, s)− ψ(y + s, s)

]
ds .

In the case ψ(t, x) = A(t+ x), one has

p(y) =
1

2π

∫ π

0

[
A(y)− A(y + 2s)

]
ds =

1

2
A(y)− 1

2
〈A〉

where

〈A〉 :=
1

2π

∫ 2π

0

A(s) ds .

Hence,

ΠKA(t+ x) =
1

2

[
A(t+ x)− A(t− x)

]
.

In the same way, if one takes ψ(t, x) = B(t− x), then has

p(y) =
1

2π

∫ π

0

[
B(y − 2s)−B(y)

]
ds = −1

2
B(y) +

1

2
〈B〉

so that

ΠKB(t− x) = −1

2

[
B(t+ x)−B(t− x)

]
.

Finally, let us consider ψ(t, x) = A(t+ x)B(t− x). We have

p(y) =
1

2π

∫ π

0

[
A(y)B(y − 2s)− A(y + 2s)B(y)

]
ds

= −1

2
A(y)〈B〉+

1

2
〈A〉B(y)

so that

ΠKA(t+ x)B(t− x) =
〈B〉
2

(
A(t+ x)−A(t− x)

)
+
〈A〉
2

(
B(t− x)−B(t+ x)

)
.

Since v0 ∈ K, we write

v0 = a(t+ x)− a(t− x) := a+(t, x)− a−(t, x)

where a is 2π-periodic function, from which it follows that

v3
0 = a+ − a3

− − 3a2
+a− + 3a2

−a+ .

Applying the above properties of ΠK , we have that

ΠK a
3
+ =

1

2

[
a3(t+ x)− a3(t− x)

]
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ΠK a
3
− = −1

2

[
a3(t+ x)− a3(t− x)

]
ΠK a

2
+a− = −〈a

2〉
2

a(t+ x) +
〈a2〉

2
a(t− x)

ΠK a
2
−a+ =

〈a2〉
2

a(t+ x)− 〈a
2〉

2
a(t− x) .

The equation (2.57) becomes

ΠK v
3
0 = ΠK (a+ − a−)3a3(t+ x)− a3(t− x) + 3

[
〈a2〉a(t+ x)− 〈a2〉a(t− x)

]
,

and, finally, one obtains the equation that a must satisfy

−ä(t+ x) + ä(t− x) = a3(t+ x)− a3(t− x) + 3〈a2〉
[
a(t+ x)− a(t− x)

]
.

Computing it for t = x =: ξ/2 we have

−ä(ξ) = a3(ξ) + 3〈a2〉a(ξ) , (2.58)

which has a unique 2π-periodic odd solution.
The authors now consider the first order in ε in (2.55){

w1 = L−1
ε Π⊥Kv

3
0

−v1tt = ΠK(3v2
0w1)

and for the second order, they have{
w2 = L−1

ε Π⊥K(3v2
0w1)

−v2tt = ΠK(3v0w
2
1)

and so on. In general, by induction, one solves, at first, the range equation at
order k, which is of the form

wk = Wk(w0, . . . , wk−1, v0, . . . , vk−1) ,

finding wk, and, thereafter, the kernel equation

vk = Vk(w0, . . . , wk, v0, . . . , vk−1) ,

finding vk. In this way, one determines all coefficients in (2.56). Finally, nothing
remains but to prove the convergence of the series in (2.56). This is obviously
the most difficult (and technical) part and it is carried out in [GMPr04] by the
Lindstedt’s series.

2.4.3 [BeBo05]

In [BeBo05] the authors look for small amplitude, 2π/ω–periodic in time solu-
tions of equation {

utt − uxx + f(x, u) = 0
u(t, 0) = u(t, π) = 0 ,

(2.59)
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with nonlinearity

f(x, u) = ap(x)up +O(up+1) , p ≥ 2 ,

for all frequencies ω in some Cantor set of positive measure. Note that any
solution of (2.59) can be written as

v(x, t) =
∑
j≥1

aj cos(jt+ θj) sin jx

and it is 2π-periodic in time. Normalizing the period, one reduces to the
problem {

ω2utt − uxx + f(x, u) = 0
u(t, 0) = u(t, π) = 0

(2.60)

and looks for 2π-periodic in time solutions. The functional space in which one
works is the real Hilbert space

Xσ,s :=

{
u(t, x) =

∑
`∈Z

ei`tu`(x) s.t. u` ∈ H1
0 ((0, π),R),

u`(x) = u−`(x) ∀` ∈ Z, and ‖u‖2
σ,s :=

∑
`∈Z

e2σ|`|(`2s + 1)‖u‖2
H1 <∞

}
.

For σ > 0, s ≥ 0, the space Xσ,s is the space of all even, 2π–periodic in
time functions with values in H1

0 ((0, π),R), which have a bounded analytic
extension in the complex strip |Imu| < σ with trace function on |Imu| = σ
belonging to Hs

(
T, H1

0 ((0, π),C)
)
. A weak solution u ∈ Xσ,s of (2.60) is a

classical solution because the map x 7−→ uxx(t, x) = ω2utt(t, x)− f(x, u(t, x))
belongs to H1

0 (0, π) for all t ∈ T and hence u(t, ·) ∈ H3(0, π) ⊂ C2([0, π]).

The Lyapunov–Schmidt reduction

After the scaling u→ δu one obtains:{
ω2utt − uxx + δp−1gδ(x, u) = 0
u(t, 0) = u(t, π) = 0

where

gδ(x, u) :=
f(x, δu)

δp
= ap(x)up + δap+1(x)up+1 + . . . .

One performs a Lyapunov-Schmidt reduction searching a solution u = v + w,
with

u ∈ Xσ,s = (V ∩Xσ,s)⊕ (W ∩Xσ,s) ,

where

W:=

{
u(t, x) =

∑
`∈Z

ei`tw`(x) , w` ∈ X0,s ,

∫ π

0

w`(x) sin(`x) dx = 0 , ∀` ∈ Z
}
,
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and

V :=

{
v(t, x) =

∑
`≥1

2 cos(`t)u`sin(`x) , u` ∈ R ,
∑
`≥1

`2|u`|2 < +∞
}

=

{
v(t, x) = η(t+ x)− η(t− x) s.t. η ∈ H1(T,R) , η odd

}
.

In particular, v and w are solutions of the equations{
− (ω2−1)

2
∆v = δp−1ΠV gδ(x, v + w) (Q)

Lωw = δp−1ΠWgδ(x, v + w) (P )
(2.61)

where −∆v = vtt + vxx, Lω := −ω2∂tt + ∂xx and ΠV : Xσ,s → V , ΠW : Xσ,s →
W denote the projection respectively on V and W .

0th order bifurcation equation

In order to find non–trivial solutions of (2.61) one has to impose that

ΠV (ap(x)vp) 6≡ 0 , (2.62)

that is equivalent to the condition

∃v ∈ V s.t.

∫
Ω

ap(x)vp+1(t, x) dtdx 6= 0 , Ω = T× (0, π) (2.63)

which is verified if and only if ap(π − x) 6≡ (−1)pap(x). If condition (2.63) is
satisfied, one chooses

|ε| := δp−1 , ε :=
ω2 − 1

2
,

and reduces to the problem{
−∆v = ΠV g(δ, x, v + w) (Q)
Lωw = εΠWg(δ, x, v + w) (P )

(2.64)

where

g(δ, x, u) := s∗
f(x, δu)

δp
= s∗

(
ap(x)up + δap+1(x)up+1 + . . .

)
and s∗ := sign(ε), namely s∗ = 1 if ω > 1 and s∗ = −1 if ω < 1. The 0th–order
bifurcation equation for δ = 0 is

−∆v = s∗Πv(ap(x)vp) (2.65)

which is the Euler-Lagrange equation of the functional Φ0 : V → R

Φ0(v) = ‖v‖2
H1 − s∗

∫
Ω

ap(x)
vp+1

p+ 1
dxdt

67



where ‖v‖2
H1 :=

∫
Ω
v2
t + v2

x dxdt. By the Mountain-Pass theorem, there exists
at least one trivial critical point of Φ0, namely a solution of (2.65), choosing
s∗ = 1 (s∗ = −1), so that

∃v ∈ V s.t.

∫
Ω

ap(x)vp+1(t, x) dtdx > 0 (< 0) .

For this reason, the authors need a further discussion about the relation
between the frequency and the amplitude (see [BeBo05], section 1 for de-
tails), choosing, at the end ω = ω(δ) =

√
1 + 2s∗δp−1. To fix idea we will

search periodic solutions with frequency ω > 1, namely we fix, once for all,
ω =
√

1 + 2δp−1 and prove that the equation

−∆v = Πv(ap(x)vp)

has a nontrivial solution if the nonlinearity f satisfies the assumption (H) and
(2.62).

Solution of the (Q)–equation

The natural approach to solve (2.64), is to find a solution first of the (P )–
equation, for example with a KAM procedure, and then, inserting w(δ, v),
to solve the (Q)–equation. Since the bifurcation equation (Q) is infinite-
dimensional, one meets a difficulty because of the lack of regularity in solving
the (P )–equation. However, in this work, the authors bypass the problem,
reducing the bifurcation equation to a finite-dimensional one, thanks to the
compactness of the operator (−∆)−1. Indeed, one performs a reduction to a
finite dimensional equation on a subspace of V of dimension N independent
of ω. Introduce another decomposition V = V1 ⊕ V2 where

V1 :=

{
v ∈ V

∣∣ v(t, x) =
N∑
`=1

2 cos(`t)u` sin(`x), u` ∈ R
}

V2 :=

{
v ∈ V

∣∣ v(t, x) =
∑

`≥N+1

2 cos(`t)u` sin(`x), u` ∈ R
}
.

Setting v := v1 + v2, with v1 ∈ V1, v2 ∈ V2, (2.64) becomes
−∆v1 = ΠV 1g(δ, x, v1 + v2 + w) (Q1)
−∆v2 = ΠV 2g(δ, x, v1 + v2 + w) (Q2)
Lωw = εΠWg(δ, x, v1 + v2 + w) (P )

where ΠVi : Xσ,s → Vi, (i = 1, 2) denote the projectors on Vi (i = 1, 2).
One first solve the (Q2)–equation by the Contraction Mapping Theorem pro-
vided to have chosen N large enough and 0 < σ < log 2/N small enough,
depending on the nonlinearity f but independent of δ. The crucial tool to
solve the (Q2)–equation is the regularizing property of the operator ∆−1. In
this way, one obtains a solution v2 = v2(δ, v1, w) ∈ V2∩Xσ,s+2, for w ∈ W∩Xσ,s.

68



Solution of the (P )–equation

One reduced to solve the (P )–equation, namely

Lωw = εΠWΓ(δ, v1, w) (2.66)

where

Γ(δ, v1, w)(t, x) = g
(
δ, x, v1(t, x) + w(t, x) + v2(δ, v1, w)(t, x)

)
. (2.67)

The solution of (2.66) is obtained by a KAM procedure for (δ, v1) belonging
to a Cantor set of parameters.
Consider the orthogonal splitting W = W (n) ⊕W (n)⊥ where

W (n) :=

{
w ∈ W s.t. w =

∑
|`|≤Ln

ei`tw`(x)

}

and

W (n)⊥ :=

{
w ∈ W s.t. w =

∑
|`|>Ln

ei`tw`(x)

}
and Ln are integers numbers such that Ln = L02n for L0 ∈ N large enough.
Denoting by

Pn : W −→ W (n) , P⊥n : W −→ W (n)⊥

the projection on W (n) and on W (n)⊥ respectively, one can prove the following
estimate

Lemma 2.4.12. Let be 0 ≤ σ′ ≤ σ, then

‖w‖σ′,s ≤ e−Ln (σ−σ′)‖w‖σ,s , ∀w ∈ W (n)⊥ ∩Xσ,s .

proof. From the definition of the norm

‖w‖2
σ′,s =

∑
|`|>Ln

e2σ′|`|(`2s + 1)‖w`‖2
H1 =

∑
|`|>Ln

e−2(σ−σ′)|`|e2σ|`|(`2s + 1)‖w`‖2
H1

≤ e−2Ln (σ−σ′)‖w‖2
σ,s .

�
Let us consider the linearized operator Ln(δ, v1, w) : W (n) −→ W (n) defined
by

Ln (δ, v1, w)[h] := Lω(h)− εPnΠWDwΓ(δ, v1, w)[h] (2.68)

where w denote the approximate solution at a given step of the KAM scheme.
The next subject is crucial for the proof of the convergence of the iterative
scheme. Here the small divisors problem arises.
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Decomposition of Ln

Using (2.67), we can write the linearized operator as

Ln (δ, v1, w)[h] := Lω(h)− εPnΠWDwΓ(δ, v1, w)[h]

= Lω(h)− εPnΠW

(
∂ug(δ, x, v1 + w + v2(δ, v1, w))

(
h+ ∂wv2(δ, v1, w)[h]

))
= Lω(h)− εPnΠW

(
a(t, x)h

)
− εPnΠW

(
a(t, x)∂wv2(δ, v1, w)[h]

)
(2.69)

where, for brevity, we denote

a(t, x) := ∂ug
(
δ, x, v1 + w + v2(δ, v1, w))

(
h+ ∂wv2(δ, v1, w)[h]

)
.

In order to invert the operator Ln, the authors choose to perform a Fourier
expansion in time, so that the operator Lω is diagonal

Lω

( ∑
|k|≤Ln

eikthk

)
=
∑
|k|≤Ln

eikt(ω2k2 + ∂xx)hk . (2.70)

Moreover, the operator h → PnΠW

(
a(t, x)h

)
is the composition of the multi-

plication for the function a(t, x) =
∑

`∈Z e
i`ta`(x) with the projections ΠW and

Pn. The multiplication operator in Fourier expansion is described by a Toepliz
matrix (see [PT]),

a(t, x)h(t, x) =
∑

|k|≤Ln,`∈Z

ei`ta`−k(x)hk(x) ,

and, from the definition of the projections ΠW and Pn, one gets

PnΠW

(
a(t, x)h

)
=

∑
|k|,|`|≤Ln

ei`tπ`(a`−k(x)hk)

=
∑
|k|≤Ln

eiktπk(a0(x)hk) +
∑

|k|,|`|≤Ln,k 6=`

ei`tπ`(a`−k(x)hk) ,

where ∑
|k|≤Ln

eiktπk(a0(x)hk) = PnΠW (a0(x)h) (2.71)

is the diagonal term, with a0(x) := 1
2π

∫ 2π

0
a(t, x)dt, and∑

|k|,|`|≤Ln,k 6=`

ei`tπ`(a`−k(x)hk) = PnΠW (ā(t, x)h) (2.72)

is the off–diagonal Toepliz term, with

ā(t, x) := a(t, x)− a0(x)
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is a function with zero average in time. Above, we have denoted by πk the
L2–orthogonal projection

πk : H1
0

(
(0, π); R

)
−→ 〈sin(kx)〉⊥ ,

defined by

(πkf)(x) := f(x)−
(

2

π

∫ π

0

f(x) sin kx dx

)
sin(kx) ,

where

〈sin(kx)〉⊥ :=

{
f ∈ H1

0

(
(0, π); R

)
s.t.

∫ π

0

f(x) sin kx dx = 0

}
.

By (2.69), (2.70), (2.71), (2.72), one can decompose

Ln(δ, v1, w) = D −M1 −M2

where D, M1, M2 are the linear operators defined by
Dh := Lω(h)− εPnΠW (a0(x)h)
M1h := εPnΠW (ā(t, x)h)
M2h := εPnΠW (a(t, x)∂wv2[h]) .

(2.73)

Diagonalization of D : W (n) −→ W (n)

By (2.70) and (2.71), we have that the operator D is diagonal in time-Fourier
series. We can write, for all h ∈ W (n), the kth time Fourier coefficient of Dh
as

(Dh)k = (ω2k2 + ∂xx)hk − επk(a0(x)hk) .

Denoting Sk the operator

Sku := −∂xx + επk(a0(x)u) ,

one can show that it possesses an orthonormal bases of eigenvectors, in a
suitable norm, with simple and positive eigenvalues λk,j for j ≥ 1, j 6= k. As
it is shown in [PT], the asymptotic estimate on the eigenvalues holds

λk,j = λk,j(δ, v1, w) = j2 + εM(δ, v1, w) +O

(
ε‖a0‖H1

j

)
where M := M(δ, v1, w) is the mean value of a0(x) on (0, π). From the di-
agonalization of Sk, the diagonalization of D : W (n) −→ W (n) follows, in a
suitable base of eigenvectors of W (n), with associated eigenvalues ω2k2 − λk,j,
j ≥ 1, j 6= k.
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Inversion of Ln : W (n) −→ W (n)

We need some definitions.

Definition 2.4.13 (First order Melnikov conditions). Let be 0 < γ < 1 and
1 < τ < 2. We define

∆γ,τ
n (v1, w) :=

{
δ ∈ [0, δ0)

∣∣∣∣ |ω`− j| ≥ γ

(`+ j)τ
,

∣∣∣∣ω`− j − ε M2j
∣∣∣∣ ≥ γ

(`+ j)τ
,

∀ ` ∈ N, j ≥ 1, ` 6= j,
1

3ε
< `, ` ≤ Ln, j ≤ 2Ln

}
, (2.74)

where M := M(δ, v1, w).

Resuming, in order to invert Ln, one first proves that, if δ ∈ ∆γ,τ
n (v1, w), the

diagonal linear operator D is invertible. Thereafter, one shows that the off–
diagonal Toepliz operator M1 and M2 are small enough with respect to D,
so they can be considered as a perturbation of the operator D. In particular,
in this estimates a small divisors problem arises. Defining

αk := min
j 6=|k|
|ω2k2 − λk,j| ,

the authors prove the following

Lemma 2.4.14. Let be δ ∈ ∆γ,τ
n (v1, w) ∩ [0, δ0), with δ0 small. There exists

c > 0 such that, ∀ ` 6= k,

1

αkα`
≤ C
|k − `|2

τ−1
β

γ2|ε|τ−1

where β := 2−τ
τ

.

In other words, choosing δ ∈ ∆γ,τ
n , one excises the parameters (δ, v1) for which

the eigenvalues of Ln (δ, v1, w) are zero or too small. The invertibility of Ln
follows from (2.73), Lemma 2.4.14 and it is stated in the following

Lemma 2.4.15 (Invertibility). If w is sufficiently small and δ ∈ ∆γ,τ
n (v1, w)

for some 0 < γ < 1, 1 < τ < 2, then the operator Ln (δ, v1, w) is invertible
and, for any h ∈ W (n), the inverse operator satisfies

‖L−1
n (δ, v1, w)[h]‖σ,s ≤

C

γ
(Ln)τ−1‖h‖σ,s ,

for some positive constant C > 0.
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Solution of the Q1–equation

Finally, one has to solve the finite dimensional Q1–equation. Therefore, show-
ing a “Whitney–differentiability” property, one defines a smooth functional
Ψ : [0, δ0)× V1 → R for which one proves the existence of critical points v1(δ)
of Ψ(δ, ·), for every δ > 0 by the Mountain Pass Theorem. The functional
Ψ(δ, ·) is such that, any critical point v1 ∈ V1 of Ψ(δ, ·), with (δ, v1) that be-
long to the Cantor set of parameters for which the (P )–equation is exactly
solved, gives rise to a solution of (2.60). The critical points v1’s such that
(δ, v1) belong to the above Cantor set has gaps, except for a zero measure set
of δ’s. For this reason, the authors require a non-degeneracy condition, namely
that the path δ 7→ v1(δ) ∈ C1.

2.5 Forced vibrations with irrational freque-

ncy

♥ [PlYu89] Let us consider the problem of finding 2π–periodic solution of
the rescaled equation {

ω2utt − uxx = εf(t, x, u)
u(t, 0) = u(t, π) = 0

(2.75)

where ε is a small parameter and f is 2π–periodic in time. Assume that the
following conditions are satisfied:
(i) There is a positive constant c0 < 1, such that, for each integer pair n =
(n1, n2) 6= 0, the inequality∣∣ω|n1| − |n2|

∣∣ ≥ c0

(1 + |n1|)1+α

holds, with 0 < α < (
√

85− 9)4−1.
(ii) There are positive constants k and c1 and an integer r ≥ 7 such that f is
defined in G = R×(0, π)×[−k, k], Di

uD
j
t ∈ C(G), i+j ≤ r, and Duf ∈ C1(G).

Moreover, if ‖u‖C(G) ≤ k, then∣∣∣∣∫ 2π

0

∫ π

0

fu(u, t, x) dtdx

∣∣∣∣ ≥ c1 .

Let us introduce the parameter λ:

ε =: λh(u), h(u) := 2π2

{∫ 2π

0

∫ π

0

fu(u, t, x) dtdx

}−1

. (2.76)

The set Λ of admissible values of λ is chosen so that

|n2
2 − ω2n2

1 − λc2| ≥ c2(1 + |n1|)−α , ∀n 6= 0 , |λ| ≤ c2 .

Λ is compact and has zero measure.
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Theorem 2.5.1. If conditions (i) and (ii) are satisfied, there are positive
constant δ and c, such that, if λ ∈ Λ ∩ [−δ, δ], then (2.75) has a solution
u(λ) ∈ C2 corresponding to the values of the parameter ε(λ) given by (2.76).
If λi ∈ Λ ∩ [−δ, δ], then

‖u(λ1)− u(λ2)‖H2 ≤ c‖λ1 − λ2‖

and
c−1|λ1 − λ2| ≤ |ε(λ1)− ε(λ2)| ≤ c|λ1 − λ2| , ε(0) = 0 .

2.6 Nonlinear Schrödinger equation

♥ [KuP96] Consider the Schrödinger equation

iut = uxx − µu− f(|u|2)u (2.77)

with Dirichlet boundary conditions and a real analytic nonlinearity with f(0) =
0, but not necessarily f ′(0) 6= 0. Denote by φj and λj, respectively, the basic
modes and their frequencies for the linear equation iut = uxx−µu with Dirichlet
boundary conditions. By the standard Implicit Function Theorem the authors
prove the existence of solutions of the form u(t, x) = u1(t)u2(x).

Theorem 2.6.1. Suppose that f is real analytic near 0 with f(r) = O(rs) for
some s ≥ 1. Then for every j ≥ 1 there exist rj > 0 and an embedded disc

Ej =
{
u(t, x) = rvj(x, r)e

iµj(r)t , 0 ≤ r < rj
}

of real analytic, time periodic solutions of (2.77), where

vj = φj +O(r2s) , µj = λj +O(r2s)

are real analytic in r and x, and in r respectively.

♥ [GPr05] Consider the nonlinear Schrödinger equation on the interval [0, π],
given by {

−iut + uxx = ϕ(|u|2)u
u(t, 0) = u(t, π) = 0

(2.78)

where ϕ(y) is any analytic function ϕ(y) = Φy+O(y2) with Φ 6= 0. The authors
consider the problem of existence of resonant periodic solutions for (2.78), i.e.
solutions arising from superpositions of several unperturbed harmonics. For
ε > 0, rescale u→

√
ε/Φu in (2.78),obtaining{
−iut + uxx = ε|u|2u+O(ε2)
u(t, 0) = u(t, π) = 0 ,

(2.79)
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where O(ε2) denotes an analytic function of u, ū and ε of order at least 2 in ε,
and we define ωε = 1 + ε. If ϕ = 0, every solution of (2.78) can be written as

u(t, x) =
∑

n∈Z\{0}

ane
in2teinx , a−n = −an .

Since one is looking for solutions of the form

uε(t, x) =
∑

(n,m)∈Z2

einωt+imxuε,n,m , (2.80)

uε,n,m ∈ R, which is analytic both in x and t, and periodic in t, one uses the
norm

‖F (t, x)‖k =
∑

(n,m)∈Z2

Fn,me
k(|n|+|m|)

for analytic functions.

Theorem 2.6.2. Consider the equation (2.78) where ϕ(y) = Φy+O(y2) is an
analytic function, with Φ 6= 0, or more generally, the equation{

−iut + uxx = f(u, ū)
u(t, 0) = u(t, π) = 0

(2.81)

where f(u, ū) is any real analytic function, odd under the transformation (u, ū)
→ (−u,−ū), such that f(u, ū) = Φ|u|2u+O(|u|5) with Φ 6= 0. For all N ≥ 2,
there are sets of N positive integersM+ and set of real amplitudes {am}m∈M+,
such that the following holds. Define

a(t, x) =
∑

m∈M+

eim2t+imxam ,

and set u0(t, x) = a(t, x)−a(t,−x). There are a positive constant ε0 and a set
E ∈ [0, ε0], both depending on the set M+, satisfying

lim
ε→0

meas
(
E ∩ [0, ε]

)
ε

= 1 ,

such that for all ε ∈ E, there exists a 2π/ωε–periodic solution of (2.78), analytic
in (t, x) and of the form (2.80) with∥∥∥uε(t, x)−

√
ε/Φu0(ωεt, x)

∥∥∥
k
≤ const ε3/2 ,

with k = k(ε0) > 0.

The proof is achieved by the Lindstedt series method.
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2.7 Nonlinear beam equation

♥ [B00] The same result, stated in Theorem 2.4.6 for the nonlinear wave
equation, holds for the nonlinear beam equation

utt + uxxxx − αuxx + βu = ψ(u)

with hinged boundary condition (1.26) on [0, π] and α, β positive parameters.
The author considers a nonlinearity that satisfies a suitable non degeneracy
condition, for example ψ an odd polynomial.
Fix one of the parameter, for example α ≥ 0 and a linear mode. If β belongs to
a full measure subset of [0,∞], the linear frequencies have the (γ-NR)–property
stated on pg. 54. Then there exists a sequence of periodic orbits close to the
linear mode and accumulating to zero.

♥ [BBe05] Consider the beam equation (1.25), with hinged boundary condi-
tions

u(t, 0) = u(t, π) = uxx(t, 0) = uxx(t, π) = 0 , (2.82)

where the nonlinearity f(u) is a real analytic, odd function of the form

f(u) = au3 +
∑
k≥5

fku
k , a 6= 0 . (2.83)

Theorem 2.7.1. Suppose that µ does not belong to a suitable finite subset
of [0, L] with an arbitrary L. Then equation (1.25)-(1.26)-(2.83) possesses in-
finitely many small amplitude periodic solutions uj accumulating to u = 0. The
period Tj and the amplitude Aj of any uj go, respectively, to infinity and to
zero as j →∞; moreover Tj ≈ A−2

j .

In the following we discuss such result in details since some ideas of the proof
will be used in the next part of this thesis.

2.7.1 Birkhoff-Lewis type solutions

This paper is inspired to the Birkhoff’s one in which he shows the exis-
tence of periodic orbits that accumulate to the origin for a hamiltonian finite-
dimensional system in a neighborhood of an elliptic equilibrium point. It used
the so called Birkhoff Normal Form, which allows to view hamiltonian systems
near an equilibrium as small perturbations of integrable systems, see Theorem
1.1.4.
In [BeBiV04], it is proved under suitable non–resonance and non–degeneracy
“twist” conditions, a general Birkhoff–Lewis type result showing the existence
of infinitely many periodic solutions, with larger and larger minimal period,
accumulating onto elliptic lower dimensional invariant tori.
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The result of Bambusi and Berti is an extension to the infinite-dimensional
case of some nonlinear PDEs with smoothing nonlinearity, for example the
nonlinear beam equation and the nonlinear Schrödinger equation.
Let us consider a real analytic Hamiltonian in a neighborhood of an elliptic
equilibrium point

H(p, q) = H2 +N =
∑
i≥1

ωi
p2
i + q2

i

2
+N(p, q)

where N(p, q) = o(|p|2 + |q|2). Introduce the complex coordinates

zi =
1√
2

(pi + iqi) , z̄i =
1√
2

(pi − iqi) ,

that live in the complex Hilbert space

Ha,s = Ha,s(C)

:=

{
z = (z1, . . .), zi ∈ C , i ≥ 1 t.c. ‖z‖2

a,s =
∑
i≥1

|zi|2i2se2ai <∞
}
,

with symplectic structure i
∑

i≥1 dzi ∧ dz̄i =
∑

i≥1 dpi ∧ dqi. Fixing s ≥ 0 and
a ≥ 0, one can study the system in the phase space

Pa,s := Ha,s ×Ha,s 3 (z, z̄) .

The Hamiltonian becomes

H =
∑
i≥1

ωi|zi|2 + P (z, z̄) ,

where P has a zero of third order at the origin. The Hamilton’s equations
write

żj = iωjzj + i∂z̄P , ˙̄zj = −iωj z̄j − i∂zjP . (2.84)

The Hamiltonian H is real analytic. It means that H is a function of z and z̄,
real analytic in the real and imaginary part of z; we denote by A(`a,s, `a,s+1)
the class of all real analytic maps from some neighborhood of the origin in `a,s

into `a,s+1.
In order to extend the result of [BeBiV04] to the infinite-dimensional case
one meets two difficulties: the first one is the generalization of the Birkhoff
normal form and the second one is a small divisors problem. To bypass the
first problem one considers a seminormal form. Fix n ≥ 2 and separate the
first n variables z1, . . . , zn from the infinite second ones. From now on, we will
denote by ẑ the infinite vector obtained bereaving z = (z1, z2, . . .) of its first
n–components, namely ẑ := (zn+1, . . .). Moreover, we denote by ω1, . . . , ωn the
first n frequencies and by Ωn+1, . . . the second infinite ones. Let us impose a
second order Melnikov condition on the frequencies

|ω · k + Ω · `| 6= 0, |`| ≤ 2, 0 < |k|+ |`| ≤ 5 (2.85)
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and a linear asymptotic behavior on the frequencies

∃ a > 0, d ≥ 1 s.t. ωj ∼ ajd. (2.86)

Moreover, assume the following smoothing property on the nonlinearity:

(S) there exists a neighborhood of the origin U ⊂ Pa,s and d ≥ 0 such that
the vectorfield XP associated to the nonlinearity is analytic.

Next, we transform the Hamiltonian H in (4.15) into some partial Birkhoff
normal form of order four so that, in a small neighborhood of the origin, it
appears as a perturbation of a nonlinear integrable system. One obtains

H = H0 + Ḡ+ Ĝ+K

with

Ḡ =
1

2

∑
min(i,j)≤n

Ḡi,j|zi|2|zj|2 ,

with Ḡi,j = Ḡj,i, Ĝ = O(‖ẑ‖3
a,s), K = O(‖z‖6

a,s). Moreover, it results that
XḠ, XĜ, XK satisfy the smoothing property (S). Let rewrite the Hamiltonian
in the form

H = ω · I + Ω · ẑ ¯̂z +
1

2
AI · I + (BI, ẑ ¯̂z) + Ĝ+K (2.87)

where I := (|z1|2, . . . , |zn|2) are the actions, A is the n× n matrix

A := (Ḡij)1≤i,j≤n (2.88)

and B is the ∞× n matrix

B := (Ḡij)1≤j≤n<i .

One can introduce, now, action-angle variables for the first n modes z1, . . . , zn
by zj = |zj|eiφj =

√
Ije

iφj , for j = 1, . . . , n. Performing the scaling for η ≈ 0,
I → η2I, ẑ → ηẑ, φ→ φ, one gets5

H(I, φ, ẑ, ¯̂z) = ω · I + Ω · ẑ ¯̂z + η2

(
1

2
(AI, I) + (BI, ẑ ¯̂z)

)
+ ηĜ+ η4K. (2.89)

We will still denote by Pa,s := Rn×Tn×Ha,s×Ha,s the phase space. For the
integrable Hamiltonian

ω · I + Ω · ẑ ¯̂z + η2

(
1

2
(AI, I) + (BI, ẑ ¯̂z)

)
(2.90)

5With abuse of notations, we denote Ĝ and K the scaled terms.
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one can write the equation of motion
İ = 0

φ̇ = ω + η2AI + η2Btzz̄
żj = i(Ω + η2BI)jzj , j ≥ n+ 1 .

Let us note that {ẑ = 0} is an invariant manifold for the Hamiltonian (2.90)
and it is filled up by n-dimensional invariant tori

T (I0) :=
{
I = I0, φ ∈ Tn, ẑ = 0

}
(2.91)

on which the motion is linear with frequency

ω̃ = ω + η2AI0 .

These tori are completely resonant and foliated by infinitely many T -periodic
orbits if

ω̃ =
2πk

T
, k ∈ Zn. (2.92)

If the action to frequency map is invertible, that is, if the non-degeneracy
condition

detA 6= 0

holds, one can choose

k := k(T ) =

[
ωT

2π

]
,

I0 := I0(T ) =
2π

η2T
A−1

([
ωT

2π

]
− ωT

2π

)
, (2.93)

such that (2.92) is verified. Here [ · ] denotes the integer part. Taking η−2 ≤
T ≤ 2η−2 we have that |I0| ≤ const. Then the torus T (I0) is foliated by the
T–periodic motions{

I(t) = I0, φ(t) = φ0 + ω̃t, ẑ(t) = 0
}
.

Not all these orbits will persist in the dynamic of the complete hamiltonian
system (2.89). In this paper, it is shown that, under suitable assumptions, at
least n geometrically distinct T–periodic orbits persist.

Inversion of the linear operator

We are looking for periodic orbits of the complete system near the periodic
orbits of (2.91), that is for a solution ζ0 + ζ where

ζ0 = (ω̃t, I0, 0, 0) and ζ = (ψ, J, ẑ, ¯̂z)
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where (ψ, J, ẑ, ¯̂z) are T -periodic small functions valued in the phase space Rn×
Rn ×Ha,s ×Ha,s. One can write the equation that ζ = (ψ, J, ẑ, ¯̂z) satisfies

Lζ = N(ζ) ,

calling N the nonlinearity and

Lζ = L(ψ, J, ẑ, ¯̂z) := (J̇ , ψ̇ − η2AJ, żj − iΩ̃jzj) , j ≥ n+ 1 ,

the linear operator, where

Ω̃j := Ω̃j(I0) :=
(
Ω + η2BI0

)
j

(2.94)

are the shifted elliptic frequencies. At this point, one performs a finite-dimen-
sional reduction, splitting the space in range + kernel, showing, in particular,
that the kernel is exactly the resonant torus and the range is composed by the
T -periodic functions (ψ̃, J̃ , z̃) with

∫ T
0
ψ̃ = 0. Let us consider the kernel of the

operator L 
J̇ = 0

ψ̇ − η2AJ = 0

żj − iΩ̃jzj = 0 , j ≥ n+ 1 .

From the first equation, one has J(t) = J(0) =: J0, for all t and from the
second one ψ(t) = ψ(0) + η2AJ0t =: ψ0 + η2AJ0t. Solving the third equation
and imposing the periodicity condition, one finds that

zj(T ) = eiΩ̃jT zj(0) = zj(0) .

There are two possibilities: zj(0) = 0 or zj(0) 6= 0. In the first case zj(t) = 0,
for all t, in the second one Ω̃jT = 2π` with ` ∈ Z and j ≥ n + 1. In order
to avoid to have other periodic solutions near the invariant torus, one has to
impose the condition on T

Ω̃jT − 2π` 6= 0 , ` ∈ Z, j ≥ n+ 1 . (2.95)

If (2.95) holds, we obtain that every T -periodic solution (ψ, J, ẑ, ¯̂z) near the
torus T (I0) has J0 ≈ 0, ψ(t) = ψ0, namely belongs to kerL =

{
ψ = ψ0, J =

0, ẑ = 0
}

.
For what concerns the range of the operator L it is composed by the functions
verifying ζ̃ = (ψ̃, J̃ , z̃)

J̇ = ψ̃

ψ̇ = η2AJ + J̃

żj = iΩ̃jzj + z̃j , j ≥ n+ 1 .

Since J has to be T -periodic, one has from the first equation that∫ T

0

ψ̃(t)dt = 0 .
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Define the constants

α(J̃ , ψ̃) := − 1

T

(∫ T

0

∫ s

0

J̃(θ) dθ ds+
1

η2
A−1

∫ T

0

ψ̃(θ) dθ

)
,

β(z̃) := M−1eiΩT

∫ T

0

e−iΩθz̃(θ) dθ

where M :=
(
I− eiΩ̃T

)
(here I is the identity), then

L−1

 J̃

ψ̃
z̃

 :=


α(J̃ , ψ̃) +

∫ t
0
J̃(s) ds

η2Aαt+ η2A
∫ t

0

∫ s
0
J̃(θ) dθ ds+

∫ t
0
ψ̃(θ) dθ

eiΩt
(
β(z̃) +

∫ t
0
e−iΩθz̃(θ) dθ

)

 .

However, in the definition of β above, the small divisors 1− eiΩ̃jT appear. We
have

|1− eiΩ̃jT | = |1− cos Ω̃jT − i sin Ω̃jT |

≥ | sin Ω̃jT | ≥
1

2
min
`
|Ω̃jT − 2π`|

and, by (2.93),

Ω̃j(I0)T − 2π` =
(
Ωj + η2BI0

)
j
T − 2π`

= ΩjT −
(
BA−1 2π

〈ωT
2π

〉)
j

, j ≥ n+ 1

where 〈a〉 := a− [a] is the fractionary part of a ∈ R. Assuming that

Ωj −
(
BA−1ω

)
j
6= 0 , j ≥ n+ 1 , (2.96)

and ωj ∼ jd, d > 1 one can prove that there exists δ > 0 and 1 < τ ≤ d such
that the following non-resonance condition between the frequencies

|Ω̃jT − 2π`| ≥ δ

jτ
, ∀` ∈ Z ,∀j ≥ n+ 1 , τ > 1 , (2.97)

is satisfied for a full measure set of T .
One concludes that L−1 is well defined and “looses τ–derivatives”.

Lyapunov–Schmidt reduction

By means of a Lyapunov-Schmidt reduction, one can write

ζ = ζK + ζR = (φ0, 0, 0) + ζR
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where ζK := ΠKζ (ζR := ΠRζ ) and ΠK (ΠR) is the projector on the kernel
(on the range respectively). The range equation reads

LζR = ΠRN(ζ0 + ζK + ζR) . (2.98)

Since L is invertible as operator from the range to the range, the idea is
to solve first the range equation (2.98) for any fixed φ0, finding a solution
ζR(t) = ζR(φ0)(t) by the Contraction Mapping Theorem, and thereafter the
kernel equation ΠKN(ζ0 + ζR + ζK) = 0 for ζR = ζR(φ0), determining φ0 by a
variational argument. We define

Φ(ζR;φ0) := L−1ΠRN(ζ0 + ζK + ζR) .

The operator L−1ΠR looses τ derivatives because of (2.97). By the smoothing
property (S) of the nonlinearity

N : Hs −→ Hs+d ,

we have that Φ acts in this way:

Φ : Hs −→ Hs+d −→ Hs+d−τ ⊂ Hs

where the last relation holds if d ≥ τ . Hence, by (2.95), one can solve the
range equation by the Implicit Function Theorem, obtaining

ζR = ζR(φ0).

As the solutions of the Hamilton’s equations
J̇ = −η4∂φK(I0 + J, φ0 + ω̃t+ ψ, ẑ)− η∂φĜ
ψ̇ − η2AJ = η2Btẑ ¯̂z + η4∂IK(I0 + J, φ0 + ω̃t+ ψ, ẑ) + η∂IĜ
˙̂zj − iΩ̃j ẑj = iη2(BJ)j ẑj + iη∂¯̂zjĜ+ iη∂¯̂zjK(I0 + J, φ0 + ω̃t+ ψ, ẑ) ,

j ≥ n+ 1, are critical points of the action functional

S(I, φ, ẑ) :=

∫ T

0

(
I · φ̇− i

∑
j≥n+1

zj ˙̄zj − H̃(I, φ, ẑ, ¯̂z)

)
dt ,

so the solutions of the “reduced” kernel equation

ΠKN
(
ζ0 + ζK + ζR(φ0)

)
= 0

are critical points of the reduced action functional S(ζ0 + ζK + ζR(φ0)
)
. The

kernel equation is defined on a n-dimensional torus, hence solutions ζK can be
found by a topological argument.
We have just proved the following theorem
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Theorem 2.7.2. Consider the hamiltonian system (2.84) and fix a positive n.
Assume that (2.85), (2.86), (S) hold. Let be A defined in (2.87) and (2.88),
suppose detA 6= 0 and that (2.96) is satisfied for all j ≥ n+ 1. Finally assume
d > 1 in (2.86). Then for any fixed η � 1 there exist at least n distinct periodic
orbits z(1)(t), . . . , z(n)(t) with the following properties:

(i) ‖zm(t)‖a,s ≤ const η , for m = 1, . . . , n and t ∈ R;

(ii) ‖Π>nz
m(t)‖a,s ≤ const η2 , for m = 1, . . . , n and t ∈ R; here Π>n denotes

the projector on the modes with index larger than n;

(iii) the period T of zm does not depend on m and fulfills η−2 ≤ T ≤ 2η−2.

The nonlinear beam equation

The previous theorem can be applied to some semilinear PDEs, for example
the nonlinear Schrödinger equation and the beam equation. Consider the beam
equation

utt + uxxxx + µu = f(u) , µ ∈ [0, L] (2.99)

with hinged boundary conditions

u(t, 0) = u(t, π) = uxx(t, 0) = uxx(t, π) = 0 , (2.100)

where the nonlinearity f(u) is a real analytic odd function of the form

f(u) := au3 +O(u5) , a 6= 0 . (2.101)

Applying Theorem 2.7.2 to the beam equation the Theorem 2.7.1 follows.

Remark 2.7.3. We remark that an analogous proof holds also for the non-
linear Schrödinger equation but not for the nonlinear wave equation. Indeed,
in the wave equation the hypothesis (S) of smoothing on the nonlinearity is
missing, that is the operator N gets only one derivative (d = 1) but it is not
enough to have the bound (2.97) (d ≥ τ > 1). This fact follows from the
asymptotic behavior of the frequencies of the associated linear operator, that
are ωj =

√
j2 + µ ∼ j for the NLW, ωj =

√
j4 + µ ∼ j2 for the beam equation

and ωj = j2 + µ ∼ j2 for the NLS. See also Remark 4.2.13 for further details.
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Chapter 3

Some known results about
quasi–periodic and
almost–periodic solutions

This chapter is devoted to the description of some results about quasi–periodic
and almost–periodic solutions for the nonlinear wave, the nonlinear Schrödin-
ger and the beam equations. We insert in the beginning a brief section regard-
ing the finite dimensional case in which we state the well known Kolmogorov
and Melnikov Theorems on the conservation of invariant tori of maximal and
lower dimension, respectively. Techniques and tools used in the finite dimen-
sional situation have been implemented by many authors to prove existence of
quasi–periodic and almost–periodic solutions of hamiltonian PDEs. We report
some of such interesting results.

3.1 Quasi–periodic orbits in finite dimension

The celebrated KAM (Kolmogorov–Arnold–Moser) theory is a perturbation
theory for quasi–periodic motions in hamiltonian systems. It is treated in
exhaustive way, e.g., in [A],[A88],[Mo73]. Here we briefly discuss two of its
major results: the Kolmogorov and Melnikov Theorems.

We now give a definition of quasi–periodic function, which holds also in the
infinite dimensional situation.

Definition 3.1.1. Let be E a Banach space and T := R/2πZ. A function u(t)
with n frequencies is called quasi–periodic if there exists a continuous map
U : Tn −→ E and a n-dimensional vector ω such that u(t) ≡ U(ωt).

Kolmogorov Theorem

Let us consider the perturbation of an integrable Hamiltonian H(I, φ) = h(I)+
εH(I, φ) in the phase space I × TN , where I is a bounded N–dimensional
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domain and ε is a small parameter. The system generated by the integrable
Hamiltonian h has invariant tori of the form

{I} × TN , I ∈ I ,

on which the motion is quasi–periodic with frequency ω(I) = ∂Ih(I). A torus
for which ω(I) is rationally independent is called nonresonant. Each phase
trajectory on such a torus fills it densely. The other tori are called resonant
and are foliated by smaller dimensional tori. The unperturbed Hamiltonian h
is non-degenerate if the Hessian of h, ∂2h, is invertible. In a nondegenerate
system the nonresonant tori are a dense full measure set, while the resonant
tori are a dense zero measure set.
The Kolmogorov’s Theorem ([K54]) states that, if h is nondegenerate and ε is
small enough, most nonresonant invariant tori of h persist for the perturbed
system generated by H, being only slightly deformed. More precisely, for
0 < ρ < 1, there exists a subset Iε of I such that meas(I \ Iε)→ 0 as ε→ 0,
and, for I ∈ Iε, there exists a map ΦI : TN −→ I × TN and a frequency ωI
with |ωI − ω(I)| ≤ const ε, such that

t 7−→ ΦI(φ+ ωIt)

is a solution of the hamiltonian system generated by H. Moreover dist
(
ΦI(φ),

(I, φ)
)
≤ ερ.

For other versions and important improvements of this theorem, see [Mo67],
[Mo73], [P82], [SZ89].

Melnikov Theorem

The Lyapunov Center Theorem, see theorem 1.1.5, states the persistence of
nondegenerate one–dimensional invariant tori under hamiltonian perturbations
(namely of periodic solutions), and the Kolmogorov theorem states the persis-
tence of most of the invariant N–tori of integrable system with N degrees of
freedom. It is natural wondering if most of invariant tori of an intermediate
dimension n, 1 < n < N , survive under perturbations. For what concern per-
turbations of a linear hamiltonian system with N = n+m degrees of freedom
the question is the following. In the phase space

I × Tn × R2m = {(I, φ, z), z = (p, q)} ,

where I ⊂ Rn, n ≥ 2 and m ≥ 1, let us consider the Hamiltonian

H(I, φ, z) = ω · I + Az · z + εH(I, φ, z) ,

where A is a symmetric linear operator in R2m,ω ∈ O ⊂ Rn is a parameter
H = H(I, φ, z) is an analytic perturbation and ε is a small parameter. The
hamiltonian equations write

İ = −ε∂φH , φ̇ = ω + ε∂IH , ż = J(Az + ε∂zH) , (3.1)
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where, as usual, J(p, q) = (−q, p). For ε = 0 the system (3.1) has invariant
n–dimensional tori TI = {I} × Tn × {0}, I ∈ I. It is natural wondering if
these tori persist in the system (3.1) for ε > 0.
Let be Ω the spectrum of the operator JA, Ω := {Ω1, . . . ,Ω2m}. We suppose
that the tori are nondegenerate, namely 0 6∈ Ω, Ωj 6= Ωk, ∀ j 6= k. The simplest
case is when the tori are hyperbolic, namely there are not purely imaginary
eigenvalues. The persistence of these tori was proved in [Mo73].
The case of elliptic tori, namely Ω ⊂ iR \ {0}, Ωj 6= Ωk, ∀ j 6= k, is more
difficult. The statement of the persistence of the elliptic torus TI for most ω
was published by Melnikov in [M65]. The complete proof of the theorem was
given later by Eliasson [E88], Pöschel [P89] and by Kuksin [Ku87], [Ku88].

3.2 Quasi–periodic solutions of some PDEs

As we have just seen, the KAM theory is very powerful in order to construct
families of quasi–periodic solutions in the finite dimensional case. In this
section, we state some results about quasi–periodic solutions of some PDEs,
namely finite dimensional invariant tori of an infinite dimensional hamiltonian
system.
The standard techniques for searching quasi–periodic solutions, are perturba-
tive and their aim is to continue finite dimensional invariant tori with quasi–
periodic motions under the influence of an infinite dimensional perturbation.
In particular, the standard procedure is using the Birkhoff Normal Form of
hamiltonian mechanics, see pg. 30. Such normal forms enable one to apply an
infinite dimensional extension of the Melnikov’s Theorem for finite dimensional
almost integrable hamiltonian systems, which was developed by Kuksin, see
[Ku93], by Wayne in [W90] and by Pöschel in [P89], [P96b]. In this way, one
can establish the existence of large families of time-quasi-periodic solutions
which are linearly stable.

3.2.1 Wave equation

Dirichlet boundary conditions

♥ [W90] Let us consider the equation

utt − uxx + v(x)u+ εu3 = 0 , (3.2)

where the potential v(x) lies in the subspace

E :=

{
v ∈ L2

(
[0, π]

) ∣∣∣∣ ∫ π

0

v(x) dx = 0, v(x) = v(π − x)

}
∩ L2

+ , (3.3)

where L2
+ ⊂ L2([0, π]) is the open subset of all potentials v ∈ L2([0, π]) with

strictly positive Dirichlet eigenvalues.
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Let be {µj}∞j=1 the eigenvalues and {φj}∞j=1 the corresponding eigenfunctions
of the operator −d2/dx2 +v(x) and with Dirichlet b.c.. Denoting by u0

j(t, x) :=

sin
(√
|µj| t

)
φj(x) the periodic solution of (3.2) for ε = 0, then

uN(t, x) :=
N∑
j=1

u0
j(t, x)

is a quasi-periodic solution of (3.2) for ε = 0, if {√µj}Nj=1 are rationally inde-
pendent. The following result states that these quasi–periodic solutions persist
when ε 6= 0.

Theorem 3.2.1. There are sets F(N) ⊂ E such that if v ∈ F(N), there is a
constant ε0(v,N) > 0 such that whenever ε < ε0(v,N), (3.2) has a weak, quasi-
periodic solution uεN(x, t) whose frequency vector differs from that of uN(x, t)
by O(ε). The set F(N) has measure one with respect to a natural probability
measure P (which is the same of Theorem 2.4.1).

By a weak, quasi–periodic solution, one means a non–zero, continuous function,
quasi–periodic in time, which is a distributional solution of (3.2). The following
statement guarantees that one obtains a large number of solutions, which is
typical for the KAM methods.

Theorem 3.2.2. Suppose to restrict our attention to the subset of E for which
the spectrum of −d2/dx2 + v(x) is positive. Then, for almost every potential
v, with respect to the P measure, there is a constant ε0(v) > 0, such that if
|ε| < ε0(v), there exists a set of positive, N–dimensional Lebesgue measure
such that for every point Ω̃ in this set one has a quasi–periodic solution with
frequency vector Ω̃.

The proof is achieved seeking to extend the KAM Theorem to a infinite dimen-
sional setting, namely, perturbations of completely integrable partial differen-
tial equations. In this theorem, the author replaces the scalar parameter µ of
the Klein–Gordon equation utt− uxx + µu = 0 with Dirichlet boundary condi-
tions, by some potential function v ∈ L2([0, π]). By this choice, he introduces
infinitely many parameters into the system, which may be adjusted and thus
substitute the standard nondegeneracy condition. Finally, the author finds a
Cantor families of small amplitude quasi–periodic solutions for a Cantor set of
potentials v, via KAM theory.

♥ [P96a] Consider the nonlinear wave equation

utt − uxx + µu+ f(u) = 0 , µ > 0 , (3.4)

where f is a real analytic, odd function of u of the form

f(u) = au3 +
∑
k≥5

fku
k, a 6= 0 . (3.5)
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Every solution of the linear system with Dirichlet boundary condition is of the
form

u(t, x) =
∑
j≥1

qj(t)φj(x), qj(t) = Ij cos(λjt+ φ0
j) ,

namely it is the superposition of the harmonic oscillations of the basic modes
φj =

√
2/π sin jx and frequencies λj =

√
j2 + µ, for j = 1, . . ., with ampli-

tudes Ij ≥ 0 and initial phases φ0
j . Choosing finitely many modes

J = {j1 < j2 < . . . < jn} ⊂ N ,

there is an invariant 2n–dimensional linear subspace EJ , such that

EJ :=
{

(q1φj1 + . . .+ qnφjn , p1φj1 + . . .+ pnφjn
}

=
⋃
I∈Rn+

TJ(I) , (3.6)

where Rn
+ :
{
I ∈ Rn : Ij > 0 for 1 ≤ j ≤ n

}
, is the positive quadrant in Rn

and

TJ(I) =
{
q2
j + λ−2

j p2
j = Ij for 1 ≤ j ≤ n

}
. (3.7)

In particular, EJ is completely foliated into rotational tori with frequencies
λj1 , . . . , λjn .
The main theorem is the following:

Theorem 3.2.3. For all µ > 0 and for each index set J = {j1 < . . . < jn}
with n ≥ 2, satisfying

min
1≤i<n

(ji+1 − ji) ≤ n− 1 ,

there exists a Cantor manifold EJ of real analytic, linearly stable, diophantine
n–dimensional tori for the nonlinear wave equation given by a Lipschitz con-
tinuous embedding Φ : TJ [C] −→ EJ , which is a higher order perturbation of
the inclusion map Φ0 : EJ ↪→ P, restricted to TJ [C]. The Cantor set C has
full density at the origin, and EJ has a tangent space at the origin equal to EJ .
Moreover, EJ is contained in the space of real analytic functions on [0, π].

This result is achieved by transforming the associated Hamiltonian into Bir-
khoff Semi–Normal Form of order four with respect to any finite number of
basic modes, by a symplectic change of coordinates see Proposition 4.1.6.
The approach and the result is the analogue for the nonlinear Schrödinger
equation on the same interval, carried out in [KuP96], see pag. 92. A fun-
damental difference between these cases, is that no complete normal form of
order four is available for the nonlinear wave equation, due to asymptotic reso-
nances among the frequencies. However, since sufficiently many nonresonance
condition are satisfied, there is a real analytic symplectic coordinate transfor-
mation that put, at least the interaction of the first n–modes, into a nonlinear
integrable normal form up to order four. To this Hamiltonian, KAM theory
may be applied to continue invariant tori of the integrable system.
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♥ [LiY] Let be P = H1
0 ([0, π])× L2([0, π]). Consider the wave equation

utt − uxx + µu+ f(u) = 0 , µ > 0 ,

where
f(u) = au2r+1 +

∑
k≥r+1

f2k+1u
2k+1 , a 6= 0 , r ∈ N .

Recalling the definitions (3.6) and (3.7), we write the main result of this paper:

Theorem 3.2.4. For almost all µ > 0 and each index set I = {n1 < . . . < nb}
with b ≥ 2, satisfying

sni 6= nj for any s = 1, 2, . . . , r, i < j, i, j ∈ {1, . . . , b} ,

the wave equation above possesses a local, positive measure, 2b–dimensional
invariant Cantor manifold EI given by a Whitney smooth embedding Φ : TI [C]
−→ EI, which is a higher order perturbation of the inclusion map Φ0 : EI ↪→
P, restricted to TI [C]. Moreover, the Cantor manifold EI is foliated by real
analytic, linearly stable, b dimensional invariant tori carrying quasi–periodic
solutions.

The proof is based on infinite dimensional KAM theorem, partial normal form
and scaling skills, following [P96a]. We note that this result can be applied
also to the nonlinear beam equation.

Periodic boundary conditions

♥ [Bou94] The same result of the nonlinear Schrödinger equation, see pag.
92 below, but with g(x) 6= 0.

♥ [ChY00] Let us consider the equation

utt − uxx + V (x)u+ f(u) = 0 (3.8)

with periodic b.c.; here f(u) is a real analytic function satisfying f(0) =
f ′(0) = 0 and the periodic potential V belongs to

Eper :=

{
V ∈ L2(T)

∣∣∣∣ ∫ 2π

0

V (x) dx = 0

}
∩ L2

+(T) , (3.9)

where L2
+(T) ⊂ L2(T) is the open subset of all potentials V ∈ L2([0, π]) with

strictly positive periodic eigenvalues. Let µn and φn(x), n ∈ N, be the positive
eigenvalues and the eigenfunctions of the operator d2/dx2 − V (x). Fix n1 <
. . . < nd ∈ N, d ≥ 1 and a compact subset O ⊂ Rd. Consider a family of real
analytic potentials V (x; ξ) parametrized by ξ = (ξ1, . . . , ξd) ∈ O where

ξi =
√
µi i = 1, . . . , d.
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Theorem 3.2.5. Consider the equation

utt − uxx + V (x; ξ)u+ f(u) = 0 (3.10)

with V real analytic and ξ ∈ O. Then for any 0 < γ � 1, there exists a subset
Oγ ⊂ O with meas(O \ Oγ) −→ 0 as γ → 0, such that (3.10) with ξ ∈ Oγ
has a family of small amplitude (proportional to some power of γ), analytic
quasi-periodic solutions of the form

u(t, x) =
∑
n≥1

un(ω′1t, . . . , ω
′
dt)φn(x) ,

where un : Td −→ R and ω′1, . . . , ω
′
d are close to ω1 ≡ ξ1, . . . , ωd ≡ ξd.

We remark that looking for solutions with periodic boundary conditions is
technically more difficult than looking for solutions which satisfy the Dirichlet
b.c.. This technical reason is related to the multiplicity of the spectrum of
the associated Sturm-Liouville operator −d2/dx2 + µ, as we have just said in
section 1.2. Because of this multiplicity, another small divisors problem arises,
hinged with the so called normal frequencies. The proof is based on an infinite
dimensional KAM theorem.

♥ [BePr05]: Consider the completely resonant forced equation

utt − uxx + f(ω1t, u) = 0 (3.11)

where the nonlinear forcing term f(ω1t, u) is 2π–periodic in time and vanishes
for u = 0 with a zero of order at least 2. The authors deal with the case
ω1 = n/m ∈ Q and ω1 ∈ R \Q. Assume that f satisfies assumption

(H) f(ω1t, u) =
∑∞

k=2d−1 ak(ω1t)u
k, d ∈ N+, d ≥ 2, and ak(ω1t) ∈ H1(T)

verify
∑∞

k=2d−1 |ak(ω1t)|H1 ρk <∞ for some ρ > 0 . The ak(ω1t) are not
all identically constant.

Theorem 3.2.6. Let ω1 = n/m ∈ Q. Assume that f satisfies assumption (H)
and a2d−1(ω1t) > 0. Let be Bγ the uncountable zero measure Cantor set

Bγ :=
{
ε ∈ R : |`1 + ε`2| >

γ

|`2|
, ∀`1, `2 ∈ Z \ {0}

}
where 0 < γ < 1/6. Then equation (3.11) admits a quasi–periodic solution
v(ε, t, x) := u(ε, ω1t, x+ ω2t) with two frequencies (ω1, ω2) = (ω1, 1 + ε) , ∀ ε ∈
Bγ .

A similar result can be extended to the case ω1 ∈ R\Q, assuming the condition

on the coefficient
∫ 2π

0
a2d−1(ϕ)dϕ 6= 0.
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3.2.2 Nonlinear Schrödinger equation

If one is interested in quasi-periodic solutions of the nonlinear Schrödinger
equation the tools are the same for what concerns the nonlinear wave equation.

Some aspects, such as the transformation into normal form, are even simpler
than in the wave equation. Indeed, as we have just said, no complete normal
form of order four is available for the nonlinear wave equation, due to asymp-
totic resonances among the frequencies. For the NLS there exists a complete
normal form up to order four.

Dirichlet boundary conditions

♥ [KuP96] Let us consider equation

iut − uxx +mu+ f(|u|2)u = 0 , m ∈ R (3.12)

with f real analytic in some neighborhood of the origin in C. Assume that
f(0) = 0 and f ′(0) 6= 0 (non degeneracy condition).

Theorem 3.2.7. For all m ∈ R, for all n ∈ N and for f real analytic and non-
degenerate, there exists a full density Cantor manifold of real analytic linearly
stable, diophantine n-dimensional tori for equation (3.12).

The proof is carried out performing a complete Birkhoff normal form up to
order four on the first n-modes and then using KAM theory to continue tori.
We have discussed this method in few more details for the nonlinear wave
equation, see [P96a].

Periodic boundary conditions

♥ [Bou94] Let us consider the 1D NLS of the form

iut − uxx + g(x)u+ ε∂ūH(u, ū) = 0 , (3.13)

with g a real analytic periodic function on T and H a polynomial expression
in u, ū. Let us denote by ωn, n ∈ Z the spectrum of the operator −∂xx + g(x)
and {ψn} the corresponding eigenvectors. One is looking for quasi-periodic
solutions with frequencies (λ1, λ2) of the form

u(t, x) =
∑

m1,m2,n

û(m1,m2, n) ei(m1λ1+m2λ2)tψn(x) , m1,m2 ∈ Z .

The equation of the corresponding Fourier coefficients is(
− (m1λ1 +m2λ2) + ωn

)
û(m1,m2, n) + ε∂̂ūH(m1,m2, n) = 0 .
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Theorem 3.2.8. Choose n1, n2 ∈ Z and let us denote λ := (λ1, λ2). There
exists a continuation of the unperturbed solution

u(t, x) = a1e
iλ1tψn1(x) + a2e

iλ2tψn2(x)

of the perturbed equation (3.13), for λ outside a set of measure that tends to 0
for ε→ 0. The perturbed solution u satisfies in particular∑

m,n

|û(m,n)|e(|m|+|n|)c <∞

for some c > 0.

♥ [Bou98] Consider the 2D nonlinear Schrödinger equation of the form

iut + Au+ ε∂ūH(u, ū) = 0 (3.14)

where A is a self-adjoint operator and H is polynomial (or real-analytic). Let
us assume

A := −∆ +Mσ

where
Mσe

in·x := σne
in·x , σn ∈ R , n ∈ Z2 , (3.15)

x = (x1, x2) ∈ R2 and ∆ = ∂2
x1x1

+ ∂2
x2x2

. We note that the operator A has
eigenvalues

µn := |n|2 + σn

with eigenfunctions ein·x. Fix b ∈ N, b ≥ 1 and some specific indices n1, . . . , nb
∈ Z2. Let σ = (σ1, . . . , σb) ∈ Rb and λ = (λ1, . . . , λb) ∈ Rb with

λj := µnj = |nj|2 + σj , j = 1, . . . , b .

and
S := { (nj, ej) ∈ Z2 × Zb | j = 1, . . . , b }

the resonant set (here ej = (0, . . . , 1, . . . , 0)). For any a = (a1, . . . , ab) ∈ Rb,
anjej := aj,

u0(t, x) :=
b∑

j=1

aje
i(λjt+nj ·x) =

∑
(n,k)∈S

anke
i(λ·k t+n·x) (3.16)

is a quasi-periodic (for λ rationally independent) solution of (3.14) for ε = 0.

Theorem 3.2.9. Let us suppose |a| suitably small (depending only on the
analyticity domain of H). Then, for ε sufficiently small, there exists a set
Σε(|a|) with

meas
(
Σε(|a|)

)c → 0 as ε→ 0 ,
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such that, if σ ∈ Σε(|a|), (3.14) has a solution

uε(t, x) =
∑

n∈Z2,k∈Zb
uεnke

i(λ′·k t+n·x)

with perturbed frequency λ′ (|λ′ − λ| ≤ const ε). The solution satisfies

uεnjej = aj , j = 1, . . . , b

and ∑
(n,k)/∈S

e(|n|+|k|)c |uεnk| ≤
√
ε ,

for some c > 0.

3.2.3 Beam equation

♥ [GeY03] Consider 1D beam equation (1.25) with boundary condition (1.26),
with f real analytic and odd function of the form (2.83).

Theorem 3.2.10. For all m > 0 outside a zero measure set, there exists a
Cantor manifold of real analytic, linearly stable and Diophantine n-tori.

The existence is proved following [KuP96].

3.3 Almost periodic solutions

A function u(t) is almost-periodic with frequency ω := (ω1, ω2, . . .) ∈ RN with
ω1, ω2, . . . rationally independent iff

u(t) =
∑
k∈ZN

0

Uke
ik·ωt , (3.17)

where ZN
0 is the space of all integer sequences k := (k1, k2, . . .), kj ∈ Z, j ≥ 1

with only finitely many nonzero components.

We now give an example of construction of almost–periodic orbits for a infinite
dimensional “second order hamiltonian system”. We discuss it here as a model
problem mimicking some of the basic features coming out in the study of
hamiltonian PDEs.

♥ [ChPe94] Let us consider the Euler-Lagrange equation on TZd

ẍi = fi(x(t)) i ∈ Zd .

Definition 3.3.1. A continuous function f is a g − gradient if for any finite
I ⊂ Zd there exists a C1(T|I|,R) function V |I|(x) such that

f
[I]
i (x) = ∂xiV

(I)(x) ∀i ∈ I , ∀x ∈ T|I| .
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Theorem 3.3.2. Let be f a uniformly weakly real analytic g − gradient. As-
sume that for some finite I ⊂ Zd the equation

ẍ(I) = ∂x(I)V (I)(x(I)) x(I) ∈ T|I|

admits a non-degenerate real analytic solutions with a (γ − τ)-Diophantine
frequency ω(I) ∈ R|I| (i.e. x(I)(t) = ω(I)(t) + u(I)(ω(I)t) for a suitable real
analytic function u(I) : T|I| → R|I| such that det(Id+ ∂u(I)) 6= 0) . Then there

exist uncountably many ω−almost periodic solutions with ωi = ω
(I)
i , ∀i ∈ I .

All such frequencies ω are γ−Diophantine in the sense that for all J ⊂ I with
|J \ I| = m it is∣∣∣∣∑

j∈J

ωjnj

∣∣∣∣ ≥ 1

γ(
∑

j∈J |nj|)τ+m
∀({nj}j∈J) ∈ Z|J | \ {0} .

Remark 3.3.3. The frequencies ωj will be such that |ωj| grows rapidly as
j →∞ (like (|j|!)c).

3.3.1 Wave equation

♥ [Bou96] Let us consider the wave equation

ut − uxx + V (x)u+ εf(u) = 0 (3.18)

under Dirichlet boundary conditions. Here V is a periodic real analytic poten-
tial and f(u) an odd polynomial function of u, f(u) = O(|u|3). Denote {µj}
and {ϕj} the eigenvalues and the eigenfunctions of the operator (− d2

dx2 +V (x)).
Let us write µj = λ2

j and consider λj as parameters. For ε = 0 the unperturbed
solution u0 of (3.18) will be

u0(x) =
∞∑
j=1

ajϕj(x) cosλjt .

Theorem 3.3.4. Given a sequence {aj} of positive reals such that |aj| → 0
sufficiently fast, exists an almost periodic solution of (3.18)

uε(x, t) =
∞∑
j=1

∑
n∈Π∞Z

û(j, n)ϕj(x)ein·λ
′t .

Here Π∞Z stands for the space of finite sequences of integers n = {nk},

û(j, n) = û(j,−n) ,

λ′j = λj +O

(
ε

j

)
(uniformly in j), is the perturbed frequency,
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û(j, ej) = û(j,−ej) =
1

2
aj (ej = j − unit vector in Π∞Z) ,

and ∑
(j,n)/∈S

ej
c+

P
k wk|nk|c|û(j, n)| <

√
ε

where
S =

{
(j,±ej)

}
is the resonant set, c > 0 and {wk} are increasing weights, depending on the
decay of sequence {ak}.

3.3.2 Nonlinear Schrödinger equation

♥ [P02] Let us consider the NLS

iut = uxx − V (x)u−N(u) , 0 ≤ x ≤ π (3.19)

with Dirichlet b.c. depending on a potential V ∈ E ⊂ L2([0, π]) where E is
defined in (3.3). Here, given f a real analytic function in a neighborhood of
0 ∈ C with f(0) = 0, the nonlinearity is

N(u) := Ψ
(
f
(
|Ψu|2

))
where Ψ : u 7→ ψ ∗ u is a convolution operator with an even function ψ on R,
which is smoothing of order σ > 0, namely

Ψ : Hs
0([0, π]) −→ Hs+σ

0 ([0, π]) , ‖Ψu‖Hs+σ ≤ cs‖u‖Hs ,

for all 0 ≤ s ≤ 1 with σ < 1/4. Since ψ is even, the Dirichlet problem on [0, π]
is equivalent to the periodic problem with period 2π within the space of all
odd functions.

Theorem 3.3.5. For “almost all” potentials V ∈ E equation (3.19) admits
uncountably many analytic, almost periodic solutions of the form (3.17) in
every neighborhood of u ≡ 0 in H1

0 ([0, π]).

Here “almost all” potentials means that the complementary set of potentials
in E has measure zero with respect to a large class of (natural) probability
measure.
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Part II

Periodic orbits with rational
frequency
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Chapter 4

Long time periodic orbits for
the NLW

4.1 Hamiltonian setting and Birkhoff normal

form

We study the equation (4) as an infinite dimensional hamiltonian system with
coordinates u and v = ut. Denoting g =

∫ u
0
f(s)ds, the Hamiltonian is

H(v, u) =

∫ π

0

(
v2

2
+
u2
x

2
+ µ

u2

2
+ g(u)

)
dx .

The equations of motion are

ut =
∂H

∂v
= v, vt = −∂H

∂u
= uxx − µu− f(u) .

Let us rewrite the Hamiltonian in infinite coordinates (p, q) ∈ `a,s× `a,s, where

`a,s = `a,s(R) (4.1)

:=

{
q = (q1, . . .), qi ∈ R , i ≥ 1 s.t. ‖q‖2

a,s =
∑
i≥1

|qi|2i2se2ai <∞
}

by the transformation

v = S ′p =
∑
i≥1

√
ωipiχi , u = Sq =

∑
i≥1

qi√
ωi
χi , (4.2)

with ωi =
√
i2 + µ and χi =

√
2/π sin ix. We get

H = Λ +G =
1

2

∑
i≥1

ωi(q
2
i + p2

i ) +

∫ π

0

g(Sq) dx , (4.3)
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where we denote with Λ the integrable part and with G the not integrable one.
The equations of motion are:

ṗi = −∂H
∂qi

= −ωiqi −
∂G

∂qi
, q̇i =

∂H

∂pi
= ωipi (4.4)

with respect to the symplectic structure
∑
dpi ∧ dqi on `a,s × `a,s.

For k ∈ N, we consider the space Ck(R, `a,s) of all the functions R 3 t 7−→
q(t) ∈ `a,s with finite norm

‖q‖Ck(R,`a,s) :=
k∑

h=0

sup
t∈R
‖∂ht q(t)‖a,s . (4.5)

Similarly for a Ck function R 3 t 7−→
(
p(t), q(t)

)
∈ `a,s × `a,s we consider the

norm

‖(p, q)‖Ck(R,`a,s×`a,s) := ‖p‖Ck(R,`a,s) + ‖q‖Ck(R,`a,s)

Lemma 4.1.1. Let us assume that a > 0 and s arbitrary. Let be R 3 t 7−→(
p(t), q(t)

)
∈ `a,s × `a,s a solution of (4.4) of class Ck, 2 ≤ k ≤ ∞, then

u(t, x) :=
∑
i≥1

qi(t)√
ωi
χi(x) (4.6)

is a classical solution of (4) of class Ck.

proof. We first prove that u(t, x) is Ck and moreover, for any fixed t ∈ R,
the function x 7→ ∂ht u(t, x), h < k + 1, is real analytic with analytic extension
in the complex strip |Imx| < a. Since q ∈ Ck(R, `a,s), we have that for all
t ∈ R ∑

i≥1

|qi(t)|2i2se2ai = ‖q(t)‖2
a,s ≤ ‖q‖2

Ck(R,`a,s) <∞ . (4.7)

For any fixed ã < a by (4.7), Cauchy–Schwartz inequality and

sup
|Imx|≤ã

|χi(x)| ≤ sup
|Imx|≤ã

| sin ix| ≤ eãi ,

we get, for i0 ≥ 1,

sup
|Imx|≤ã

∣∣∣∣∣∑
i≥i0

qi(t)√
ωi
χi(x)

∣∣∣∣∣
2

≤
∑
i≥i0

|qi(t)|2i2se2ai
∑
i≥i0

ω−1
i i−2se−2(a−ã)i

≤ ‖q‖2
Ck(R,`a,s)

∑
i≥i0

ω−1
i i−2se−2(a−ã)i i0→∞−→ 0 ,

from which we have that, for any t ∈ R, the series in (4.6) uniformly converges
to a 2π–periodic real analytic odd function with analytic extension on the
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complex strip |Imx| < a. Moreover, again by Cauchy–Schwartz inequality, we
get

|∂hxu(t, x)| ≤ ‖q(t)‖2
a,s

∑
i≥1

ω−1
i i2(h−s)e−2ai , ∀ (t, x) ∈ R×[0, π] , h ∈ N ,

and, from (4.7), we have that

∀h ∈ N ∃ ch,a,s > 0 s.t. sup
(t,x)∈R×[0,π]

|∂hxu(t, x)| ≤ ch,a,s . (4.8)

By similar arguments one proves that for any x ∈ [0, π] the function

R 3 t 7→ u(t, x) =
∑
i≥1

qi(t)√
ωi
χi(x)

is continuous since the series uniformly converges on R (and the functions
t 7→ qi(t) are continuous since q ∈ C0(R, `a,s)). The continuity in both variables
follows by (4.8) and the continuity in t for x0 fixed:

|u(t, x)− u(t0, x0)| ≤ |u(t, x)− u(t, x0)|+ |u(t, x0)− u(t0, x0)|
≤ c1,a,s|x− x0|+ |u(t, x0)− u(t0, x0)| .

Arguing as above one proves that, for any fixed x ∈ [0, π], the series∑
i≥1

1
√
ωi
∂tqi(t)χi(x)

uniformly converges for t ∈ R; hence we can differentiate inside the summation
in (4.6) obtaining

∂tu(t, x) =
∑
i≥1

1
√
ωi
∂tqi(t)χi(x) .

Carrying on the above arguments we finally have that u ∈ Ck and that

∂ht u(t, x) =
∑
i≥1

1
√
ωi
∂ht qi(t)χi(x) , h < k + 1 , (4.9)

is, for any fixed t ∈ R, a 2π–periodic real analytic odd function with analytic
extension on the complex strip |Imx| < a.
We now prove that u, defined in (4.6), is a classical solution of (4). From (4.2)
and (4.3),

∂G

∂qi
=

1
√
ωi

∫ π

0

f(u)χi dx , (4.10)

hence, we have, by (4.9) and (4.4),

utt =
∑
i≥1

q̈i(t)√
ωi
χi(x)
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=
∑
i≥1

1
√
ωi

(
−ω2

i qi − ωi
∂G

∂qi

)
χi

= −
∑
i≥1

qi(t)√
ωi

(µ− ∂xx)χi(x)−
∑
i≥1

χi

∫ π

0

f(u)χi dx ,

because ω2
i are the eigenvalues of the operator µ−∂xx. Moreover, being χi, for

i ≥ 1, a complete orthonormal basis for the L2 functions on [0, π], we obtain

utt = −(µ− ∂xx)u−
∑
i≥1

χi

∫ π

0

f(u)χi dx = −(µ− ∂xx)u− f(u) .

�

Let us note that χi, for i ≥ 1, are a complete orthonormal basis for the L2

functions on [0, π], but not for all analytic function on [0, π]. To overcome
this problem, let us consider `2

b and L2, respectively, the Hilbert spaces of
all bi-infinite, square integrable sequences with complex coefficients and all
square-integrable complex valued functions on [−π, π]. To identify the two
spaces we can consider the inverse discrete Fourier transform,

F : `2
b −→ L2 , q 7−→

[
Fq
]
(x) :=

1√
2π

∑
i∈Z

qie
iix ,

which defines an isometry between the two spaces. Let a ≥ 0 and s ≥ 0. The
subspaces `a,sb ⊂ `2

b contain all bi-infinite sequences whose norm is defined by

‖q‖2
a,s :=

∑
i∈Z

|qi|2|i|2s∗ e2a|i| ,

where |i|∗ := max
{
|i|, 1

}
. In this way we obtain, through the Fourier trans-

form F , the subspaces W a,s ⊂ L2 endowed with the norm

‖Fq‖a,s = ‖q‖a,s .

For a > 0, the subspaces W a,s consist of all 2π-periodic functions which are
analytic and bounded in the complex strip |Imz| < a with trace functions on
|Imz| = a belonging to the standard Sobolev space Hs. In this way, we obtain
an orthonormal basis for all analytic functions on [0, π].
The following two results were proved in [P96a], for completeness we give here
the proofs:

Lemma 4.1.2. For a ≥ 0 and s > 1/2, the space `a,sb is a Hilbert algebra with
respect to convolution of the sequences, (q ∗ p)j :=

∑
k qj−kpk,

‖q ∗ p ‖a,s ≤ const ‖q‖a,s ‖p ‖a,s

with a constant depending only on s.
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proof. Let γjk :=
(
|j − k|∗|k|∗/|j|∗

)
. By the Schwarz inequality,∣∣∣∣∣∑

k∈Z

xk

∣∣∣∣∣
2

=

∣∣∣∣∣∑
k∈Z

γsjkxk

γsjk

∣∣∣∣∣
2

≤

(∑
k∈Z

1

γ2s
jk

)(∑
k∈Z

γ2s
jk |xk|2

)
, ∀ j .

On the other hand, from the definition,

1

γjk
≤ |j − k|∗ + |k|∗
|j − k|∗|k|∗

=
1

|j − k|∗
+

1

|k|∗
,

so that∑
k∈Z

1

γ2s
jk

≤
∑
k∈Z

(
1

|j − k|∗
+

1

|k|∗

)2s

≤ 4s
∑
k∈Z

1

|k|2s∗
:= C2 <∞ , ∀ j .

In conclusion, ∣∣∣∣∣∑
k∈Z

xk

∣∣∣∣∣
2

≤ C2
∑
k∈Z

γ2s
jk |xk|2 . (4.11)

Hence, for all a = 0, we obtain

‖q ∗ p‖2
a,s =

∑
j∈Z

|j|2s∗

∣∣∣∣∣∑
k∈Z

qj−kpk

∣∣∣∣∣
2

≤ C2
∑
j∈Z

|j|2s∗
∑
k∈Z

γ2s
jk |qj−kpk|2

= C2
∑
j,k∈Z

|j − k|2s∗ |qj−k|2|k|2s∗ |pk|2 = C2‖q‖2
a,s‖p‖2

a,s .

The case a > 0 is a simple variation of the last estimate.
�

Lemma 4.1.3. For a ≥ 0 and s > 0, the gradient Gq :=
(
∂G
∂q1
, ∂G
∂q2
, . . .

)
is a real

analytic map from a neighborhood of the origin in `a,s into `a,s+1. Moreover

‖Gq‖a,s+1 = O(‖q3‖a,s) .

proof. Let be q ∈ `a,s. From (4.2), we have u = Sq ∈ `a,s+1/2 on [−π, π] with
‖u‖a,s+1/2 ≤ ‖q‖a,s for a ≥ 0. By the algebra property and the analityticity of
f , the function f(u) also belongs to `a,s+1/2 with

‖f(u)‖a,s+1/2 ≤ const ‖u‖3
a,s+1/2

in a sufficiently small neighborhood of the origin. From (4.2), we have the
estimate

‖Gq‖a,s+1 ≤ ‖f(u)‖a,s+1/2 ≤ const ‖u‖3
a,s+1/2 ≤ const ‖q‖3

a,s ,

that is Gq ∈ `a,s+1. The regularity of Gq follows from the regularity of its
components and its local boundedness, as it is proved in the following two
Lemmata, see [PT].

�
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Lemma 4.1.4. Let be E and F Banach complex spaces. Let be U an open
subset of E. Let be f : U −→ H. Then are equivalent:

(i) f is analytic on U , namely it is continuously differentiable on U ;

(ii) f is locally bounded and weakly analytic on U , namely for each x ∈ U ,
h ∈ E and L ∈ F ∗, the function

z −→ Lf(x+ zh)

is analytic in some neighborhood of the origin in C in the usual sense of
one complex variable;

(iii) f is infinitely differentiable on U and is represented by the Taylor series
in a neighborhood of each point in U .

proof. (i) =⇒ (ii) Suppose f is analytic. Hence it is a differentiable map
and it implies that it is continuous and locally bounded. The map Lf(x+ zh)
for all L ∈ F ∗ is continuously differentiable in z. Hence, f is weakly analytic.
(ii) =⇒ (i) Suppose f is weakly analytic and locally bounded. The idea is to
show that f is continuous in order to use Cauchy’s formula. Fix x ∈ U and
choose r > 0 small such that

sup
‖h‖≤r

‖f(x+ h)‖ = M <∞.

By a chain rule in the Cauchy’s formula,

Lf(x+ zh)− Lf(x) =
1

2πi

∫
|ξ|=1

Lf(x+ ξh)

(ξ − z)

z

ξ
dξ (4.12)

uniformly for |z| < 1, ‖h‖ < r. Hence, denoting by ‖L‖ the norm operator of
L ∈ F ∗, for |z| < 1/2, we obtain from (4.12)

|Lf(x+ zh)− Lf(x)|
|z|

≤ 2M‖L‖ ,

for |z| < 1, ‖h‖ < r. It follows the continuity of f . Now we can apply the
Cauchy’s formula

f(x+ zh) =
1

2πi

∫
|ξ|=1

f(x+ ξh)

ξ − z
dξ

for |z| < 1 and ‖h‖ < r. It follows that f has directional derivatives in every
direction h, namely

δx(h) = lim
z→0

1

z

[
f(x+ zh)− f(x)

z

]
.
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Since∥∥∥∥1

z

[
f(ξ + zh)− f(ξ)

]
− δξ(h)

∥∥∥∥ =

∥∥∥∥ 1

2πi

∫
|ξ|=1

f(x+ ξh)

ξ2(ξ − z)
dξ

∥∥∥∥ ≤ 2M |z|

for |z| < 1/2, the limit is uniform in ‖ξ − x‖ < r/2 and ‖h‖ < r/2, thus

δx(h) =
1

2πi

∫
|ξ|=1

f(x+ ξh)

ξ2
dξ .

From this it follows that f is continuously differentiable on U , hence analytic.
�

Lemma 4.1.5. Let be U an open subset of a Banach complex space E and
H a Hilbert space with orthonormal basis en, n ≥ 1. Let be f : U −→ H.
Then f is an analytic map on U if and only if f is locally bounded and each
“coordinate function”

fn = 〈f, en〉 : U −→ C

is analytic on U .

proof. Let be f locally bounded and fn analytic on U . The idea is to show
that f is weakly analytic to use the previous theorem. Let be L ∈ H∗. By the
Riesz Theorem, there exists a unique element ` ∈ H such that Lφ = 〈φ, `〉 for
all φ ∈ H. Write ` in the basis of H

` =
∑
n≥1

λnen

and choose

`m =
m∑
n=1

λnen .

In this way we have L as the limit of functionals operators Lm in the operator
norm, namely

sup
‖φ‖≤1

‖(L− Lm)(φ)‖ −→ 0 , m→∞ .

Given x ∈ U , let us choose r > 0 such that f is bounded in the ball centered
in x of radius r. Fixed h ∈ E such that ‖h‖ < r. By hypotheses, the functions

z 7−→ Lmf(x+ zh) =
m∑
n=1

λnfn(x+ zh) , m ≥ 1 , |z| < 1

are analytic and goes uniformly to z 7−→ Lf(x + zh), since f is bounded.
Thus f is analytic in |z| < 1. It follows that f is weakly analytic and locally
bounded. By theorem (4.1.4) the thesis follows.

�

107



By the light of these considerations, we have the real analytic Hamiltonian
H in (4.3), defined in some neighborhood of the origin in the Hilbert space
`a,s × `a,s with standard symplectic structure

∑
i≥1 dpi ∧ dqi. The parameters

a and s may be fixed arbitrarily; in particular we take a > 0 and s > 1. The
term G is independent of p, so the associated hamiltonian vectorfield,

XG :=
∑
i≥1

(
∂G

∂pi

∂

∂qi
− ∂G

∂qi

∂

∂pi

)
,

is smoothing of order 1, that is it defines a real analytic map from `a,s × `a,s
into `a,s+1 × `a,s+1. In particular, for the nonlinearity u3 one finds

G =
1

4

∫ π

0

|u(x)|4 dx =
1

4

∑
i,j,k,l

Gijklqiqjqkql

with

Gijkl =
1

√
ωiωjωkωl

∫ π

0

χiχjχkχl dx .

In [P96a] it is proved that Gijkl = 0 unless i±j±k±l = 0, for some combination
of plus and minus signs. In particular

Giijj =
1

2π

2 + δij
ωiωj

. (4.13)

From now on, we focus our attention on the nonlinearity f(u) = u3, since
terms of order five or more do not make any difference.

4.1.1 Partial Birkhoff normal form

For the rest of this paper we introduce the complex coordinates

zi =
1√
2

(qi + ipi) , z̄i =
1√
2

(qi − ipi) , (4.14)

that live in the now complex Hilbert space

`a,s = `a,s(C)

:=

{
z = (z1, . . .), zi ∈ C , i ≥ 1 t.c. ‖z‖2

a,s =
∑
i≥1

|zi|2i2se2ai <∞
}
,

with symplectic structure −i
∑

i≥1 dzi∧dz̄i =
∑

i≥1 dpi∧dqi. The Hamiltonian
becomes

H = Λ +G =
∑
i≥1

ωi|zi|2 +G(z, z̄) , (4.15)

where, with abuse of notation, we have still denoted by G the function G(z, z̄)
= G(p, q). The Hamilton’s equations write ż = −i∂z̄H, ˙̄z = i∂zH. The Hamil-
tonian H is real analytic. Real analytic means that H is a function of z and
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z̄, real analytic in the real and imaginary part of z; we denote by A(`a,s, `a,s+1)
the class of all real analytic maps from some neighborhood of the origin in `a,s

into `a,s+1.

Notation. Given a finite multi–index I, we will denote by ẑ the infinite
vector obtained by excising z = (z1, z2, . . .) of its I–components, namely ẑ :=
(. . . , zi1−1, zi1+1, . . . , zij−1, zij+1, . . . , ziN−1, ziN+1, . . .) = (zi)i∈Ic , where Ic :=
N+ \ I. The symbol “∨” will mean “or” in the sense of the Latin “vel”. Fix
a > 0, s > 1. We will denote by const > 0 and 0 < ci < 1, i = 1, 2, . . .
suitable constants depending only on I, a, s; moreover y = O(x) means that
|y| ≤ constx. In the following, we will often omit the explicit expressions for
z̄, since they can be derived by the analogous ones for z.

Next, following [P96a], we transform the Hamiltonian H in (4.15) into some
partial Birkhoff normal form of order four so that, in a small neighborhood
of the origin, it appears as a perturbation of a nonlinear integrable system.
However, as we have just said in the introduction, the normal form degenerates
when µ is close to zero, in the sense that its domain shrinks to zero and the
remainder blows up. Then, we need a quantitative version of the Birkhoff
normal form, in which we explicitly investigate the dependence on µ, for µ
small. Such analysis is not available in literature.

Proposition 4.1.6 (Birkhoff normal form). Let be 0 < µ < 1, I ⊂ N+. There
exists a real analytic, close to the identity, symplectic change of coordinates
z := Γ(z∗) defined in Br ⊂ `a,s into B2r ⊂ `a,s with

r := c1
√
µ , (4.16)

verifying

‖z− z∗‖a,s+1 = O

(‖z∗‖3
a,s

µ

)
, (4.17)

transforming the Hamiltonian H = Λ +G in (4.15) in seminormal form up to
order six. That is

H ◦ Γ = Λ + Ḡ+ Ĝ+K ,

where

XḠ, XĜ, XK ∈ A(`a,s, `a,s+1), (4.18)

Ḡ =
1

2

∑
i∨j ∈I

Ḡij|z∗i|2|z∗j|2

with uniquely determined coefficients Ḡij = (3/8π) (4− δij/ωiωj), and

|Ĝ| = O(‖ẑ∗‖4
a,s) , |K| = O

(‖z∗‖6
a,s

µ

)
.
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Remark 4.1.7. It is worth pointing out that the Hamiltonian Λ + Ḡ is inte-
grable with integrals |z∗i|2, i = 1, 2, . . .. Moreover, although the fourth order
term Ĝ is not integrable, it only depends on ẑ∗ := (z∗i)i∈Ic, namely it is inde-
pendent of the I–modes.

proof. Let us introduce another set of coordinates (. . . , w−2, w−1, w1, w2, . . .)
in `a,sb defined by z∗i = wi and z̄∗i = w−i. The Hamiltonian becomes

H = Λ +G

=
∑
i≥1

ωi z∗iz̄∗i +
1

16

∑
i,j,k,`

Gijk`(z∗i + z̄∗i) · · · (z∗` + z̄∗`)

=
∑
i≥1

ωiwiw−i +
1

16

∑
i,j,k,`

′
Gijk`wiwjwkw` ,

where the prime means that the summation is over all nonzero integers. The
coefficients are defined for arbitrary integers by setting Gijk` = G|i|,|j|,|k|,|`|. We
notice that Gijkl = 0 unless i ± j ± k ± l = 0, for some combination of plus
and minus signs. The transformation Γ is obtained as the time-1-map of the
flow of the hamiltonian vectorfield XF given by a Hamiltonian

F =
∑
i,j,k,`

′
Fijk`wiwjwkw` , (4.19)

with coefficients

iFijk` =


Gijk`

16(ω′i + ω′j + ω′k + ω′`)
for (i, j, k, `) ∈ LI \ NI

0 otherwise .
(4.20)

Here ω′i = sign i · ω|i|,

LI =
{

(i, j, k, `) ∈ Z4 s.t. |i| ∨ |j| ∨ |k| ∨ |`| ∈ I
}
,

andNI ⊂ LI is the subset of all (i, j, k, `) = (p,−p, q,−q) or some permutation
of it. For these indices the denominator ω′i + ω′j + ω′k + ω′` vanishes identically
in µ. The following Lemma on the small divisors is proved in [P96a]. We give
the proof for completeness.

Lemma 4.1.8. Let be i, j, k, ` non-zero integers, such that i ± j ± k ± l = 0,
but (i, j, k, `) 6= (p,−p, q,−q), then

|ω′i + ω′j + ω′k + ω′`| ≥
constµ

(M2 + µ)3/2
, M = min(|i|, . . . , |`|) ,

with some absolute const > 0. Hence, the denominators in (4.20) are uniformly
bounded away from zero on every compact µ-interval on (0,∞).
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proof. We may restrict to positive integers such that i ≤ j ≤ j ≤ k ≤ `. The
condition i±j±k±l = 0 then reduces to two possibilities, either i−j−k+` = 0
or i+ j + k− ` = 0. We have to study divisors of the form ±ωi±ωj ±ωk ±ω`
for all combinations of plus and minus signs. To do this, we distinguish them
according to their number of plus and minus signs. To simplify the notation,
let us call δ++−+ = ωi + ωj − ωk + ω`.

Case 0 : No minus sign. This is trivial.

Case 1 : One minus sign. We have the following terms: δ++−+, δ+−++, δ−+++ ≥
δ+++−, so it is enough to study the last one. Define δ := δ+++−. Let us
consider δ as a function of µ. It results

δ(µ) =
√
i2 + µ+

√
j2 + µ+

√
k2 + µ−

√
`2 + µ

and hence

δ(0) = i+ j+k− ` ≥ 0 , δ′(µ) =
1

2

(
1

ωi
+

1

ωi
+

1

ωi
− 1

ωi

)
≥ 1

ωi
> 0 .

Being ωi increasing with µ, it follows that

δ ≥ δ′(µ)µ ≥ µ√
i2 + µ

.

Case 2 : Two minus signs. We have the following terms: δ−+−+, δ−−++ ≥
δ+−−+, and all other cases reduce to these ones by inverting the signs.
Thus, let us consider only the case δ = δ+−−+. The function f(t) =√
t2 + µ is monotone increasing and convex for t ≥ 0. Hence, using the

mean value theorem, we have the estimate ω`−ωk ≥ ω`−p−ωk−p for every
0 ≤ p ≤ k. In the case i + j + k = ` we obtain ω` − ωk ≥ ω`−k+i − ωi =
ωj+2i − ωi, hence,

δ ≥ ωj+2i − ωj ≥ 2(ωj+1 − ωj) ≥ 2if ′(j) ≥ i√
1 + µ

,

by the monotonicity of f ′. In the other case i− j−k = ` we have j− i =
`− k, thus we obtain ω`−ωk ≥ ωj+1−ωi+1 and ωj+1−ωj ≥ ωi+2−ωi+1.
Finally we get the estimate

δ ≥ ωj+1 − ωi+1 − ωj + ωi ≥ ωi+2 − 2ωi+1 + ωi ≥ f ′′(i+ 2)

by the monotonicity of f ′′, and

δ ≥ µ√
t2 + µ 3

∣∣∣∣
i+2

≥ constµ√
i2 + µ 3

.

Case 3 : Three and four minus signs. These ones reduce to the case 1 and 0
respectively.
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�
We note that F is real. Indeed

F̄ =
∑
i,j,k,`

′
F ijk` w̄iw̄jw̄kw̄`

=
∑
i,j,k,`

′
i

Gijk`

ω′i + ω′j + ω′k + ω′`
w−iw−jw−kw−`

= −
∑
i,j,k,`

′
i

Gijk`

ω′i + ω′j + ω′k + ω′`
wiwjwkw` = F

where we used that Gijk` = G−i,−j,−k,−` = G|i|,|j|,|k|,|`| and ω′−i = −ω′i. Expand-
ing at t = 0 with the Taylor’s formula we obtain

H ◦ Γ = H ◦X t
F

∣∣
t=1

= H + {H,F}+

∫ 1

0

(1− t)
{
{H,F}, F

}
◦X t

F dt

= Λ +G+ {Λ, F}+ {G,F}+

∫ 1

0

(1− t)
{
{H,F}, F

}
◦X t

F dt ,

where {·, ·} denote the Poisson brackets. We can compute

{Λ, F} = −i
∑
i,j,k,`

′
(ω′i + ω′j + ω′k + ω′`)Fijk`wiwjwkw` ,

thus

G+ {Λ, F} =
1

16

 ∑
(i,j,k,`)∈NI

+
∑

(i,j,k,`)/∈LI

Gijk`wiwjwkw`

 = Ḡ+ Ĝ ,

where Ĝ is independent of the I–coordinates.
In the variables z∗,z̄∗ we find, from (4.13) and counting the multiplicities, that

Ḡ =
1

2

∑
i∨j∈I

Ḡij|z∗i|2|z∗j|2

with uniquely determined coefficients

Ḡij =


24Giijj =

3

2π

1

ωiωj
for i 6= j ,

12Giiii =
9

8π

1

ωiωj
for i = j .

(4.21)

Hence, we have H ◦ Γ = Λ + Ḡ+ Ĝ+K where

K = {G,F}+

∫ 1

0

(1− t)
{
{H,F}, F

}
◦X t

F dt (4.22)
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is composed by all the terms of order six or more.
Claim. The vectorfield of the Hamiltonian F is analytic, that is

XF ∈ A(`a,sb , `a,s+1
b ) . (4.23)

In fact, from lemma (4.1.8), it results∣∣∣∣ ∂F∂w`
∣∣∣∣ ≤ ∑′

±i±j±k=l
|Fijk`| |wiwjwk|

≤ const

µ
√
`

∑′

±i±j±k=l

|wiwjwk|√
|ijk|

≤ const

µ
√
`

∑′

i+j+k=l
w̃iw̃jw̃k =

const

µ
√
`

(w̃ ∗ w̃ ∗ w̃)` ,

where w̃i =
|wi|+ |w−i|√

|i|
. If w ∈ `a,sb then w̃ ∈ `

a,s+1/2
b , which is a Hilbert

algebra for s > 0 by the lemma (4.1.2), thus w̃ ∗ w̃ ∗ w̃ also belongs to `
a,s+1/2
b .

Therefore Fw ∈ `a,s+1
b with

‖Fw‖a,s+1 ≤
const

µ
‖w̃∗w̃∗w̃‖a,s+1/2 ≤

const

µ
‖w̃‖3

a,s+1/2 ≤
const

µ
‖w‖3

a,s . (4.24)

The analyticity of Fw follows from the analyticity of each components function
and its local boundedness, proving (4.23). From (4.23) and (4.24) it follows
that the hamiltonian flow X t

F is well defined, in a sufficiently small neigh-
borhood of the origin in `a,s, for all 0 ≤ t ≤ 1; in particular, by (4.24), for
‖w‖a,s

2
= ‖z∗‖a,s ≤ r the map Γ := X1

F verifies

‖Γ(z∗)− z∗‖a,s+1 ≤
const

µ
‖z∗‖3

a,s ≤ const c3
1

√
µ ≤ c1

√
µ = r (4.25)

taking c1 small enough in (4.16). In the same way (taking c1 small enough),

‖DΓ− I‖op
a,s+1,s ≤

const

µ
r2 = const c2

1 ≤
1

2
,

where the operator norm ‖ · ‖op
a,r,s, is defined by

‖ · ‖op
a,r,s = sup

w 6=0

‖Aw‖a,r
‖w‖a,s

.

Accordingly, Γ : `a,s ⊃ Br → B2r ⊂ `a,s is a real analytic, symplectic change of
coordinates and (4.17) follows from (4.25); moreover, since ‖DΓ−I‖op

a,s+1,s+1 ≤
‖DΓ−I‖op

a,s+1,s, DΓ defines an isomorphism of Br ⊂ `a,s+1. It follows that with
XH ∈ A(`a,s, `a,s+1), also

DΓ−1XH ◦ Γ = XH◦Γ ∈ A(`a,s, `a,s+1) .
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The same holds for the Lie bracket: the boundedness of ‖DXF‖op
a,s+1,s implies

that
[XF , XH ] = X{H,F} ∈ A(`a,s, `a,s+1) .

These two facts show that XK ∈ A(`a,s, `a,s+1). The analogue claims for XḠ

and XĜ are obvious.
Finally, recalling (4.22), we can write

K = {G,F}+

∫ 1

0

(1− t)
[{
{Λ, F}, F

}
+
{
{G,F}, F

}]
◦X t

F dt . (4.26)

It results

{G,F} = O

(‖w‖6
a,s

µ

)
,

and {
{Λ, F}, F

}
= O

(‖w‖6
a,s

µ

)
, (4.27)

since {Λ, F} = Ḡ+ Ĝ−G = O(‖w‖4
a,s). Moreover

{
{G,F}, F

}
= O

(‖w‖8
a,s

µ2

)
, (4.28)

hence, by (4.26)-(4.28),

|K| = O

(‖w‖6
a,s

µ

)
, for ‖w‖a,s ≤ const

√
µ .

�

Since we are looking for small amplitude solutions it is convenient to introduce
the small parameter 0 < η < 1 and perform the following rescaling

z∗ =: ηz , z̄∗ =: ηz̄ , H ◦ Γ −→ η−2
(
H ◦ Γ

)
=: H , (4.29)

by which the Hamiltonian reads

H(z, z̄; η) = Λ + η2(Ḡ+ Ĝ) + η4K̃(z, z̄; η) , ‖z‖a,s, ‖z̄‖a,s ≤ c1

√
µ

η
, (4.30)

where

K̃(z, z̄; η) := η−2K(ηz, ηz̄) , |K̃| = O

(‖z‖6
a,s

µ

)
. (4.31)

We now introduce action–angle variables (I, φ) ∈ RN
+ × TN on the I–modes

by the following symplectic change of variables

zi :=
√
Ii(cosφi − i sinφi) , z̄i :=

√
Ii(cosφi + i sinφi) , i ∈ I .

(4.32)
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The action I := (Ii)i∈I , Ii := ziz̄i, is defined for

|I| ≤ c2
µ

η2
. (4.33)

We note that
∑

i∈I dIi∧dφi = −i
∑

i∈I dzi∧dz̄i =
∑

i∈I dpi∧dqi and the phase
space is1

Pa,s := RN
+ × TN × `a,s 3 (I, φ, ẑ) . (4.34)

In these variables the Hamiltonian becomes

H̃ = H̃(I, φ, ẑ, ¯̂z; η) (4.35)

= ω · I + Ω · ẑ ¯̂z + η2

[
1

2
(AI, I) + (BI, ẑ ¯̂z) + Ĝ(ẑ, ¯̂z)

]
+ η4K̃(I, φ, ẑ, ¯̂z; η) ,

where
ω := (ωi1 , . . . , ωiN ) ,

and

Ω := (. . . , ωi1−1, ωi1+1, . . . , ωij−1, ωij+1, . . . , ωiN−1, ωiN+1, . . .) ,

Ω · ẑ ¯̂z is short for
∑

i∈Ic ωiẑi
¯̂zi , A is the N ×N matrix

A = AI :=
(
Ḡij

)
i,j∈I

and B is the ∞×N matrix

B = BI :=
(
Ḡij

)
i∈Ic, j∈I .

Moreover (·, ·) denotes the standard scalar product and we have denoted again

by K̃ the function K̃(I, φ, ẑ, ¯̂z; η) = K̃(z, z̄; η). Recalling (4.21), we have

A =
3

8π


3
ω2
i1

4
ωi1ωi2

. . . 4
ωi1ωiN

4
ωi2ωi1

3
ω2
i2

. . . 4
ωi2ωiN

...
...

. . .
...

4
ωiN ωi1

4
ωiN ωi2

. . . 3
ω2
iN

 ,

B =
3

8π


...

...
...

4
ωij−1ωi1

. . . 4
ωij−1ωiN

4
ωij+1ωi1

. . . 4
ωij+1ωiN

...
...

...

 .

Defining the matrices

D = DI := diag [ω] ∈ MatN×N , E = EI := diag [Ω] ∈ Mat∞×∞ , (4.36)

1Clearly here `a,s = `a,s(C).
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we can rewrite A and B as

A =
3

8π
D−1ÃD−1 , B =

3

2π
E−1B̃D−1 , (4.37)

where

Ã :=


3 4 . . . 4
4 3 . . . 4
...

...
. . .

...
4 4 . . . 3

 ∈ MatN×N , B̃ =

 1 . . . 1
1 . . . 1
...

...
...

 ∈ Mat∞×∞ .

(4.38)
We note that the matrix A is invertible, since

det Ã =: dN = 3dN−1 +(−1)N(1−N)42 = (−1)N(1−4N) 6= 0 (dN is odd).
(4.39)

Moreover

Ã−1 =
1

4N − 1


5− 4N 4 . . . 4

4 5− 4N . . . 4
...

...
. . .

...
4 4 . . . 5− 4N

 . (4.40)

4.2 Long-period orbits

Let us consider the Hamiltonian ω · I + Ω · ẑ ¯̂z. Such Hamiltonian is linear in
the action variables I and ẑi ¯̂zi, i ∈ Ic. Except a countable set of µ > 0, it has
no periodic solutions of the form ẑi(t) ≡ ¯̂zi(t) ≡ 0, i ∈ Ic and I(t) 6≡ 0. Indeed,
the following Lemma holds

Lemma 4.2.1. Except a countable set of µ > 0, for any I = {i1 < . . . <
iN} ⊂ N+, N ≥ 1, the vector ω = (ωi1 , . . . , ωiN ), ωi =

√
i2 + µ, is rationally

independent.

proof. For any n ∈ ZN \ {0} let us define En :=
{
µ > 0 s.t. ω · n = 0

}
.

We claim that En is at the most countable. Indeed, for µ > −1, let us consider
the analytic function

fn(µ) :=
N∑
j=1

√
i2j + µ · nj = ω · n .

It is enough to show that fn is not identically zero, so that the set of its zeros
is at the most countable. Suppose, by contradiction, that fn(µ) ≡ 0 for any
µ > −1, then dkfn/dµ

k(0) = 0, for any k ≥ 1, and therefore
∑N

j=1 nj i
1−2k
j = 0,

for any k ≥ 1. Hence, multiplying for i2k−1
1 , we have

n1 +
N∑
j=2

nj

(
i1
ij

)2k−1

= 0 , ∀ k ≥ 1 .
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Noting that ij > i1, for any j ≥ 2, and taking the limit for k → ∞, we get
n1 = 0. In the same way one can prove that n2 = 0 and, by induction, that
n1 = . . . = nN = 0.

�

4.2.1 Geometrical construction

The absence of periodic solutions of the linear Hamiltonian ω · I + Ω · ẑ ¯̂z leads
us to find periodic solutions of the Hamiltonian H̃ in (4.35) close to the ones
of the quadratic and integrable Hamiltonian

H̃int = ω · I + Ω · ẑ ¯̂z + η2

[
1

2
(AI, I) + (BI, ẑ ¯̂z)

]
, (4.41)

in which Ĝ and K̃ have been neglected. The advantage of considering H̃int

consists in the presence of the “twist” term η2 1
2
(AI, I), which enables us to

“modulate the frequency”. The equations of motion for H̃int
İ = 0

φ̇ = ω + η2AI + η2Btẑ ¯̂z
˙̂zi = −i(Ω + η2BI)i ẑi i ∈ Ic ,

(4.42)

can be easily integrated:
I(t) = I0

φ(t) = φ0 + ω̃t+ η2Btẑ0
¯̂z0t

ẑi(t) = e−iΩ̃it (ẑ0)i , i ∈ Ic ,
(4.43)

where
ω̃ := ω̃(I0, η) = ω + η2AI0 (4.44)

is the vector of the shifted linear frequencies and

Ω̃i := Ω̃i(I0, η) = Ωi + η2(BI0)i = ωi + η2(BI0)i , i ∈ Ic , (4.45)

are the shifted elliptic frequencies. Consequently {ẑ = 0} is, for (4.41), an
invariant manifold which is completely foliated by the N -dimensional invariant
tori

T (I0) :=
{
I = I0, φ ∈ TN , ẑ = 0

}
.

On T (I0) the flow
t 7−→ (I0, φ0 + ω̃t, 0)

is T -periodic, T > 0, if and only if

ω̃(I0, η)τ =: k ∈ ZN , (4.46)

where

τ :=
T

2π
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is the rescaled period. Hence, if (4.46) holds, the torus T (I0) is completely
resonant and supports the infinitely many T -periodic orbits of the family

F :=
{
I(t) = I0, φ(t) = φ0 + ω̃t, ẑ(t) = 0

}
. (4.47)

The family F will not persist in its entirety for the Hamiltonian H̃. However,
we claim that if the period T is “sufficiently non-resonant” with the shifted
elliptic frequencies, we can prove the persistence of at least N geometrically
distinct T -periodic solutions of H̃ close to F . More precisely, the required
non-resonance condition is∣∣∣`− Ω̃i(I0, η)τ

∣∣∣ ≥ const

i
∀ ` ∈ Z, ∀ i ∈ Ic . (4.48)

We now consider the periodicity condition (4.46). As we have said in the
introduction, we construct a set of actions and of completely resonant frequen-
cies, parametrized by the (rescaled) periods τ ’s. Such actions and frequencies

are related by the action–to–frequency map I → (∂IH̃int)|ẑ=0 = ω + η2AI.
Indeed, since A is invertible we can choose I0 and k as functions of τ and η so
that (4.46) is always satisfied

I0 :=
1

η2τ
A−1 (κ− {ωτ}) , (4.49)

k := [ωτ ] + κ , (4.50)

where [(x1, . . . , xN)] := ([x1], . . . , [xN ]), {(x1, . . . , xN)} := ({x1}, . . . , {xN})
and

κ := (κi)i∈I ∈ ZN , κi := i−1κ̃ , κ̃ := 10
∏
j∈I

j . (4.51)

Here the functions [·] : R → Z and {·} : R → [0, 1) denote the integer part
and the fractional part respectively.
In order to have I0 ≈ 1 in (4.49), we choose the parameter η, which is related
to the amplitude of the solution, as a function of the rescaled period τ such
that

η2τ = 1 namely η := 1/
√
τ . (4.52)

Consequently we can express I0, k and Ω̃i in (4.49),(4.50),(4.45) as functions
of τ only

I0 := I0(τ) = A−1 (κ− {ωτ}) (4.53)

k := k(τ) = [ωτ ] + κ , (4.54)

Ω̃i := Ω̃i(τ) = ωi + η2
(
BI0(τ)

)
i
, for i ∈ Ic . (4.55)

We point out that the constant vector κ defined in (4.51) has been added to
have (I0)i > 0 in view of (4.34). In particular the following lemma holds.

Lemma 4.2.2. If µ is small enough, then (I0)i > πωi, ∀ i ∈ I.
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proof. By (4.37) and (4.53) we get

I0 =
8π

3
DÃ−1D

(
κ− {ωt}

)
.

Recalling (4.36) and (4.40) we have, ∀ i ∈ I,

(I0)i =
8πωi

3(4N − 1)

(
(1− 4N)

(
ωiκi − ωi{ωit}

)
+ 4

∑
j∈I

(
ωjκj − ωj{ωjt}

))

=
8πωi

3(4N − 1)

(
(1− 4N)

(
κ̃− i{ωit}

)
+ 4

∑
j∈I

(
κ̃− j{ωjt}

)
+O(µ)

)

since, recalling (4.51), ωiκi = i−1ωiκ̃ and 1 < i−1ωi = i−1
√
i2 + µ < 1 + µ.

Taking µ small enough we get

(I0)i =
8πωi

3(4N − 1)

(
κ̃+ (4N − 1)i{ωit} − 4

∑
j∈I

j{ωjt}+O(µ)

)

≥ 8πωi
3(4N − 1)

(
κ̃− 4

∑
j∈I

j +O(µ)

)

=
8πωi

3(4N − 1)

(
10
∏
j∈I

j − 4
∑
j∈I

j +O(µ)

)

≥ 8πωi
3(4N − 1)

(
2
∏
j∈I

j +O(µ)

)

≥ 8πωi
3(4N − 1)

(
2N +O(µ)

)
≥ 8πωi

3(4N − 1)

3N

2
> πωi ,

where we used that 2
∏

j∈I j ≥
∑

j∈I j and
∏

j∈I j ≥ N. �

We note that by the choice of η made in (4.52), it results that |I0| ≤ const.

Then I0 belongs to the domain of definition of the Hamiltonian H̃, namely it
verifies (4.33), making the hypothesis

µτ ≥ c−1
3 . (4.56)

We finally remark that, by (4.52) and (4.55), the quantities that we have to
estimate in the crucial non–resonance condition (4.48) write

`− Ω̃iτ = `− τωi −
(
BA−1

(
κ− {ωτ}

))
i
, ` ∈ Z , i ∈ Ic . (4.57)

In this form, (4.48) clearly appears as a non resonance condition between the
frequency of the torus ω and the normal ones {ωi}i∈Ic .

119



4.2.2 Small divisors estimate

In order to estimate the quantities in (4.57) we will perform the expansion
τωi = τ

√
i2 + µ = iτ + µτ

2i
+O(µ2τ) requiring that µ2τ is small, namely

µ2τ ≤ c4 .

The other aspect of such request is that, for any fixed µ, we only have a finite
number of (rescaled) periods τ. Moreover, we note that the smallness of µ2τ
implies that of µ since µ ≤ c3µ

2τ by (4.56). Hence, since for µ close to zero
the Birkhoff Normal Form degenerates, it is not obvious that we can make
µ2τ small for some fixed τ ≥ 1. Moreover, even if it is not necessary, we limit
for simplicity to consider τ ∼ µ−2, namely c4/2µ

2 ≤ τ ≤ c4/µ
2. Again for

technical reasons, we will need that τ is an integer and that µτ is far away
from even integers. Let us define

Tµ :=

{
τ ∈ N+ ,

c4

2µ2
≤ τ ≤ c4

µ2
, s.t. µτ ∈ N

}
, (4.58)

where

N :=

{
x > 0 s.t. |x− 2m| ≥ 1

2
, ∀m ∈ Z

}
=

⋃
n>0 odd

[
n− 1

2
, n+

1

2

]
.

(4.59)
The constant c4 will be choose suitably small in the following:

Proposition 4.2.3. If µ is small enough and τ ∈ Tµ, then the following
estimate holds ∣∣`− Ω̃iτ

∣∣ ≥ c5

i
∀ ` ∈ Z , i ∈ Ic . (4.60)

proof. We will prove that∣∣`− τ√i2 + µ−
(
BI0(τ)

)
i

∣∣ ≥ 1

6(4N − 1) i
∀ ` ∈ Z , i ∈ Ic . (4.61)

Recalling (4.57) the crucial estimate (4.60) follows from (4.61) taking c5 :=
1

6(4N−1)
. We first consider the term BI0(τ). From (4.37) we have BA−1 =

4(E−1B̃Ã−1D), while, by (4.40), B̃Ã−1 = d−1B̃ where d := 4N − 1. Recalling
(4.53), we get

BI0(τ) = BA−1
(
κ− {ωτ}

)
= 4d−1E−1B̃D

(
κ− {ωτ}

)
and, in particular, for i ∈ Ic,

(BI0)i =
4

d

(
E−1B̃D

(
κ− {ωτ}

))
i

=
4

dωi

(
B̃D

(
κ− {ωτ}

))
i

=
4

dωi

(
κ̂−

∑
h∈I

ωh{ωhτ}

)
, (4.62)
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where

κ̂ :=
(
B̃Dκ

)
i

=

B̃


...
ωh
h
κ̃

...



i

=
∑
h∈I

ωh
h
κ̃ = κ̃N +O(µ) . (4.63)

Now we need the following lemma proved on page 122.

Lemma 4.2.4. Let 0 < µ < 1. Then ∀h ∈ N+ there exist δ
(k)
h > 0, k = 1, 2, 3,

such that

ωh = h+ δ
(1)
h , δ

(1)
h <

µ

2h
(4.64)

= h+
µ

2h
− δ(2)

h , δ
(2)
h <

µ2

8h3
. (4.65)

Moreover, if τ ∈ N+, there exists nh := nh(µ, τ) ∈ Z such that∣∣∣ωh{ωhτ} − µτ

2
− nh

∣∣∣ ≤ µ

2h
+
µ2τ

8h2
, ∀h ∈ N+ . (4.66)

By the elementary inequality 0 < 1 − (1 + x)−1 < x, ∀x > 0, we get, using
(4.64),

0 <
1

i
− 1

ωi
=

1

i

(
1− 1

1 + δ
(1)
i /i

)
<
δ

(1)
i

i2
<

µ

2i3
,

namely
1

ωi
− 1

i
= O

(µ
i3

)
. (4.67)

Since |{ωhτ}| ≤ 1/2, substituting (4.67) in (4.62), we get

(BI0)i =
4

di

(
κ̂−

∑
h∈I

ωh{ωhτ}

)
+O

(µ
i3

)
hence, by (4.66) and (4.63)

(BI0)i =
4

di

(
κ̃N −

∑
h∈I

(µτ
2

+ nh

))
+O

(
µ

i
+
µ2τ

i

)
. (4.68)

Moreover, since by (4.65) we get

τ
√
i2 + µ = τi+

µτ

2i
+O

(
µ2τ

i3

)
,

using (4.68), we have

`− τ
√
i2 + µ−

(
BI0(τ)

)
i

=
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= `− τi− µτ

2i
+

4

di

(∑
h∈I

(µτ
2

+ nh

)
− κ̃N

)
+O

(
µ

i
+
µ2τ

i

)
. (4.69)

From the hypothesis τ ∈ Tµ and for µ small enough, it follows that

µ

i
+
µ2τ

i
<

2c4

i
.

Hence, by (4.69) and choosing c4 small enough, in order to prove (4.61), it is
sufficient to show that∣∣∣∣∣`− τi− µτ

2i
+

4

di

(∑
h∈I

(µτ
2

+ nh

)
− κ̃N

)∣∣∣∣∣ ≥ 1

4(4N − 1) i
. (4.70)

Now, since d = 4N − 1 and
∑

h∈I 1 = N , (4.70) is equivalent to∣∣∣∣∣µτ + 2

(
id(`− τi)− 4κ̃N + 4

∑
h∈I

nh

)∣∣∣∣∣ ≥ 1

2
. (4.71)

Since

2

(
id(`− τi)− 4κ̃N + 4

∑
h∈I

nh

)
is an even integer, (4.71) follows by hypothesis τ ∈ Tµ. �

proof of lemma 4.2.4. Since ωh = h
√

1 + x with x := µ/h2, 0 < x < 1,
(4.64), (4.65) directly follow by the elementary inequalities

1 <
√

1 + x , −x
2

8
<
√

1 + x− 1− x

2
< 0 ,

holding for any 0 < x < 1. We now prove (4.66). Being |{ωhτ}| ≤ 1, we have

|ωh{ωhτ} − h{ωhτ}| = |(ωh − h){ωhτ}| ≤ |ωh − h| ≤
µ

2h
, (4.72)

where in the last inequality we have used (4.64). Moreover by (4.65)

{ωhτ} = ωhτ − [ωhτ ] = hτ +
µτ

2h
− δ(2)

h τ − [ωhτ ] ,

from which we get∣∣∣h{ωhτ} − µτ

2
− nh

∣∣∣ ≤ µ2τ

8h2
, where nh := h2τ − h[ωhτ ] .

Then the proof follows by the previous inequality and (4.72). �

We now give a lower estimate on the cardinality of Tµ.
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Lemma 4.2.5. For µ small enough

] Tµ ≥
c4

6µ2
.

proof. We first claim that

]

{
τ ∈ N , s.t. µτ ∈

[
n− 1

2
, n+

1

2

]}
≥
[

1

µ

]
(4.73)

for any n odd. Indeed if τ0 := min{τ ∈ N s.t. µτ ≥ n − 1/2}, then µτ0 <
µ + n − 1/2 and therefore µτ0 + µm ≤ n + 1/2 for any 0 ≤ m ≤ −1 + 1/µ,
proving (4.73). Since

]

{
n odd s.t.

c4

2µ
+

1

2
≤ n ≤ c4

µ
− 1

2

}
≥ c4

4µ
− 2 ≥ c4

5µ
,

then

] Tµ ≥
c4

5µ

[
1

µ

]
≥ c4

6µ2
,

for µ small enough. �

4.2.3 Functional setting

Since the problem is hamiltonian, any T–periodic solution of the Hamilton’s
equations for H̃ in (4.35), namely

İ = −η4∂φK̃(I, φ, ẑ, ¯̂z)

φ̇ = ω + η2AI + η2Btzz̄ + η4∂IK̃(I, φ, ẑ, ¯̂z)
˙̂zi = i(Ω + η2BI)i ẑi + iη2∂z̄iĜ(ẑ, ¯̂z) + iη4∂z̄iK̃(I, φ, ẑ, ¯̂z) , i ∈ Ic .

(4.74)
is a critical point of the lagrangian action functional

S(I, φ, ẑ) =

∫ T

0

(
I · φ̇− i

∑
i∈Ic

zi ˙̄zi − H̃(I, φ, ẑ, ¯̂z)

)
dt , (4.75)

in the space of T–periodic, Pa,s–valued curves
(
I(t), φ(t), ẑ(t)

)
.

In particular we are looking for periodic orbits of the Hamiltonian H̃ near
the family F defined in (4.47), namely we seek solutions of the form

I(t) = I0 + J(t)
φ(t) = φ0 + ω̃t+ ψ(t)
ẑ(t) = 0 + w(t) ,

(4.76)

where I0 was defined in (4.53), φ0 ∈ TN is a parameter to determine. Recalling
(4.74), the equations that ζ(t) = (J(t), ψ(t), w(t)) and φ0 ∈ TN must satisfy
are

ψ̇ − η2AJ = η2Btww̄ + η4∂IK̃(I0 + J, φ0 + ω̃t+ ψ,w, w̄)

J̇ = −η4∂φK̃(I0 + J, φ0 + ω̃t+ ψ,w, w̄)

ẇi − iΩ̃iwi = iη2(BJ)iwi + iη2∂z̄iĜ(w, w̄) + iη4∂z̄iK̃ , i ∈ Ic .
(4.77)
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We will look for ζ(t) as a T -periodic curve taking values in the covering space

RN×RN×`a,s (that for simplicity we will still denote by Pa,s) with
∫ T

0
ψ(t)dt =

0. For ζ = (J, ψ, w) ∈ RN × RN × `a,s we define the norm2

‖ζ‖Pa,s = ‖(J, ψ, w)‖Pa,s := |J |+ |ψ|+ ‖w‖a,s .

With such norm Pa,s is a Banach algebra, recalling that s > 1 and Lemma
4.1.2.
In particular we will look for Hk–solutions ζ(t) in the Banach space

H
k

T,a,s :=

{
ζ ∈ Hk

T,a,s ,

∫ T

0

ψ(t)dt = 0

}
where k ∈ N, T > 0,

Hk
T,a,s :=

{
ζ ∈ Hk(R,Pa,s) , ζ(t+ T ) = ζ(t)

}
and Hk(R,Pa,s) is the Sobolev space of the functions ζ : R −→ Pa,s with k
weak derivatives (for k = 0, H0(R,Pa,s) = L2(R,Pa,s) ).
The space Hk

T,a,s is endowed with the norm

‖ζ‖Hk
T,a,s

:=
k∑

h=0

T h‖∂ht ζ‖T,a,s ,

where

‖ζ‖T,a,s := |J |L2,T + |ψ|L2,T + ‖w‖L2,T,a,s + ‖w̄‖L2,T,a,s ,

|J |2L2,T :=
1

T

∫ T

0

|J(t)|2dt , |ψ|2L2,T :=
1

T

∫ T

0

|ψ(t)|2dt ,

‖w‖2
L2,T,a,s :=

1

T

∫ T

0

‖w(t)‖2
a,sdt .

Note that Hk
T,a,s = H

k

T,a,s ⊕ RN .

Remark 4.2.6. With the above definitions the following result holds

‖ζ(t)‖Pa,s ≤ ‖ζ‖H1
T,a,s

, ∀ t ∈ R . (4.78)

Hence the spaces Hk
T,a,s, for k ≥ 1, are Banach algebras and the Hk

T,a,s–norm
of the product of any component of a vector ζ with any component of a vector
ζ ′ is bounded by ‖ζ‖Hk

T,a,s
‖ζ ′‖Hk

T,a,s
.

We will consider the system (4.77) as a functional equation in Hk
T,a,s.

To simplify notations we rewrite (4.77) in the form

Lζ = N(ζ;φ0) (4.79)

2Here | · | is the standard euclidian norm on RN , ‖w‖2a,s =
∑

i∈Ic |wi|2i2se2ai.
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where L is the linear operator

Lζ = L(J, ψ, w) := (ψ̇ − η2AJ, J̇, ẇi + iΩ̃iwi) (4.80)

and N is the nonlinearity

N(ζ;φ0) :=
(
NI(ζ;φ0), Nφ(ζ;φ0), Nẑ(ζ;φ0)

)
(4.81)

defined by

NI := η2Btww̄ + η4∂IK̃(I0 + J, φ0 + ω̃t+ ψ,w) (4.82)

Nφ := −η4∂φK̃(I0 + J, φ0 + ω̃t+ ψ,w)

(Nzi) := iη2(BJ)iwi + iη2∂z̄iĜ(w) + iη4∂z̄iK̃(I0 + J, φ0 + ω̃t+ ψ,w) , i ∈ Ic .

We note that by (4.18) and remark 4.2.6 we get that ∀φ0 ∈ TN

N(·;φ0) ∈ C∞
(
Hk
T,a,s, H

k
T,a,s+1

)
∀ k ≥ 1 . (4.83)

Since A is invertible and the non-resonance condition (4.48) holds by Propo-
sition 4.2.3, the kernel of the linear operator L is

K =
{
ζ(t) = (J(t), ψ(t), w(t)) s.t. ψ(t) ≡ const , J(t) ≡ 0 , w(t) ≡ 0

}
.

On the other hand the range of L is composed by the curves ζ̃(t) := (J̃(t),

ψ̃(t), w̃(t)) with
∫ T

0
ψ̃ = 0 as we will show in the next subsection concerning

the inversion of L.

4.2.4 Inversion of the linear operator

Recall that τ = T/(2π) = η−2. By the theory of the symmetric operators
and since A is invertible, it possesses an orthonormal basis of eigenvectors
e(1), . . . , e(N) ∈ RN with respective eigenvalues ν1, . . . , νN ∈ R \ {0}. In these
coordinates we can write

J̃(t) =
N∑
j=1

J̃ (j)(t)e(j) =
N∑
j=1

e(j)
∑
`∈Z

J̃
(j)
` exp(i`t/τ) ,

ψ̃(t) =
N∑
j=1

ψ̃(j)(t)e(j) =
N∑
j=1

e(j)
∑
`∈Z

ψ̃
(j)
` exp(i`t/τ) ,

w̃i(t) =
∑
`∈Z

w̃i` exp(i`t/τ) , i ∈ Ic .

We define the linear operator

Lζ̃ = L(J̃ , ψ̃, w̃) := (J, ψ, w) = ζ (4.84)
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in the following way:

J(t) := τ

N∑
j=1

e(j)

(
− 1

νj
J̃

(j)
0 +

∑
` 6=0

1

i`
ψ̃

(j)
` exp(i`t/τ)

)
, (4.85)

ψ(t) := τ
N∑
j=1

e(j)
∑
6̀=0

1

i`

(νj
i`
ψ̃

(j)
` + J̃

(j)
`

)
exp(i`t/τ) , (4.86)

wi(t) := τ
∑
`∈Z

1

i(`− Ω̃iτ)
w̃i` exp(i`t/τ) i ∈ Ic . (4.87)

The following proposition states that L is the inverse of L and also gives an
upper bound of its norm. However, because of the small divisors ` − Ω̃iτ ,
appearing in (4.87), it turns out that L “loses one spatial derivative”. On the
other hand, L also “gains one time derivative”, if one gives up “two spatial
derivatives”. The estimate (4.60) will be crucial.

Proposition 4.2.7. Suppose τ ∈ Tµ and µ small enough. Take k ∈ N+. If

ζ̃ ∈ Hk

T,a,s+1 then ζ = Lζ̃ ∈ Hk

T,a,s ∩H
k+1

T,a,s−1 and

‖ζ‖Hk
T,a,s

+ ‖ζ‖Hk+1
T,a,s−1

≤ c−1
6 τ ‖ζ̃‖Hk

T,a,s+1
. (4.88)

Moreover
LLζ̃ = Lζ = ζ̃ . (4.89)

proof. First we note that the average of ψ is zero as it follows by (4.86). We
now prove (4.88). Since

1

T

∫ T

0

∣∣∣∣∣∑
`∈Z

a` exp(i`t/τ)

∣∣∣∣∣
2

dt =
∑
`∈Z

|a`|2 (4.90)

and (being {e(j)}1≤j≤N an orthonormal basis)
∣∣∣∑N

j=1 bje
(j)
∣∣∣2 =

∑N
j=1 |bj|2 , we

have that

f(t) =
N∑
j=1

e(j)
∑
`∈Z

f
(j)
` exp(i`t/τ)

implies

T |f(t)|2dt =
N∑
j=1

∑
`∈Z

|f (j)
` |

2 .

Hence, if C̃ := 2 max1≤j≤N{|νj|2, 1/|νj|2}, from (4.86) we get

|ψ|2L2,T ≤ C̃τ 2

N∑
j=1

∑
6̀=0

`−2
(
|ψ̃(j)
` |

2 + |J̃ (j)
` |

2
)
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≤ C̃τ 2
(
|ψ̃|2L2,T + |J̃ |2L2,T

)
, (4.91)

|∂ht ψ|2L2,T ≤ C̃τ 2(1−h)

N∑
j=1

∑
`6=0

`2(h−1)
(
|ψ̃(j)
` |

2 + |J̃ (j)
` |

2
)

≤ C̃τ 2
(
|∂h−1
t ψ̃|2L2,T + |∂h−1

t J̃ |2L2,T

)
, for h ≥ 1 . (4.92)

Similar estimates hold for J defined in (4.85), namely:

|J |2L2,T ≤ C̃τ 2

(
N∑
j=1

|J̃ (j)
0 |2 +

N∑
j=1

∑
`6=0

`−2|ψ̃(j)
` |

2

)
≤ C̃τ 2

(
|J̃ |2L2,T + |ψ̃|2L2,T

)
, (4.93)

|∂ht J |2L2,T = |∂h−1
t ψ̃|2L2,T , forh ≥ 1 . (4.94)

We now go on to estimate w defined in (4.87) in which the small divisors
` − Ω̃jτ appear. By (4.90) we have that if w(t) =

(
wi(t)

)
i∈Ic with wi(t) =∑

`∈Zwi` exp(i`t/τ) then

‖w‖2
L2,T,a,s =

1

T

∫ T

0

‖w(t)‖2
a,s =

1

T

∫ T

0

∑
i∈Ic

i2se2ai|wi(t)|2dt

=
∑
i∈Ic

i2se2ai 1

T

∫ T

0

|wi(t)|2dt =
∑
i∈Ic

i2se2ai
∑
`∈Z

|wi`|2 .

Hence, recalling (4.87), we get

‖∂ht w‖2
L2,T,a,s = τ 2

∑
i∈Ic

i2se2ai
∑
`∈Z

|`|2h

τ 2h

|w̃i`|2

|`− Ω̃iτ |2

≤ τ 2

c2
5

∑
i∈Ic

i2(s+1)e2ai
∑
`∈Z

|`|2h

τ 2h
|w̃i`|2 (4.95)

=
τ 2

c2
5

‖∂ht w̃‖2
L2,T,a,s+1 (4.96)

by the crucial estimate (4.60). Moreover we claim that by (4.60)

|`|
|`− Ω̃iτ |

≤ 4τi2

c5

. (4.97)

To prove (4.97) we distinguish two cases ` ≤ 2Ω̃iτ and ` > 2Ω̃iτ . In the first
case we have by (4.60)

|`|
|`− Ω̃iτ |

≤ |`|i
c5

≤ 2Ω̃iτi

c5

≤ 4τi2

c5
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since Ω̃i ≤ 2i. On the other hand, if ` > 2Ω̃iτ we have |`− Ω̃iτ | ≥ |`|/2 which
implies

|`|
|`− Ω̃iτ |

≤ 2 ≤ 4τi2

c5

and (4.97) follows. Using (4.97) we get

‖∂ht w‖2
L2,T,a,s−1 = τ 2

∑
i∈Ic

i2(s−1)e2ai
∑
`∈Z

|`|2h

τ 2h

|w̃i`|2

|`− Ω̃iτ |2

≤ 16τ 2

c2
5

∑
i∈Ic

i2(s+1)e2ai
∑
`∈Z

|`|2(h−1)

τ 2(h−1)
|w̃i`|2

=
16τ 2

c2
5

‖∂h−1
t w̃‖2

L2,T,a,s+1 . (4.98)

Therefore (4.88) follows from (4.91)–(4.96) and (4.98).

Finally we note that (4.89) directly follows from the definition of L given in
(4.84)–(4.87).

We also remark that the constant c6 does not depend on k, a, s. �

4.2.5 Lyapunov-Schmidt reduction

From the previous section it results that the kernel K and the range R of
the linear operator L are

{
ψ̃ ≡ const

}
and

{ ∫ T
0
ψ̃ = 0

}
respectively. For

ζ̃ = (J̃ , ψ̃, w̃) let us define the projections

ΠKζ̃ :=
(

0, 〈ψ̃〉, 0
)
, ΠRζ̃ :=

(
J̃ , ψ̃ − 〈ψ̃〉, w̃

)
,

where 〈ψ̃〉 :=
∫ T

0
ψ̃. In such a way the equation Lζ = N(ζ;φ0) decomposes

into the equation on the Kernel

0 = ΠKN(ζ;φ0) , namely
〈
Nφ(ζ, φ0)

〉
= 0 , (4.99)

and the one on the range

Lζ = ΠRN(ζ;φ0) (4.100)

respectively. The idea is to solve first the range equation for any fixed φ0,
finding a solution ζ(t) = ζφ0(t) by the Contraction Mapping Theorem, and
thereafter the Kernel equation (4.99) for ζ = ζφ0 , namely the finite dimensional
equation 〈

Nφ(ζφ0 ;φ0)
〉

= 0 , (4.101)

determining φ0 by a variational argument.
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4.2.6 Range equation

We rewrite the range equation (4.100) in a fixed–point form:

ζ = Φ(ζ;φ0)

with
Φ(ζ;φ0) := LΠRN(ζ;φ0) .

By Proposition 4.2.7, the operator L “looses one derivative”, but, by the
smoothing property (4.83), the nonlinearity N gains exactly one derivative.
In particular, we have that, for any φ0 ∈ TN fixed,

Φ(·;φ0) ∈ C∞
(
H
k

T,a,s, H
k

T,a,s

)
∀ k ≥ 1 . (4.102)

In the following Lemma we prove that Φ is a contraction on a suitable closed

ball of H
1

T,a,s.

Lemma 4.2.8. Suppose τ ∈ Tµ and µ small enough. For any φ0 ∈ TN the

map Φ(·;φ0) is a contraction on the closed ball of radius ρ := c−1
7 µ of H

1

T,a,s.

proof. Let ζ, ζ ′, h ∈ H1

T,a,s and ‖ζ‖H1
T,a,s

, ‖ζ ′‖H1
T,a,s
≤ ρ. From (4.81), (4.82)

we get the following estimates on the nonlinearity

‖N(ζ)‖H1
T,a,s+1

≤ c−1
8

(
η2ρ2 +

η4

µ

)
(4.103)

‖DN(ζ)[h]‖H1
T,a,s+1

≤ c−1
8

(
η2ρ+

η4

µ

)
‖h‖H1

T,a,s
. (4.104)

Using Proposition 4.2.7 and (4.103), we obtain

‖Φ(ζ)‖H1
T,a,s
≤ (c6c8)−1

(
ρ2 +

η2

µ

)
= (c6c8)−1ρ2 + ρ/2 ≤ ρ ,

taking c7 := c4c6c8/4 and µ small enough. Hence Φ maps the ball in itself.
Nothing remains but to show that Φ is a contraction. By (4.104) we get

‖N(ζ)−N(ζ ′)‖H1
T,a,s+1

≤ c−1
8

(
η2ρ+

η4

µ

)
‖ζ − ζ ′‖H1

T,a,s
,

by Proposition 4.2.7 we have

‖Φ(ζ)− Φ(ζ ′)‖H1
T,a,s
≤ (c6c8)−1

(
ρ+

η2

µ

)
‖ζ − ζ ′‖H1

T,a,s
.

Since, for µ small enough,

(c6c8)−1

(
ρ+

η2

µ

)
≤
(

1

c6c8

+
1

2

)
µ

c7

< 1 ,
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Φ is a contraction. �

By the Contraction Mapping Theorem and noting that the dependence of
the nonlinearity N and, therefore, of Φ on the parameter φ0 is smooth, we

conclude that there exists a smooth function TN 3 φ0 7−→ ζφ0 ∈ H
1

T,a,s solving
ζφ0 = Φ(ζφ0 ;φ0). By (4.89), ζφ0 also solves the range equation (4.100) as the
following corollary states.

Corollary 4.2.9. Suppose τ ∈ Tµ and µ small enough. Then there exists a

smooth function TN 3 φ0 7−→ ζφ0 ∈ H
1

T,a,s solving (4.100) and satisfying

‖ζφ0‖H1
T,a,s
≤ µ

c7

.

Remark 4.2.10. In [BBe05], instead of (4.48), it is imposed the weaker “dio-
phantine–type” condition |` − Ω̃iτ | ≥ const i−σ, σ > 1, on the small divisors.
Then the operator L “looses σ derivatives”. If the nonlinearity N is smooth-
ing of order d > 1, namely it “gains d derivatives”, taking 1 < σ < d, the
Contraction Mapping Theorem can still be used in solving the range equation
for almost every rescaled period τ . In particular, it results d = 2 for the beam
equation and d > 1 for the NLS. Since we have exactly d = 1 for the wave
equation, in order to have a positive measure set of rescaled periods, a KAM
analysis is necessary (see remark 4.2.13).

4.2.7 Kernel equation

Once we have solved the range equation (4.100) finding the smooth function

TN 3 φ0 7−→ ζφ0 =: (Jφ0 , ψφ0 , wφ0) ∈ H
1

T,a,s ,

we have to solve the “reduced” kernel equation (4.101) yet. As the solutions
of the Hamilton’s equations (4.74) are critical points of the action functional
S defined in (4.75), so the solutions of the “reduced” kernel equation (4.101)
are critical points of the reduced action functional

S(φ0) := S(Iφ0 , φφ0 , ẑφ0) =

∫ T

0

(
Iφ0φ̇φ0 − iẑφ0

˙̂̄zφ0 − H̃(φφ0 , Iφ0 , ẑφ0 ,
¯̂zφ0)

)
dt ,

(4.105)
where

Iφ0(t) := I0 +Jφ0(t) , φφ0(t) := φ0 + ω̃t+ψφ0(t) , ẑφ0(t) := wφ0(t) .
(4.106)

Actually we are claiming that〈
Nφ(ζφ0 ;φ0)

〉
= 0

or equivalently
∂φ0S(φ0) = 0 . (4.107)

Indeed (4.107) is a corollary of (4.35), (4.82) and of the following
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Lemma 4.2.11. The reduced action functional satisfies the following

∂φ0S(φ0) = −T
〈
∂φH̃(Iφ0 , φφ0 , ẑφ0 ,

¯̂zφ0)
〉
.

proof. We have

∂φ0S(φ0) =

∫ T

0

[(
φ̇φ0 − ∂IH̃

)
∂φ0Iφ0 + Iφ0∂φ0φ̇φ0 − ∂φH̃ ∂φ0φφ0

−
(
i ˙̄wφ0 + ∂ẑH̃

)
∂φ0wφ0 − iwφ0∂φ0

˙̄wφ0 − ∂¯̂zH̃ ∂φ0w̄φ0

]
dt

= Iφ0∂φ0φφ0

∣∣∣T
0
− iwφ0∂φ0w̄φ0

∣∣∣T
0
−
∫ T

0

〈
∂φH̃

〉
∂φ0φφ0 dt ,

by an integration by parts and since ζφ0 satisfies the range equation (4.100).

Moreover, since ζφ0 is periodic and
∫ T

0
ψφ0 = 0, we get

Iφ0∂φ0φφ0

∣∣∣T
0

= Iφ0(0)∂φ0

(
φφ0(T )− φφ0(0)

)
= Iφ0∂φ0ω̃T = 0 ,

wφ0∂φ0w̄φ0

∣∣∣T
0

= wφ0(0)∂φ0

(
w̄φ0(T )− w̄φ0(0)

)
= 0∫ T

0

φφ0(t) dt =

∫ T

0

(
φ0 + ω̃t

)
dt+

∫ T

0

ψφ0(t) dt = φ0T + ω̃
T 2

2
.

Finally

∂φ0S(φ0) = −
∫ T

0

〈
∂φH̃

〉
∂φ0φφ0 dt = −

〈
∂φH̃

〉
∂φ0

∫ T

0

φφ0(t) dt = −
〈
∂φH̃

〉
T .

�

4.2.8 Existence

By (4.107) every critical point φ0 ∈ TN of the reduced action functional S
defined in (4.105) solves the “reduced” kernel equation (4.101) and, therefore,
the curve

(
Iφ0(t), φφ0(t), ẑφ0(t)

)
defined in (4.106) is a solution of the Hamil-

ton’s equations (4.74). In particular we expect the existence of at least N
geometrically distinct T–periodic solutions, namely solutions not obtained one
from each other simply by time translations.

Indeed let us consider the restriction of S to the plane E := [ω̃]⊥. The set
ZN ∩E is a lattice of E, hence S can be defined on the quotient space Γ := E/
(ZN ∩ E) ∼ TN−1. Due to the invariance of S with respect to the time shift,
any critical point of S|Γ : Γ −→ R is also a critical point of S : TN −→ R. By
the Lusternik-Schnirelman category theory, since cat Γ = cat TN−1 = N , we
can define the N min-max critical values c1 ≤ c2 ≤ . . . ≤ cN for the reduced
action functional S|Γ. If the critical levels ci are all distinct, the corresponding
T -periodic solutions are surely geometrically distinct, since their actions ci are
different. On the other hand, if some min-max critical levels coincide, then S|Γ
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possesses infinitely many critical points. Although not all the corresponding
T–periodic solutions are necessarily geometrically distinct, since a periodic
solution can cross Γ at most a finite number of times, the existence of infinitely
many geometrically distinct orbits follows (see [BeBiV04] for further details).

Proposition 4.2.12. Suppose τ ∈ Tµ and µ small enough. Then the system
(4.74) possesses (at least) N geometrically distinct T–periodic solutions(
I
φ

(j)
0

(t), φ
φ

(j)
0

(t), ẑ
φ

(j)
0

(t)
)

=
(
I0(τ), φ

(j)
0 + ω̃t, 0

)
+ ζ

φ
(j)
0

(t) , ζ
φ

(j)
0
∈ H1

T,a,s ,

(4.108)

parametrized by suitable φ
(j)
0 ∈ TN , 1 ≤ j ≤ N. Moreover

‖ζ
φ

(j)
0
‖H1

T,a,s
≤ µ

c7

, ∀ 1 ≤ j ≤ N . (4.109)

Remark 4.2.13. In (4.48) we have imposed a strong condition on the small
divisors in order to use the standard Contraction Mapping Theorem in solv-
ing the range equation. The other side of such request is that we are able
to consider only a finite number of periods. The natural way to deal with
the small divisors problem (4.48), in order to obtain a positive measure set
of periods, should be a KAM analysis. The range equation should be solved
by a Nash–Moser Implicit Function Theorem. Thereafter, one should prove
that, for any fixed value of the perturbative parameter η, the bifurcation equa-
tion 0 = ΠKN(ζφ0 ;φ0) has solution for φ0 belonging to a suitable η–dependent
Cantor set Cη (see [BeBo05],[GMPr04] where the extension of the Weinstein’s
Theorem [We73] for completely resonant wave equation is considered). A stan-
dard way to proceed is to develop the reduced action functional in powers of
the perturbative parameter and to prove that the first non trivial term in the
development has a non–degenerate critical point. Such non–degeneracy is used
to show that, for any η in a suitable positive measure set, there exists a critical
point φ0 = φ0(η) of the whole reduced action functional, belonging to Cη. How-
ever, in the present case, while the perturbative parameter η goes to zero, the
period T goes to infinity. Then, in the computation of S in (4.105), one has
to average over an infinite time. As a consequence, all the low order terms in
the development of S vanish; the first non trivial terms appear only at a very
high order in η and it is difficult to deal with them.
A different approach will be used in the third part of this thesis where it is
proved that, if the nonlinear term f in (4) is odd, then equation (4.101) has
solution φ0 = 0 by symmetry.

4.2.9 Regularity

The solutions
(
I0(τ), φ

(j)
0 + ω̃t, 0

)
+ ζ

φ
(j)
0

(t) of the system (4.74) described

in (4.108) belong to H1
T,a,s and verify the estimate (4.109). With the same
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procedure, for any fixed k ≥ 1, we can also find solutions in Hk
T,a,s verifying

‖ζ
φ

(j)
0
‖Hk

T,a,s
≤ µ

c7

. (4.110)

Indeed we can solve the range equation (4.100) in H
k

T,a,s adapting Lemma
4.2.8. However, in this case, the constant c7 depends on k.
On the other hand, giving up the Hk

T,a,s–estimate in (4.110), it is anyhow possi-
ble to prove, by a bootstrap argument, that the solutions (4.108) of Proposition
4.2.12 actually belong to Hk

T,a,s for any k ≥ 1. In particular we show that ζφ0

of Corollary 4.2.9 belongs to H
k

T,a,s.

Indeed, ζφ0 ∈ H
1

T,a,s solves the fixed point equation

ζφ0 = Φ(ζφ0 ;φ0) = LΠRN(ζφ0 ;φ0) .

Since N(ζφ0 ;φ0) ∈ H1
T,a,s+1 by (4.83), then ζφ0 ∈ H

2

T,a,s−1 by Proposition 4.2.7.

Noting that H
k

T,a,s−1 ⊂ H
k

T,ã,s for any k ≥ 1 and 0 < ã < a, we have ζφ0 ∈
H

2

T,ã,s. Defining ak := a
(

1
2

+ 1
2k

)
, we prove that ζφ0 ∈ H

k

T,ak,s
for any k ≥ 1

and finally, ζφ0 ∈ H
k

T,a/2,s for any k ≥ 1. However, in this fashion, the Hk
T,a,s–

estimates deteriorate while k increases.
Summarizing, by the Sobolev immersions, we have that ζφ0 ∈ Ck(R,Pa/2,s) for
any k ≥ 1. We have shown the following:

Corollary 4.2.14. The solutions (4.108) of (4.74) belong to C∞(R,Pa/2,s).

4.2.10 Minimal period

Lemma 4.2.15. Let h, k ∈ N+, h < k. We have

[ωkτ − kτ ] ≤ [ωhτ − hτ ] <
µτ

2h
. (4.111)

proof. We first prove that

ωk − k < ωh − h , (4.112)

which implies ωkτ−kτ < ωhτ−hτ and the first inequality in (4.111). Dividing
by k, (4.112) is equivalent to

f(x) :=
√
x2 + µ/k2 − x−

√
1 + µ/k2 + 1 > 0 , for 0 < x < 1 ,

where x := h/k. Since f(1) = 0 and f ′(x) = x(x2 + µ/k2)−1/2 − 1 < 0 for
0 < x < 1, we get f(x) > 0 and (4.112) follows. Then the second inequality in
(4.111) directly follows from (4.64). �

133



Lemma 4.2.16. Let be Tmin the minimal period of a T -periodic orbit (4.108)
of Proposition 4.2.12. If N ≥ 2 then

Tmin ≥ c9

µ
. (4.113)

proof. Let
(
I(t), φ(t), ẑ(t)

)
be a T -periodic solution of Proposition 4.2.12.

We know that φ(T )− φ(0) = 2πk with k ∈ ZN defined in (4.54). Denoting by
Tmin
φ ≤ Tmin the minimal period of φ(t), we have that there exist n ∈ N+ such

that nTmin
φ = T and k̃ ∈ ZN such that φ(Tmin

φ )−φ(0) = 2πk̃, verifying nk̃ = k.
Hence we deduce that n divides g := gcd(ki1 , . . . , kiN ) and we get that

Tmin ≥ Tmin
φ =

T

n
≥ T

g
. (4.114)

We claim that

g̃ := gcd(ki1 , ki2) <
µτi2
i1

. (4.115)

Then the Lemma follows by (4.114) and (4.115) noting that g̃ ≥ g and recalling
that T = 2πτ (with c9 = 2πi1/i2).
We now prove (4.115). Since τ ∈ N we have ki = [ωiτ ]+κi = iτ+[ωiτ−iτ ]+κi
for all i ∈ I and

i2ki1 − i1ki2 = i2[ωi1τ − i1τ ]− i1[ωi2τ − i2τ ] + i2κi1 − i1κi2

≥ (i2 − i1)[ωi1τ − i1τ ] +

(
i2
i1
− i1
i2

)
κ̃ > 0 (4.116)

by (4.111) and recalling (4.51). Moreover, since g̃ = gcd(ki1 , ki2) there exist
h1, h2 ∈ N such that ki1 = h1g̃ and ki2 = h2g̃. From (4.116) we have that
i2ki1 − i1ki2 > 0 and therefore

i2ki1 − i1ki2 =
(
i2h1 − i1h2

)
g̃ ≥ g̃ . (4.117)

Finally by (4.111)

i2ki1 − i1ki2 = i2[ωi1τ − i1τ ]− i1[ωi2τ − i2τ ] + i2κi1 − i1κi2
< i2[ωi1τ − i1τ ] +

i2
i1
κ̃ ≤ i2

i1

(µτ
2

+ κ̃
)
≤ i2µτ

i1
. (4.118)

for µ small enough. Then (4.115) follows from (4.117) and (4.118). �

4.2.11 Distinct orbits

Take τ, τ ′ ∈ Tµ, For µ small enough, τ, τ ′ satisfy the hypotheses of Proposition
4.2.12. Therefore, let be(

I(t), φ(t), ẑ(t)
)

=
(
I0(τ), φ0 + ω̃t, 0

)
+ ζ(t) ,
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with φ0 ∈ TN , ζ ∈ H1

T,a,s, T = 2πτ , and(
I ′(t), φ′(t), ẑ′(t)

)
=
(
I0(τ ′), φ′0 + ω̃t, 0

)
+ ζ ′(t) ,

with φ′0 ∈ TN , ζ ′ ∈ H1

T ′,a,s, T
′ = 2πτ ′, two solutions of (4.74) found in Propo-

sition 4.2.12; we recall that by (4.109)

‖ζ‖H1
T,a,s
≤ µ

c7

, ‖ζ ′‖H1
T ′,a,s

≤ µ

c7

. (4.119)

Suppose that they are geometrically the same solution, namely, up to a time
translation,(

I(t), φ(t), ẑ(t)
)

=
(
I ′(t), φ′(t), ẑ′(t)

)
, ∀ t ∈ R. (4.120)

We claim that

|I0(τ)− I0(τ ′)| ≤ 2µ

c7

. (4.121)

Indeed, using I(t) = I ′(t),

|I0(τ)− I0(τ ′)| = |J(t)− J ′(t)| ≤ |J(t)|+ |J ′(t)|

≤ ‖ζ(t)‖Pa,s + ‖ζ ′(t)‖Pa,s ≤ ‖ζ‖H1
T,a,s

+ ‖ζ ′‖H1
T ′,a,s

≤ 2µ

c7

,

recalling (4.78) and (4.119).

Moreover we claim that (4.120) implies also

{ωi1(τ ′ − τ)} < µ

c10

or {ωi1(τ − τ ′)} <
µ

c10

, (4.122)

with c10 := c7/2‖A‖. Indeed, since |A−1v| ≥ ‖A‖−1|v| for any v ∈ RN , recalling
(4.53) and choosing v := {ωτ ′} − {ωτ}, we have I0(τ) − I0(τ ′) = A−1v and
therefore

|I0(τ)− I0(τ ′)| ≥ ‖A‖−1|{ωτ ′} − {ωτ}| ≥ ‖A‖−1|{ωi1τ ′} − {ωi1τ}| . (4.123)

Noting that3

|{ωi1τ ′}−{ωi1τ}| = {ωi1(τ ′−τ)} or |{ωi1τ ′}−{ωi1τ}| = {ωi1(τ−τ ′)} ,

(4.122) follows by (4.121) and (4.123).

3Indeed, if {x} ≥ {y} then

|{x} − {y}| = {x} − {y} =
{
{x} − {y}

}
=
{
x− y − [x] + [y]

}
= {x− y} ,

on the other hand, if {y} ≥ {x} then |{x} − {y}| = {y − x}.
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Lemma 4.2.17. Let

M :=

{
n ∈ Z , |n| ≤ c4

2µ2
, s.t. {ωi1n} ≤

µ

c10

}
. (4.124)

Then

]M≤ 10c4

c10µ
.

proof. We first note that, for µ small enough, we get[
2c4

i1µ

] [
i1
µ

]
≥
(

2c4

i1µ
− 1

)(
i1
µ
− 1

)
≥ c4

µ2
+ 1

and, therefore,[
− c4

2µ2
,
c4

2µ2

]
⊆

⋃
1≤m≤

h
2c4
i1µ

i
[ [
− c4

2µ2

]
+ (m− 1)

[
i1
µ

]
,

[
− c4

2µ2

]
+m

[
i1
µ

])
.

(4.125)
Now we claim that

]
(
M∩

[
n̄, n̄+ [i1/µ]

))
≤ 4i1
c10

+ 1 , ∀ n̄ ∈ Z . (4.126)

Then from (4.125) and (4.126) we have

]M≤
(

4i1
c10

+ 1

)[
2c4

i1µ

]
≤ 5i1
c10

2c4

i1µ
≤ 10c4

c10µ

and the lemma follows.
Nothing remains but to prove (4.126). IfM∩

[
n̄, n̄+[i1/µ]

)
= ∅, then (4.126)

is trivially true. Otherwise let

n0 := min
(
M∩

[
n̄, n̄+ [i1/µ]

))
.

By definition n /∈M for any n̄ ≤ n < n0. Moreover by (4.64),(4.65) we have

{ωi1n} = {δ(1)
i1
n} with

µ

4i1
< δ

(1)
i1
<

µ

2i1
. (4.127)

We now prove that

n ∈M∩
[
n̄, n̄+ [i1/µ]

)
=⇒ n = n0 + n′ , 0 ≤ n′ < 4i1/c10 ,

(4.128)
from which (4.126) follows. By definition of n0 it is obvious that n′ ≥ 0. Let
us consider n′ ∈ N such that

4i1/c10 ≤ n′ < n̄− n0 + [i1/µ] .
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For such n′ we will show that {ωi1(n0 + n′)} > µ/c10. We have that

{ωi1(n0 + n′)} = {δ(1)
i1
n0 + δ

(1)
i1
n′} = {{δ(1)

i1
n0}+ δ

(1)
i1
n′} . (4.129)

By (4.127)

µ

c10

=
µ

4i1

4i1
c10

< {δ(1)
i1
n0}+ δ

(1)
i1
n′ < {ωi1n0}+

µ

2i1
n′ <

µ

c10

+
1

2
≤ 1 . (4.130)

Therefore

{δ(1)
i1
n0}+ δ

(1)
i1
n′ =

{
{δ(1)

i1
n0}+ δ

(1)
i1
n′
}

= {ωi1(n0 + n′)}

from (4.129). Finally, by (4.130),

{ωi1(n0 + n′)} > µ

c10

.

Hence n0 + n′ /∈M and (4.128) follows. �

Lemma 4.2.18. Fix τ ∈ Tµ. For µ small enough

]
{
τ ′ ∈ Tµ s.t. (4.120) holds

}
≤ 10c4

c10µ
.

proof. If (4.120) holds then τ and τ ′ verify (4.122). Hence τ − τ ′ ∈ M,
defined in (4.124). We conclude by Lemma 4.2.17. �

By Lemma 4.2.5 and Lemma 4.2.18 we conclude that the number of geomet-
rically distinct solutions found in Proposition (4.2.12) is greater then

c4

6µ2

(
10c4

c10µ

)−1

=
c10

60µ
.

Actually, since in Proposition 4.2.12, to any τ correspond N geometrically
distinct orbits, then the total number of geometrically distinct solutions is
greater then c11/µ with c11 := c10N/60.

Corollary 4.2.19. The total number of geometrically distinct solutions found
in Proposition (4.2.12) is greater then c11/µ.

4.2.12 Proof of Theorem 1

Suppose that τ ∈ Tµ, µ small enough and consider a solution found in propo-
sition 4.2.12. Such solution is of the form(
I(t), φ(t), ẑ(t)

)
=
(
I0(τ), ω̃t+φ0, 0

)
+ζ(t) =

(
I0(τ)+J(t), ω̃t+φ0+ψ(t), w(t)

)
(4.131)

with
|J(t)|+ |ψ(t)|+ ‖w(t)‖a,s ≤

µ

c7

, ∀ t ∈ R , (4.132)
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by (4.109) and (4.78). We now want to rewrite such solution in the z’s variables
defined in (4.29); by (4.32) and recalling that ẑi = zi for i ∈ Ic we get{

zi(t) =
√
Ii(t)

(
cosφi(t)− i sinφi(t)

)
, for i ∈ I

zi(t) = wi(t) , for i ∈ Ic .

In the z∗’s variables of Proposition 4.1.6 we have{
z∗i(t) = η

√
Ii(t)

(
cosφi(t)− i sinφi(t)

)
, for i ∈ I

z∗i(t) = ηwi(t) , for i ∈ Ic ,

by (4.29) and

sup
t∈R
‖z∗(t)‖a,s = O(η) . (4.133)

We define ž := (ži)i≥1 by

ži(t) :=

{ √
(I0)i

(
cos
(
ω̃t+ (φ0)i

)
− i sin

(
ω̃t+ (φ0)i

))
, for i ∈ I

0 , for i ∈ Ic .

By (4.132) we get

sup
t∈R
‖z∗(t)− ηž(t)‖a,s = O (ηµ) . (4.134)

Concerning the z’s variables defined in (4.14) we have, recalling (4.17), (4.133)
and (4.134),

sup
t∈R
‖z(t)− ηž(t)‖a,s = O

(
ηµ+ η3

)
= O (ηµ) = O

(
µ2
)
, (4.135)

since

η2 = 1/τ ≤ 2µ2/c4 , (4.136)

recalling (4.52) and (4.58). Regarding the q’s variables defined in (4.2) we
have, recalling (4.14) and (4.135),

sup
t∈R
‖q(t)− ηq̌(t)‖a,s = O

(
µ2
)
, (4.137)

where q̌ := (q̌i)i≥1 and

q̌i(t) :=

{ √
2(I0)i cos

(
ω̃t+ (φ0)i

)
, for i ∈ I

0 , for i ∈ Ic .

We note that, by Corollary 4.2.14, the solution in (4.131) belongs to C∞(R,
Pa/2,s) and, therefore, q ∈ C∞(R, `a/2,s). Finally, by Lemma 4.1.1, we have
that

u(t, x) :=
∑
i≥1

qi(t)

√
2

πωi
sin ix
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belongs to C∞
(
R× [0, π],R

)
and is a solution of (4). Defining

ũ(t, x) := η
∑
i∈I

2

√
(I0)i
πωi

cos
(
ω̃t+ (φ0)i

)
sin ix , (4.138)

we have, for any t ∈ R and x ∈ [0, π],

|u(t, x)− ũ(t, x)| =

∣∣∣∣∣∑
i≥1

(
qi(t)− ηq̌i(t)

)√ 2

πωi
sin ix

∣∣∣∣∣
≤

∑
i≥1

∣∣qi(t)− ηq̌i(t)∣∣√ 2

πωi

≤ c12‖q(t)− ηq̌(t)‖a,s ,

where, in the last line, we have used the Cauchy-Schwarz inequality. Therefore,
by (4.137), we get

sup
t∈R, x∈[0,π]

|u(t, x)− ũ(t, x)| = O
(
µ2
)
. (4.139)

Define, for i ∈ I,

ai := 2
η

µ

√
(I0)i
πωi

. (4.140)

Since η = 1/
√
τ ≥ µ/

√
c4 (recall (4.52) and (4.58)), by Lemma 4.2.2 we get

ai ≥
2
√
c4

.

Defining ϕi := (φ0)i for i ∈ I, (9) follows by (4.138),(4.139) and (4.140).
Estimate (11) follows from Lemma 4.2.16, while (10) follows from (4.44) and
(4.136). Finally, the statement about the total number of geometrically distinct
solutions follows from Corollary 4.2.19.

Remark 4.2.20. We can improve estimate (9) or, equivalently, (4.139). In-
deed, for any fixed k ≥ 1 and ζ in (4.131), by (4.110), we have ‖ζ‖Hk

T,a,s
≤

const(k)µ, where const(k) is a suitable large constant depending on I, a, s
and k. Arguing as above and using the Sobolev immersion Hk ⊂ Ck−1, we get
‖q−ηq̌‖Ck−1(R,`a,s) ≤ const(k)µ2. Therefore supR×[0,π]

∣∣∂ht (u−ũ)
∣∣ ≤ const(k)µ2

for any h ≤ k − 1. Since the estimates on the x–derivatives directly follows by
the analyticity, we conclude that ‖u− ũ‖Ck(R×[0,π]) ≤ const(k)µ2. We remark
that, if one needs the previous Ck–estimate, the constant c in Theorem 1 must
depend on k.
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Part III

Periodic orbits with irrational
frequency
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Chapter 5

A Birkhoff–Lewis type theorem
for the NLW by a Nash–Moser
algorithm

In this Chapter we will prove Theorem 2. Many aspects of the proof are sim-
ilar to the ones of Theorem 1; we will not repeat them here. In particular
the hamiltonian setting, the Birkhoff Normal Form and the geometrical con-
struction1 are essentially the same apart from the fact that we work here with
analytic in time functions and consider µ fixed. On the other hand we will
focus on the new aspects: using symmetry to solve the bifurcation equation
and analysis of small divisors.
We have been inspired by [BeBo05] in facing many problems of the following.

Now we give a scheme of this Chapter.

5.1 Analytic norms

We define the functional spaces in which the solutions live: these are the
Hilbert algebras of time-periodic analytic curves taking values in the phase
space or in suitable subspaces. We prove some technical lemmata on the
composition of analytic functions. We also introduce a special subspace of the
space of linear operators defined on the above Hilbert spaces. Such subspace
contains all the “product type” linear operators, namely the Toepliz operator,
but also other kinds of linear operators that are not product operators; we will
denote this class of operators “quasi–product operators”.

5.2 Symmetry of the Hamiltonian

We consider the change of variables defined in Proposition 4.1.6 putting the
Hamiltonian of the wave equation in (4.15) in Birkhoff Normal Form. In
particular we prove that it is symmetric in the variables z, z̄. This implies
that, if the “old” Hamiltonian is symmetric, namely H(z, z̄) = H(z̄, z), then
the “new” Hamiltonian in Birkhoff Normal Form is still symmetric. Note that
if f(u) in (4) is odd, the associated Hamiltonian is symmetric.

1Namely Section 4.1 and Subsection 4.2.1.
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Thereafter we introduce real coordinates (I, φ, p̂, q̂) and look for solution
(I(t), φ(t), p̂(t), q̂(t)) = (I0 + ηJ(t), ω̃t+ ηψ(t), ηp(t), ηq(t)), with J, q even and
ψ, p odd. If one is looking for solutions of this particular form and the Hamil-
tonian possesses the above symmetry property, then, in the language of Part
II, the kernel equation is automatically solved. This means that, being ψ odd,
the bifurcation equation (4.99) is solved taking φ0 = 0 (see Proposition 5.2.7).

5.3 Solution of J and ψ

We find J(even) and ψ(odd) as functions of the parameters p, q by the Fixed
Point Theorem using the symmetry of the Hamiltonian.

5.4 Linearized equation

We consider the nonlinear equation for (p, q) obtained substituting the expres-
sion for J = J(p, q) and ψ = ψ(p, q) into the equations of motion. We prove
that its linearized operator is a “quasi–product operator”.

5.5 Nash–Moser scheme

We set out the Nash–Moser scheme, introduce the first order Melnikov condi-
tion on the excision of resonant frequencies and state the crucial Lemma 5.5.4
on the inversion of the linearized operator close to the origin. Moreover we
perform the Nash–Moser iteration and find time–periodic solutions of the non-
linear wave equation for periods belonging to the non–resonant set C obtained
by the above excision procedure.
Nothing remains but to prove the invertibility of the linear operator carried
out in Sections 5.6–5.9 and to estimate the measure of C (see Section 5.10).

5.6 Evaluating the linearized operator

We perform a suitable change of variables after which the linearized operator
is decomposed into two terms. The first one is a diagonal term in time–Fourier
expansion, while the second one is an off–diagonal “quasi–product operator”.

5.7 Diagonal term

We diagonalize in space the time–Fourier components of the above diagonal
in time operator. The difficulties arise from the fact that we deal with a not
symmetric operator. This fact requires a not standard spectral analysis and a
“weighted asymmetric diagonalization” (see Subsection 5.7.3).

5.8 Estimate on the off-diagonal term

Using a suitable lemma on small divisors, which will be proved in Section 5.9,
we show that the off–diagonal “quasi–product operator” in the diagonalizing
basis introduced in Section 5.7 is small. Therefore the linearized operator (in
the above basis) decomposes into an invertible term plus a small perturbation
and it is, hence, invertible.

5.9 Small divisors

We carry out the analysis of small divisors. The difficulties derive from the
fact that the small divisors originate from a not symmetric first order operator.
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5.10 Measure estimates

We finally prove that the set C of non resonant frequencies obtained in Section
5.5 by an excision procedure has large measure.

5.11 Minimal period

We prove a lower bound estimate on the minimal periods.

5.1 Analytic norms

Let E be a Hilbert space. Given T > 0, α > 0 and σ > 1
2
, let us define

Hα,σ
E := Hα,σ

T−per(R, E) . (5.1)

Let us write a T–periodic h : R −→ E as h(t) =
∑

k∈Z hke
ikt/τ where τ = T/2π,

and hk ∈ E. Hα,σ
E is a Hilbert space with norm

‖h‖2
Hα,σ
E

:=
∑
k

e2α|k||k|2σ∗ ‖hk‖2
E (5.2)

where |k|∗ := max{|k|, 1}.

Remark 5.1.1. We remark that in this section we use the complex exponential
while in the following sections we will use the real notations with cosines and
sines. We hope this fact will not create confusion.

5.1.1 Some technical lemmata

Lemma 5.1.2. Let be ς > 1. Then (x1 + . . .+xm)ς ≤ mς−1(xς1 + . . .+xςm) for
xi ≥ 0, i = 1, . . . ,m.

proof. Let be x = (x1, . . . , xm), f(x) := (x1 + . . . + xm)ς and g(x) := xς1 +
. . .+ xςm. By the homogeneity of g, it is enough to show that maxS f ≤ mς−1,
where S := {xi ≥ 0, g(x) = 1}. Denoting λ the Lagrange multiplier, we
have (x1 + . . . + xm)ς−1 = λxς−1

i , for all i. It follows that xi = r = const
and then, being g(x) = 1, one has mrς = 1, namely r = 1

m1/ς . It results

f
(

1
m1/ς , . . . ,

1
m1/ς

)
= mς−1.

�

Lemma 5.1.3. Let be ς > 1, m ∈ N, j ∈ Z. Then∑
k1,...,km∈Z

(
|j|∗

|j − k1 − . . .− km|∗|k1|∗ · · · |km|∗

)ς
≤ (m+ 1)ςBm

ς , (5.3)

where

Bς :=
∑
k∈Z

1

|k|ς∗
<∞ . (5.4)
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proof. By Lemma 5.1.2 we have that

|j|ς∗ ≤
(
|j − k1 − . . .− km|∗ + |k1|∗ + . . .+ |km|∗

)ς
≤ (m+ 1)ς−1

(
|j − k1 − . . .− km|ς∗ + |k1|ς∗ + . . .+ |km|ς∗

)
(5.5)

and, using (5.5), one can write

∑
k1,...,km∈Z

(
|j|∗

|j − k1 − . . .− km|∗|k1|∗ · · · |km|∗

)ς
≤ (m+ 1)ς−1

∑
k2,...,km

1

|k2|ς∗ · · · |km|ς∗

·
∑
k1

|j − k1 − . . .− km|ς∗ + |k1|ς∗ + . . .+ |km|ς∗
|j − k1 − . . .− km|ς∗|k1|ς∗

= (m+ 1)ς−1
∑

k2,...,km

1

|k2|ς∗ · · · |km|ς∗
·

(∑
k1

1

|k1|ς∗

+
∑
k1

1

|j − k1 − . . .− km|ς∗
+
∑
k1

|k2|ς∗ + . . .+ |km|ς∗
|j − k1 − . . .− km|ς∗|k1|ς∗

)

≤ (m+ 1)ς−1
∑

k2,...,km

1

|k2|ς∗ · · · |km|ς∗

·

(
2Bς +

∑
k1

|k2|ς∗ + . . .+ |km|ς∗
|j − k1 − . . .− km|ς∗|k1|ς∗

)

≤ (m+ 1)ς−1

(
2Bm

ς +
∑
k1

1

|k1|ς∗

·
∑

k2,...,km

|k2|ς∗ + . . .+ |km|ς∗
|j − k1 − . . .− km|ς∗|k2|ς∗ · · · |km|ς∗

)

= (m+ 1)ς−1

(
2Bm

ς + (m− 1)
∑
k1

1

|k1|ς∗

·
∑

k3,...,km

∑
k2

1

|j − k1 − . . .− km|ς∗|k3|ς∗ · · · |km|ς∗

)
= (m+ 1)ς−1

[
2Bm

ς + (m− 1)Bm
ς

]
= (m+ 1)ςBm

ς ,

getting the estimate (5.3).
�

From now on, we will denote by ‖ · ‖op the standard operatorial norm.

Lemma 5.1.4. Let be Ln : E×· · ·×E(n times) −→ F a linear and continuous
operator. Let be h(1), . . . , h(n) ∈ Hα,σ

E , with α > 0, σ > 1/2 and g(t) :=
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Ln[h(1)(t), · · · , h(n)(t)]. Then g ∈ Hα,σ
F and, in particular,

‖g‖Hα,σ
F
≤ nσB

n−1
2

2σ ‖Ln‖op‖h(1)‖Hα,σ
E
. . . ‖h(n)‖Hα,σ

E
,

where
‖Ln‖op := sup

‖hi‖E=1 ,1≤i≤n
‖Ln[h(1), . . . , h(n)]‖F .

proof. Let be h(j)(t) =
∑

k e
ikt/τh

(j)
k , j = 1, . . . , n. Hence,

g(t) = Ln[h(1)(t), . . . , h(n)(t)]

= Ln

[∑
k1

eik1t/τh
(1)
k1
, . . . ,

∑
kn

eiknt/τh
(n)
kn

]
=

∑
j

eijt/τ
∑

k1+...+kn=j

Ln[h
(1)
k1
, . . . , h

(n)
kn

]

=
∑
j

eijt/τ
∑

k1,...,kn−1

Ln[h
(1)
k1
, . . . , h

(n−1)
kn−1

, h
(n)
j−k1−...−kn−1

] .

Being g =
∑

j gje
ijt/τ it follows that

gj =
∑

k1,...,kn−1

Ln[h
(1)
k1
, . . . , h

(n−1)
kn−1

, h
(n)
j−k1−...−kn−1

]

and, from the triangular inequality,

‖gj‖F ≤
∑

k1,...,kn−1

‖Ln[h
(1)
k1
, . . . , h

(n−1)
kn−1

, h
(n)
j−k1−...−kn−1

]‖F

≤ ‖Ln‖op

∑
k1,...,kn−1

‖h(1)
k1
‖E . . . ‖h(n)

j−k1−...−kn−1
‖E . (5.6)

By the definition of the norm (5.2) and by using (5.6), one gets

‖g‖2
Hα,σ
F

=
∑
j

e2α|j||j|2σ∗ ‖gj‖2
F

≤ ‖Ln‖2
op

∑
j

e2α|j||j|2σ∗
( ∑
k1,...,kn−1

‖h(1)
k1
‖E · · · ‖h(n)

j−k1−...−kn−1
‖E
)2

.

Define ~k := (k1, . . . , kn−1) and x~k := ‖h(1)
k1
‖E · · · ‖h(n−1)

kn−1
‖E‖h(n)

j−k1−...−kn−1
‖E,

then

‖g‖2
Hα,σ
F
≤ ‖Ln‖2

op

∑
j

e2α|j||j|2σ∗
(∑

~k

x~k

)2

. (5.7)

In order to estimate
∑

~k x~k, let us define

γ~k :=

(
|k1|∗ · · · |kn−1|∗|j − k1 − . . .− kn−1|∗

|j|∗

)σ
.
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We have, using the Cauchy–Schwarz inequality,(∑
~k

x~k

)2

=

(∑
~k

1

γ~k
γ~kx~k

)2

≤
∑
~k

(
1

γ~k

)2∑
~k

(
γ~kx~k

)2

≤ n2σBn−1
2σ

∑
~k

(
γ~kx~k

)2
, (5.8)

where in the last inequality we used Lemma 5.1.3, with ς = 2σ > 1 and
m = n− 1. Being∑
~k

(
γ~kx~k

)2
=

1

|j|2σ∗

∑
k1

(
|k1|2σ∗ ‖h

(1)
k1
‖2
E

)
·
∑
k2

(
|k2|2σ∗ ‖h

(2)
k2
‖2
E

)
· · ·

· · ·
∑
kn−1

(
|kn−1|2σ∗ ‖h

(n−1)
kn−1
‖2
E

)
|j − k1 − . . .− kn−1|2σ∗ ‖h

(n)
j−k1−...−kn−1

‖2
E ,

from (5.7) and (5.8), it follows that

‖g‖2
Hα,σ
F
≤ ‖Ln‖2

opn
2σBn−1

2σ

∑
k1

(
|k1|2σ∗ ‖h

(1)
k1
‖2
E

)
· · ·
∑
kn−1

(
|kn−1|2σ∗ ‖h

(n−1)
kn−1
‖2
E

)
·
∑
j

(
|j − k1 − . . .− kn−1|2σ∗ ‖h

(n)
j−k1−...−kn−1

‖2
E

)
e2α|j|

≤ ‖Ln‖2
opn

2σBn−1
2σ

(∑
k1

e2α|k1||k1|2σ∗ ‖h
(1)
k1
‖2
E

)
· · ·

· · ·

∑
kn−1

e2α|kn−1||kn−1|2σ∗ ‖h
(n−1)
kn−1
‖2
E


·

(∑
j

e2α|j−k1−...−kn−1||j − k1 − . . .− kn−1|2σ∗ ‖h
(n)
j−k1−...−kn−1

‖2
E

)
= ‖Ln‖2

opn
2σBn−1

2σ ‖h(1)‖2
Hα,σ
E
· · · ‖h(n)‖2

Hα,σ
E
,

where we used that e2α|j| ≤ e2α|k1| · · · e2α|j−k1−...−kn−1| and, in the last equality,
that

‖h(n)‖2
Hα,σ
E

:=
∑
j

e2α|j−k1−...−kn−1||j − k1 − . . .− kn−1|2σ∗ ‖h
(n)
j−k1−...−kn−1

‖2
E

by the definition of the norm.
�

Lemma 5.1.5. Let be f : E −→ F analytic for ‖x‖E < r0,

f(x) =
∑
n≥n0

1

n!
dnf(0)[x, . . . , x] . (5.9)
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Then

‖dnf(0)‖op ≤Mr1

(
n

r1

)n
, ∀ 0 < r1 < r0 ,

where Mr1 := max‖x‖E≤r1 ‖f(x)‖F .

proof. Consider the map dnf(0) defined by2

dnf(0)[h1, . . . , hn] =
1

(2πi)n

∫
|ζ1|=ε

. . .

∫
|ζn|=ε

f(ζ1h1 + . . .+ ζnhn)

ζ2
1 · · · ζ2

n

dζ1 · · · dζn .

Defining ε := r1/n, we have, if ‖hi‖E = 1, for all 1 ≤ i ≤ n,

‖ζ1h1 + . . .+ ζnhn‖E ≤ ε(‖h1‖E + . . .+ ‖hn‖E) = εn = r1 < r0 .

Therefore one gets

‖dnf(0)‖op := sup
‖hi‖E=1 ,1≤i≤n

‖dnf(0)[h1, . . . , hn]‖F

≤ 1

εn
‖f(ζ1h1 + . . .+ ζnhn)‖F

≤ Mr1

εn
= Mr1

(
n

r1

)n
.

�

Theorem 5.1.6. Let be f : E −→ F , f(x) =
∑

n≥n0

1
n!
dnf(0)[x, . . . , x], ana-

lytic for ‖x‖E < r0, such that f(0) = 0, namely n0 ≥ 1. There exist M > 0
and r > 0 such that if h ∈ Hα,σ

E with α > 0, σ > 1/2 and ‖h‖Hα,σ
E

< r then
f(h) ∈ Hα,σ

F and

‖f(h)‖Hα,σ
F
≤M

∑
n≥n0

(‖h‖Hα,σ
E

r

)n
,

where f(h) : R −→ F , t 7−→ f(h(t)) and [f(h)](t) := f(h(t)). Moreover,
defining

f∗ : Hα,σ
E −→ Hα,σ

F ,

by
(
f∗(h)

)
(t) := f(h(t)), then

f∗ ∈ A
(
Hα,σ
E , Hα,σ

F

)
.

Remark 5.1.7. Notice that M and r do not depend on σ.

Remark 5.1.8. Notice that, if h, h̃ ∈ Hα,σ
E with Ln = dnf(0), then, if gn :=

dnf(0)[h, . . . , h, h̃], one has

gn(t) := Lnf(0)[h(t), . . . , h(t), h̃(t)] ,

from which it follows that, by using Lemma 5.1.4,

‖gn‖Hα,σ
F
≤ nσB

n−1
2

2σ ‖dnf(0)‖op‖h‖n−1
Hα,σ
E
‖h̃‖Hα,σ

E
.

2See [PT] pg. 136, 137.
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proof. For h ∈ Hα,σ
E , by Lemma 5.1.4 with Ln := dnf(0),

‖f(h)‖Hα,σ
F

=
∥∥∥ ∑
n≥n0

1

n!
dnf(0)[h, . . . , h]

∥∥∥Hα,σ
F

≤
∑
n≥n0

1

n!
‖dnf(0)[h, . . . , h]‖Hα,σ

F

≤
∑
n≥n0

1

n!
nσB

n−1
2

2σ ‖dnf(0)‖op‖h‖nHα,σ
E

≤
∑
n≥n0

(
1

n!
nσB

n−1
2

2σ Mr1

nn

rn1

)
‖h‖nHα,σ

E
,

where, in the last inequality, we used Lemma 5.1.5. Therefore, we can choose
M := Mr1 and r < r1 suitably small.
Now, let us prove that f∗ is continuously differentiable. We have

Df∗ : Hα,σ
E −→ L

(
Hα,σ
E , Hα,σ

F

)
.

Noting that f ′ : E −→ L(E,F ), one has Df∗(h) = f ′ ◦h, namely for every h̃ ∈
Hα,σ
E ,

(
Df∗(h)

)
[h̃] ∈ Hα,σ

F , is defined by
((
Df∗(h)

)
[h̃]
)

(t) :=
(
f ′(h(t))

)
[h̃(t)].

Recalling (5.9), we have(
f ′(x)

)
[x̃] :=

∑
n≥n0

1

n!
n dnf(0)[x, . . . , x, x̃] (5.10)

and hence, using the symmetry of dnf(0),(
f ′(x)

)
[x̃] =

d

ds
∣∣
s=0

f(x+ sx̃) :=
∑
n≥n0

1

(n− 1)!
dnf(0)[x, . . . , x, x̃] . (5.11)

Denoting
gn(t) := dnf(0)[h(t), . . . , h(t), h̃(t)] ,

we obtain that Df∗(h) is bounded, indeed∥∥Df∗(h)
∥∥
L(Hα,σ

E ,Hα,σ
F )

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥(Df∗(h))[h̃]
∥∥∥
Hα,σ
F

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥ ∑
n≥n0

1

(n− 1)!
gn

∥∥∥
Hα,σ
F

≤ sup
‖h̃‖

H
α,σ
E

=1

∑
n≥n0

1

(n− 1)!
‖gn‖Hα,σ

F

≤ sup
‖h̃‖

H
α,σ
E

=1

∑
n≥n0

nσB
n−1

2
2σ

(n− 1)!
‖dnf(0)‖op‖h‖n−1

Hα,σ
E
‖h̃‖Hα,σ

E
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≤
∑
n≥n0

nσB
n−1

2
2σ

(n− 1)!
Mr1

( n
r1

)n
‖h‖n−1

Hα,σ
E

≤ M
∑

n≥n0−1

(‖h‖Hα,σ
E

r

)n
,

where we used Lemma 5.1.5 for 0 < r < r1 sufficiently small and Remark
5.1.8. Nothing remains but to prove that Df∗ : Hα,σ

E −→ L
(
Hα,σ
E , Hα,σ

F

)
is

continuous. Let be h̃, h1, h2 ∈ Hα,σ
E . We have∥∥Df∗ (h1)−Df∗(h2)

∥∥
L(Hα,σ

E ,Hα,σ
F )

= sup
‖h̃‖

H
α,σ
E

=1

∥∥Df∗(h1)[h̃]−Df∗(h2)[h̃]
∥∥
Hα,σ
F

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥ ∑
n≥n0

1

(n− 1)!

(
dnf(0)[h1, . . . , h1, h̃]

−dnf(0)[h2, . . . , h2, h̃]
)∥∥∥

Hα,σ
F

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥ ∑
n≥n0

1

(n− 1)!

(
dnf(0)[h1 − h2, h1, . . . , h1, h̃]

+dnf(0)[h2, h1, . . . , h1, h̃]− dnf(0)[h2, . . . , h2, h̃]
)∥∥∥

Hα,σ
F

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥ ∑
n≥n0

1

(n− 1)!

(
dnf(0)[h1 − h2, h1, . . . , h1, h̃]

+dnf(0)[h2, h1 − h2, . . . , h1, h̃] + dnf(0)[h2, h2, h1, . . . , h1, h̃]

−dnf(0)[h2, . . . , h2, h̃]
)∥∥∥

Hα,σ
F

= sup
‖h̃‖

H
α,σ
E

=1

∥∥∥ ∑
n≥n0

1

(n− 1)!

(
dnf(0)[h1 − h2, h1, . . . , h1, h̃]

+dnf(0)[h2, h1 − h2, h1, . . . , h1, h̃] + . . .

+dnf(0)[h2, . . . , h2, h1 − h2, h1, . . . , h1, h̃] + . . .

−dnf(0)[h2, . . . , h2, h1 − h2, h̃]
)∥∥∥

Hα,σ
F

≤ sup
‖h̃‖

H
α,σ
E

=1

∑
n≥n0

1

(n− 1)!
nσB

n−1
2

2σ ‖dnf(0)‖op‖h̃‖Hα,σ
E

·
(
‖h1‖n−2

Hα,σ
E

+ . . .+ ‖h2‖j−1
Hα,σ
E
‖h1‖n−j−1

Hα,σ
E

+ . . .+ ‖h2‖n−2
Hα,σ
E

)
‖h1 − h2‖Hα,σ

E

≤ sup
‖h̃‖

H
α,σ
E

=1

∑
n≥n0

1

(n− 1)!
nσB

n−1
2

2σ Mr1

( n
r1

)n
(n− 1)rn−2‖h1 − h2‖Hα,σ

E

where we used Lemma 5.1.5 and that ‖hi‖ ≤ r, for i = 1, 2, taking r < r1

sufficiently small. �
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5.1.2 Special norms of linear operators

Definition 5.1.9. Let E,F Hilbert spaces. Fix T = 2πτ > 0 and con-
sider Hα,σ

E , Hα,σ
F defined in (5.1). Let us define the following subspace of

L(Hα,σ
E , Hα,σ

F ):

Lα,σ(E,F ) :=

{
L ∈ L(Hα,σ

E , Hα,σ
F ) s.t.

L
[∑

`

ei`t/τx`

]
=
∑
k

eikt/τ
∑
`

Lk`[x`] , |||L||| <∞
}

with Lk` ∈ L(E,F ) and

|||L|||2 := sup
`

∑
k

e2α|k−`||k − `|2σ∗ ‖Lk`‖2
L(E,F ) <∞ . (5.12)

We will call Lα,σ(E,F ) the subspace of “quasi–product operators” (for this
terminology see Remark 5.1.13).

We are going to show some properties of Lα,σ(E,F ).

Proposition 5.1.10. ||| · ||| is a norm and Lα,σ(E,F ) is complete with respect
to it.

proof. Show first the triangular inequality. Let be L(1), L(2) linear operators
of Lα,σ(E,F ). Then

|||L(1) + L(2)|||2 = sup
`

∑
k

e2α|k−`||k − `|2σ∗ ‖L
(1)
k` + L

(2)
k` ‖

2

≤ sup
`

∑
k

e2α|k−`||k − `|2σ∗(
‖L(1)

k` ‖
2 + ‖L(2)

k` ‖
2 + 2‖L(1)

k` ‖ ‖L
(2)
k` ‖
)

≤ |||L(1)|||2 + |||L(2)|||2

+2 sup
`

∑
k

(
eα|k−`||k − `|σ∗‖L

(1)
k` ‖
)(
eα|k−`||k − `|σ∗‖L

(2)
k` ‖
)

≤ |||L(1)|||2 + |||L(2)|||2 + 2 sup
`

(∑
k

eα|k−`||k − `|σ∗‖L
(1)
k` ‖
)

·
(∑

k

eα|k−`||k − `|σ∗‖L
(2)
k` ‖
)

≤ |||L(1)|||2 + |||L(2)|||2 + 2|||L(1)||| |||L(2)|||

≤
(
|||L(1)|||+ |||L(2)|||

)2

,

where we used the Cauchy-Schwarz inequality. Let us show that Lα,σ(E,F )
endowed with the norm |||·||| is complete. Let be L(n) a Cauchy sequence, namely
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for all ε > 0 there exists N = N(ε) > 0 such that, for all m > n ≥ N , it results

that |||L(n) − L(m)||| ≤ ε. It follows that for all k, `, L
(n)
k` is a Cauchy sequence.

Hence, being L(E,F ) complete, L
(n)
k` → Lk` for a suitable Lk` ∈ L(E,F ). We

want to show that L : x 7−→
∑

k e
ikt/τ

∑
` Lk`[x`] belongs to L(E,F ) and that

L(n) tends to L. Fix M > 0 such that

sup
|`|≤M

∑
|k|≤M

e2α|k−`||k − `|2σ∗ ‖L
(n)
k` − L

(m)
k` ‖

2 ≤ |||L(n) − L(m)|||2 ≤ ε2 .

Taking the limit for m→∞, we obtain

sup
|`|≤M

∑
|k|≤M

e2α|k−`||k − `|2σ∗ ‖L
(n)
k` − Lk`‖

2 ≤ ε2 ,

and hence taking the sup on M > 0 one obtains

|||L(n) − L|||2 ≤ ε2 ,

namely
|||L(n) − L||| ≤ ε .

Moreover
|||L||| ≤ |||L(n) − L|||+ |||L(n)||| ≤ ε+ |||L(n)||| <∞ .

Thus we get that Lα,σ(E,F ) with the norm ||| · ||| is complete. �

Proposition 5.1.11. Let be Lα,σ(E,F ) as in Definition 5.1.9 endowed with
the norm ||| · |||. One has

‖ · ‖L(Hα,σ
E ,Hα,σ

F ) ≤ const||| · ||| .

proof. Let be x ∈ Hα,σ
E with |x|2

Hα,σ
E

=
∑

k e
2α|k||k|2σ∗ |xk|2E < ∞ and be

L ∈ Lα,σ(E,F ) ⊆ L(Hα,σ
E , Hα,σ

F ). We have that, by using (4.11),

‖L‖2
L(Hα,σ

E ,Hα,σ
F ) = sup

|x|
H
α,σ
E

=1

∑
k

e2α|k||k|2σ∗ |(Lx)k|2F

= sup
∑
k

e2α|k||k|2σ∗
∣∣∣∑

`

Lk`x`

∣∣∣2
F

= sup
∑
k

e2α|k||k|2σ∗
(∑

`

‖Lk`‖ |x`|E
)2

≤ const sup
∑
k

e2α|k||k|2σ∗
∑
`

|k − `|2σ∗ |`|2σ∗
|k|2σ∗

‖Lk`‖2|x`|2E

≤ const sup
∑
`

e2α|`||`|2σ∗ |x`|2E∑
k

e2α|k−`||k − `|2σ∗ ‖Lk`‖2
L(E,F )

= const|||L||| ,

where we used that |x|2
Hα,σ
E

= 1.

�
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Proposition 5.1.12. Let E,F,G Hilbert spaces. Let be L(1) ∈ Lα,σ(E,F ) and
L(2) ∈ Lα,σ(F,G). Then L(2) ◦ L(1) ∈ Lα,σ(E,G) and moreover

|||L(2) ◦ L(1)||| ≤ const|||L(1)||| |||L(2)||| .

proof. Let

L(1)x =
∑
`

ei`t/τ
(
L(1)x

)
`

=
∑
`

ei`t/τ
(∑

j

L
(1)
`j [xj]

)
.

Moreover

L(2)[L(1)x] =
∑
k

eikt/τ
∑
`

L
(2)
k`

[
(L(1)x)`

]
=

∑
k

eikt/τ
∑
`

L
(2)
k`

[∑
j

L
(1)
`j [xj]

]
=

∑
k

eikt/τ
∑
j

∑
`

L
(2)
k`

[
L

(1)
`j [xj]

]
=

∑
k

eikt/τ
∑
j

(∑
`

L
(2)
k` ◦ L

(1)
`j

)
[xj] .

Thus we obtain, by using (4.11),

|||L(2) ◦ L(1)|||2 = sup
j

∑
k

e2α|j−k||j − k|2σ∗
∥∥∥∑

`

L
(2)
k` L

(1)
`j

∥∥∥2

L(E,G)

≤ sup
j

∑
k

e2α|j−k||j − k|2σ∗
(∑

`

∥∥∥L(2)
k` L

(1)
`j

∥∥∥2

L(E,G)

)
≤ sup

j

∑
k

e2α|j−k||j − k|2σ∗
(∑

`

∥∥L(2)
k`

∥∥2

L(F,G)

∥∥L(1)
`j

∥∥2

L(E,F )

)
≤ const sup

j

∑
k

e2α|k−`|e2α|`−j||j − k|2σ∗

∑
`

|k − `|2σ∗ |`− j|2σ∗
|j − k|2σ∗

∥∥L(2)
k`

∥∥2

L(F,G)

∥∥L(1)
`j

∥∥2

L(E,F )

≤ const sup
j

∑
`

e2α|`−j||`− j|2σ∗
∥∥L(1)

`j

∥∥2

L(E,F )∑
k

e2α|k−`||k − `|2σ∗
∥∥L(2)

k`

∥∥2

L(F,G)

≤ const sup
`

∑
k

e2α|k−`||k − `|2σ∗
∥∥L(2)

k`

∥∥2

L(F,G)

sup
j

∑
`

e2α|`−j||`− j|2σ∗
∥∥L(1)

`j

∥∥2

L(E,F )

= const|||L(1)|||2 |||L(2)|||2 ,

from which the thesis follows.
�
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Remark 5.1.13. We note that Hα,σ
L(E,F ) ⊂ Lα,σ(E,F ) in the sense that, if

L ∈ Hα,σ
L(E,F ) where L(t) =

∑
k e

ikt/τLk, Lk ∈ L(E,F ), then the “product
operator”, namely the Toepliz operator, L∗, defined as(

L∗[x]
)
(t) :=

(
L(t)

)
[x(t)] =

∑
k

eikt/τ
∑
`

Lk−`[x`] ,

belongs to Lα,σ(E,F ) and

|||L∗||| = ‖L‖Hα,σ
L(E,F )

.

Indeed

|||L∗|||2 = sup
`

∑
k

e2α|k−`||k − `|2σ∗ ‖Lk−`‖2
L(E,F )

=
∑
k

e2α|k||k|2σ∗ ‖Lk‖2
L(E,F ) = ‖L‖2

Hα,σ
L(E,F )

.

Thus we have

Hα,σ
L(E,F ) ⊂ L

α,σ(E,F ) ⊂ L
(
Hα,σ
E , Hα,σ

F

)
.

5.2 Symmetry of the Hamiltonian

We performed a partial Birkhoff Normal Form, see Proposition 4.1.6, defining
a symplectic change of coordinates

z = Γ(z∗) :=
(
Γ1(z∗, z̄∗),Γ2(z∗, z̄∗)

)
, (5.13)

such that H ◦ Γ = H ◦X t
F

∣∣
t=1

. The transformation Γ is obtained as the map
at time t = 1 of the flow of the hamiltonian vectorfield XF , given by the
Hamiltonian

F =
∑
i,j,k,`

′
Fijk`wiwjwkw` , (5.14)

with coefficients (4.20), where wi := z∗i and w−i := z̄∗i. Therefore Γ(t) =(
Γ1(t),Γ2(t)

)
satisfies the equations{

Γ̇1 = −i∂z̄∗F (Γ1,Γ2)

Γ̇2 = i∂z∗F (Γ1,Γ2) ,
(5.15)

with initial datum Γ(0) = (z∗, z̄∗). It follows that (z, z̄) = (Γ1(1),Γ2(1)) =
Γ(z∗, z̄∗).

Lemma 5.2.1. Let be F a Hamiltonian as in (5.14). Then

∂z̄∗F (z∗, z̄∗) = ∂z∗F (z∗, z̄∗) , ∂z∗F (z∗, z̄∗) = ∂z̄∗F (z∗, z̄∗) .
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proof. Define, recalling (4.20),

F̃i,j,k,` :=
Gijk`

16(ω′i + ω′j + ω′k + ω′`)
(5.16)

such that F̃i,j,k,` are real and they satisfies F̃i,j,k,` = −F̃−i,−j,−k,−`. From (5.14)
and (4.20), we have

F (z̄∗, z∗) = −i
∑
i,j,k,`

′
F̃i,j,k,`wiwjwkw` (5.17)

where wi = z∗i for i ≥ 1 and wi = z̄∗i for i ≤ −1. Therefore, since ∂z̄∗n = ∂w−n ,

∂z̄∗nF (z∗, z̄∗) = ∂w−n

(
−i
∑
i,j,k,`

′
F̃i,j,k,`wiwjwkw`

)
= −i

∑
i,j,k,`

′
F̃i,j,k,`

(
δ−n,iwjwkw` + . . .+ δ−n,`wiwjwk

)
= −i

∑
i,j,k,`

′
F̃−i,−j,−k,−`

(
δn,iw−jw−kw−` + . . .+ δn,`w−iw−jw−k

)
= i

∑
i,j,k,`

′
F̃i,j,k,`

(
δn,i w̄jw̄kw̄` + . . .+ δn,` w̄iw̄jw̄k

)
= −i

∑
i,j,k,`

′
F̃i,j,k,` (δn,iwjwkw` + . . .+ δn,`wiwjwk)

where we used δ−n,−i = δn,i and w−i = w̄i. In the same way, one has ∂z∗n = ∂wn
and hence

∂z∗nF (z∗, z̄∗) = −i
∑
i,j,k,`

′
F̃i,j,k,`

(
δn,iwjwkw` + . . .+ δn,`wiwjwk

)
,

from which it follows that

∂z̄∗nF (z∗, z̄∗) = ∂z∗nF (z∗, z̄∗) .

�
Now we can prove the following

Lemma 5.2.2. Let be Γ(t) =
(
Γ1(t),Γ2(t)

)
the symplectic change of coordi-

nates as in (5.13), Γ = X t
F

∣∣
t=1

with F as in (5.14). Then

Γ1(t) = Γ2(t) , ∀ t .

proof. It results that Γ1(0) = z̄∗ = Γ2(0). Moreover, by Lemma 5.2.1,

˙
Γ1(t) = Γ̇1(t) = i∂z̄∗F (Γ1,Γ2) = i∂z∗F (Γ1,Γ2) = Γ̇2(t) ,

and the thesis follows.
�
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Lemma 5.2.3. Let be F as in (5.14). Then

∂z̄∗F (z̄∗, z∗) = −∂z∗F (z∗, z̄∗) , ∂z∗F (z̄∗, z∗) = −∂z̄∗F (z∗, z̄∗) .

proof. We claim that

F (z̄∗, z∗) = −F (z∗, z̄∗) . (5.18)

Indeed, from (5.17) and recalling F̃i,j,k,` = −F̃−i,−j,−k,−`, one has

F (z̄∗, z∗) = −i
∑
i,j,k,`

′
F̃i,j,k,`w−iw−jw−kw−`

= −i
∑
i,j,k,`

′
F̃−i,−j,−k,−`wiwjwkw`

= i
∑
i,j,k,`

′
F̃i,j,k,`wiwjwkw`

= −F (z∗, z̄∗) .

Therefore, we get

∂z̄∗F (z̄∗, z∗) =
d

dz∗
F (z̄∗, z∗) =

d

dz∗
(z∗, z̄∗) = −∂z∗F (z∗, z̄∗) .

In the same way, one can prove the second equality of the thesis.
�

Lemma 5.2.4. Let be Γ(t) =
(
Γ1(t),Γ2(t)

)
the symplectic change of coordi-

nates as in (5.13), Γ = X t
F

∣∣
t=1

with F as in (5.14). Then

Γ1(z̄∗, z∗) = Γ2(z∗, z̄∗) , Γ2(z̄∗, z∗) = Γ1(z∗, z̄∗) . (5.19)

proof. Define α, β such that Γ1(z̄∗, z∗) =: α(1), Γ2(z̄∗, z∗) =: β(1) where
α(0) = z̄∗, β(0) = z∗ and {

α̇ = −i∂z̄∗F (α, β)

β̇ = i∂z∗F (α, β) .
(5.20)

By Lemma 5.2.3, we have that
(
Γ2(t),Γ1(t)

)
satisfies the system (5.20), indeed{

Γ̇2 = i∂z̄∗F (Γ1,Γ2) = −i∂z̄∗F (Γ2,Γ1)

Γ̇1 = −i∂z̄∗F (Γ1,Γ2) = i∂z∗F (Γ2,Γ1) .

Being α(0) = z̄∗ = Γ2(0) and β(0) = z∗ = Γ1(0), it follows that α(t) = Γ2(t)
and β(t) = Γ1(t) for all t. Then, α(1) = Γ2(1) = Γ2(z∗, z̄∗) and β(1) = Γ1(1) =
Γ1(z∗, z̄∗), from which the thesis follows.

�
Now we can prove the following theorem
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Theorem 5.2.5. Let be Γ(t) =
(
Γ1(t),Γ2(t)

)
a symplectic change of coordi-

nates such that z := Γ(z∗) and be H := H ◦Γ = H ◦X t
F

∣∣
t=1

with F as in (5.14)
and H such that H(z, z̄) = H(z̄, z). Then

H(z̄∗, z∗) = H(z∗, z̄∗) .

proof. We have, by Lemma 5.2.2 and Lemma 5.2.4,

H(z̄∗, z∗) = H
(
Γ1(z̄∗, z∗),Γ2(z̄∗, z∗)

)
= H

(
Γ2(z∗, z̄∗),Γ1(z∗, z̄∗)

)
= H

(
Γ1(z∗, z̄∗),Γ1(z∗, z̄∗)

)
= H

(
Γ1(z∗, z̄∗),Γ1(z∗, z̄∗)

)
= H(z∗, z̄∗) ,

where we used also the symmetry of the Hamiltonian H.
�

We proved that after the Birkhoff Normal Form, the Hamiltonian H is still
symmetric, namelyH(z̄∗, z∗) = H(z∗, z̄∗) . Let us introduce the new coordinates
(p, q) and the parameter η ∈ R, by

z∗i :=
η√
2

(qi + ipi) , z̄∗i :=
η√
2

(qi − ipi) . (5.21)

In the variables (p, q), defining H∗(p, q) = H∗(p, q; η) := H
(
η(q + ip)/

√
2,

η(q− ip)/
√

2
)
, one has

H∗(−p, q) = H
(
η(q− ip)/

√
2, η(q + ip)/

√
2
)

= H
(
η(q + ip)/

√
2, η(q− ip)/

√
2
)

= H∗(p, q) ,

that is
H∗(−p, q) = H∗(p, q) , (5.22)

namely H∗ is even in the p-variable. Now we introduce action–angle variables
(I, φ) ∈ RN

+ × TN on the I–modes by the following symplectic change of
coordinates

√
2

η
z∗i = qi + ipi :=

√
Ii(cosφi + i sinφi) , i ∈ I ,

√
2

η
z̄∗i = qi − ipi :=

√
Ii(cosφi − i sinφi) , i ∈ I .

We note that∑
i∈I

dIi ∧ dφi = −i
(∑
i∈I

dz∗i ∧ dz̄∗i

)
/η2 =

∑
i∈I

dpi ∧ dqi .

Denote by (p̂, q̂) the infinite vector obtained by excising (p, q) of its I–com-
ponents, namely (p̂, q̂) = (pi, qi)i∈Ic . Such (p̂, q̂) have not to be confused with
the (p, q) used in chapter 4. With a little abuse of notation, we denote

H̃(I, φ, p̂, q̂) := H̃(I, φ, p̂, q̂; η)

:= H∗(
√
I sinφ,

√
I cosφ, p̂, q̂; η) = H∗(p, q; η) . (5.23)
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5.2.1 Space of the solutions

Consider w ∈ Ws,α,σ := Hα,σ
`a,s×`a,s , with a, s, α, σ > 0 parameters, endowed with

the norm
‖w‖2

s,α,σ :=
∑
k

e2α|k||k|2σ∗ ‖wk‖2
a,s ,

where ‖wk‖a,s is the norm in `a,s × `a,s defined in (4.1). Note that Ws,α,σ is
nothing else but Hα,σ

E defined in (5.1) with E = `a,s × `a,s.
We are looking for a solution w(t) =

(
I(t), φ(t), p̂(t), q̂(t)

)
∈ RN

+ ×TN ×Ws,α,σ

in the space of the T–periodic functions

X :=

{
w(t) =

(
I(t), φ(t), p̂(t), q̂(t)

)
, s.t. (5.24)

I(t) = I(−t), φ(t) = −φ(−t), p̂(t) = −p̂(−t), q̂(t) = q̂(−t)
}
.

Let be
q̂(t) =

∑
k≥0

q̂k cos kt/τ , q̂k ∈ `a,s ,

and
p̂(t) =

∑
k≥1

p̂k sin kt/τ , p̂k ∈ `a,s .

Proposition 5.2.6. Consider the Hamiltonian H̃ defined in (5.23) such that
H∗ satisfies (5.22). Then

∂φH̃(I,−φ,−p̂, q̂) = −∂φH̃(I, φ, p̂, q̂) .

proof. From (5.23) and from (5.22),

H̃(I, φ, p̂, q̂) = H∗(p, q) = H∗(−p, q) = H̃(I,−φ,−p̂, q̂) ,

namely
H̃(I, φ, p̂, q̂) = H̃(I,−φ,−p̂, q̂) . (5.25)

Deriving by φ the equation (5.25), the thesis follows.
�

Proposition 5.2.7. Let be w∗(t) = (I0, ω̃t, 0, 0). Then, the following holds∫ T

0

∂φH̃(w∗(t) + w(t)) dt = 0 , ∀w(t) ∈ X (t) .

proof. By Proposition 5.2.6 and using that w(t) is T–periodic on the torus,
one has∫ T

0

∂φH̃(w∗(t) + w(t)) dt = −
∫ −T

0

∂φH̃(w∗(−t̃) + w(−t̃)) dt̃

159



=

∫ 0

−T
∂φH̃(w∗(−t̃) + w(−t̃)) dt̃

=

∫ 0

−T
∂φH̃

(
I0 + I(t̃),−ω̃t̃− φ(t̃),−p̂(t̃), q̂(t̃)

)
dt̃

= −
∫ 0

−T
∂φH̃

(
I0 + I(t̃), ω̃t̃+ φ(t̃),−p̂(t̃), q̂(t̃)

)
dt̃

= −
∫ 0

−T
∂φH̃(w∗(t̃) + w(t̃)) dt̃

= −
∫ T

0

∂φH̃
(
(I0, ω̃t− ω̃T, 0, 0) + w(t− T )

)
dt

= −
∫ T

0

∂φH̃(w∗(t) + w(t)) dt .

�

5.3 Solution of J and ψ

Let us write explicitly the Hamiltonian in the variables (I, φ, p̂, q̂). Recalling
(4.35), we have

H̃(I, φ, p̂, q̂) = ωI+Ω
p̂2 + q̂2

2
+η2

[
1

2
AI · I +

1

2
BI · (p̂2 + q̂2) + Ĝ(p̂, q̂)

]
+η4K̃,

where, with abuse of notation, Ĝ(p̂, q̂) = Ĝ(ẑ, ¯̂z) and K̃ = K̃(I, φ, p̂, q̂) =
K̃(I, φ, ẑ, ¯̂z). The equations of motion are

φ̇ = ω + η2AI + η2Bt(p̂2 + q̂2)/2 + η4∂IK̃(I, φ, p̂, q̂)

İ = −η4∂φK̃(I, φ, p̂, q̂)
˙̂p = (Ω + η2BI) p̂+ η2∂p̂Ĝ(p̂, q̂) + η4∂p̂K̃(I, φ, p̂, q̂) ,
˙̂q = −(Ω + η2BI) q̂ − η2∂q̂Ĝ(p̂, q̂)− η4∂q̂K̃(I, φ, p̂, q̂) .

(5.26)

We are looking for a solution (J, ψ, p, q) such that
I(t) = I0 + ηJ(t)
φ(t) = ω̃t+ ηψ(t)
p̂(t) = ηp(t) ,
q̂(t) = ηq(t) .

(5.27)

The equations that (J, ψ, p, q) must satisfy are
ψ̇ − η2AJ = η3Bt(p2 + q2)/2 + η3∂IK̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq)

J̇ = −η3∂φK̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq)

q̇ − Ω̃p = η3BJp+ η4∂pG̃(p, q) + η3∂p̂K̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq) ,

ṗ+ Ω̃q = −η3BJq − η4∂qG̃(p, q)− η3∂q̂K̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq) ,
(5.28)
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where G̃(p, q) = G̃(p, q; η) is the analytic function defined as Ĝ(ηp, ηq)/η4.
Define N := (NI , Nφ, Np, Nq) such that

ψ̇ − η2AJ = NI

J̇ = Nφ

q̇ − Ω̃p = Np ,

ṗ+ Ω̃q = Nq ,

namely

N : RN × RN × `a,s × `a,s × R× R −→ RN × RN × `a,s+1 × `a,s+1(
(J, ψ, p, q), t; η

)
7−→ (NI , Nφ, Np, Nq) .

From (4.18), (5.21), (5.23), (5.27) we have that

N ∈ A(RN × RN × `a,s × `a,s × R× R,RN × RN × `a,s+1 × `a,s+1) . (5.29)

We can also see N as a functional acting on Hα,σ
RN×RN×`a,s×`a,s ; indeed by The-

orem 5.1.6 we can define

N∗ ∈ A(Hα,σ
RN×RN×`a,s×`a,s , H

α,σ
RN×RN×`a,s+1×`a,s+1) (5.30)

by (N∗(h))(t) = N(h(t)), with h(t) = (J(t), ψ(t), p(t), q(t)).
In order to find solutions of (5.28), we start solving the first two equations in
J and ψ with (p, q) as parameters by the (standard) Implicit Function The-
orem. Therefore we substitute the obtained expressions for J = J(p, q) and
ψ = ψ(p, q) into the last two equations and solve the new resulting equations
in (p, q) by a Nash–Moser Implicit Function Theorem.

We want to solve the equation{
ψ̇ − η2AJ = J̃(J, ψ)

J̇ = ψ̃(J, ψ) .
(5.31)

where{
J̃ = J̃(J, ψ; p, q) = η3Bt(p2 + q2)/2 + η3∂IK̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq)

ψ̃ = ψ̃(J, ψ; p, q) = −η3∂φK̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq) ,

(5.32)
with I0 = I0(η) as in (4.53). We write (5.31) in the form

L(J, ψ) =
(
J̃(J, ψ), ψ̃(J, ψ)

)
(5.33)

where L is the linear operator L(J, ψ) := (ψ̇ − η2AJ, J̇) . We note that∫ T

0

ψ̃ = 0 . (5.34)
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In fact ∫ T

0

ψ̃ = −η3

∫ T

0

∂φK̃(I0 + ηJ, ω̃t+ ηψ, ηp, ηq) dt = 0 , (5.35)

as it follows from Proposition 5.2.7 and being ∂φH̃ = ∂φK̃.
Let us define the linear operator ג ∈ Lα,σ(RN × RN ,RN × RN) acting on the
functions of the form

J̃ :=
∑
`≥0

J̃` cos `t/τ , ψ̃ :=
∑
`≥1

ψ̃` sin `t/τ

(note that the average of ψ̃ is zero), by

ג
(
J̃

ψ̃

)
:=

(
J
ψ

)
,

where

J := −τA−1J̃0 −
∑
`≥1

τ

`
ψ̃` cos `t/τ ,

ψ :=
∑
`≥1

τ

`

(
J̃` −

A

`
ψ̃`

)
sin `t/τ ,

In the norm defined in (5.12), we have

|||ג||| =

(
sup
`

∑
k

e2α|k−`||k − `|2σ∗ k`‖2ג‖

)1/2

≤ const sup
`

τ

`
≤ constτ , (5.36)

where `kג = 0 if k 6= ` and `kג = `ג if k = ` and

`ג :=


0 −τ

`
I

τ

`
I −A τ

`2
I

 .

It is immediate to see that in the space of the functions satisfying (5.34) ג is
the inverse of L. Therefore (5.33) becomes

(J, ψ) = Φ(J, ψ; p, q) := ג
[
J̃(J, ψ; p, q), ψ̃(J, ψ; p, q)

]
(5.37)

Theorem 5.3.1 (Fixed Point Theorem). Fix (p, q) ∈ Hα,σ
`a,s×`a,s parameters.

Then Φ(·, ·; p, q) is a contraction on the ball B̄
Hα,σ

RN×RN
Cη of radius Cη of the

space Hα,σ
RN×RN for C a sufficiently large constant. Therefore there exist J, ψ ∈

A
(
Hα,σ
`a,s×`a,s , H

α,σ
RN
)

such that(
J(p, q), ψ(p, q)

)
= ג
[
J̃
(
J(p, q), ψ(p, q); p, q

)
, ψ̃
(
J(p, q), ψ(p, q); p, q

)]
. (5.38)
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proof. From (5.37) and (5.32) it follows that∥∥Φ(J, ψ)
∥∥
Hα,σ

RN×RN
< Cη ,

hence Φ is a contraction in the ball of radius Cη. Moreover, by an analogous
of Proposition 4.2.7, let be (J, ψ) and (J ′, ψ′) solutions of (5.37). We have, by
(5.32) and (5.36),∥∥Φ(J, ψ)− Φ(J ′, ψ′)

∥∥
Hα,σ

RN×RN
≤ constτ

∥∥N(J, ψ)− N(J ′, ψ′)
∥∥
Hα,σ

RN×RN

≤ constτ‖DN(J, ψ)‖ ‖(J, ψ)− (J ′, ψ′)‖Hα,σ

RN×RN

≤ constη‖(J, ψ)− (J ′, ψ′)‖Hα,σ

RN×RN
,

where ‖DN(J, ψ)‖L(Hα,σ

RN,RN
×Hα,σ

RN×RN
) < ∞. Thus Φ is a contraction for η suffi-

ciently small.
�

Solving (5.37) by the Contraction Mapping Theorem we obtain J = J(p, q)
and ψ = ψ(p, q) of order O(η) that satisfy the first two equations in (5.28).
Inserting J = J(p, q) and ψ = ψ(p, q) in the third and in the fourth equations,
one obtains {

q̇ − Ω̃p =: εN1(p, q)

ṗ+ Ω̃q =: −εN2(p, q) ,
(5.39)

where
ε := η3 , (5.40)

N1(p, q) := diag
(
BJ(p, q)

)
p+ η∂pG̃(p, q)

+∂p̂K̃(I0 + ηJ(p, q), ω̃t+ ηψ(p, q), ηp, ηq) (5.41)

and

N2(p, q) := diag
(
BJ(p, q)

)
q + η∂qG̃(p, q)

+∂q̂K̃(I0 + ηJ(p, q), ω̃t+ ηψ(p, q), ηp, ηq) . (5.42)

We can rewrite the equations of motion (5.39) in the form

L(p, q) + εN (p, q) = 0

where N = (−N1, N2) and

L(p, q) :=

(
q̇ − Ω̃p

ṗ+ Ω̃q

)
. (5.43)

Note that by (5.30) and Theorem 5.3.1

N ∈ A(Hα,σ
`a,s×`a,s , H

α,σ
`a,s+1×`a,s+1) . (5.44)
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5.4 Linearized equation

Let be (p0, q0) ∈ Hα,σ
`a,s×`a,s close to the origin. Linearizing the operator (5.39)

in a neighborhood of (p0, q0) and denoting by (p, q) the increments, we obtain

L
[
p
q

]
:=

(
q̇ − Ω̃p− ε∂pN1(p0, q0)[p]− ε∂qN1(p0, q0)[q]

ṗ+ Ω̃q + ε∂pN2(p0, q0)[p] + ε∂qN2(p0, q0)[q]

)
. (5.45)

Let
w0 := (I0 + ηJ(p0, q0), ω̃t+ ηψ(p0, q0), ηp0, ηq0) . (5.46)

We have

∂pN1(p0, q0)[p] = diag
(
BJ(p0, q0)

)
p+ diag

(
BĴp

)
p0 + η∂2

ppG̃(p0, q0)p

+η∂2
p̂IK̃(w0)Ĵp + η∂2

p̂φK̃(w0)ψ̂p + η∂2
p̂p̂K̃(w0)p ,

where
Ĵp := ∂pJ(p0, q0)[p] and ψ̂p := ∂pψ(p0, q0)[p] .

Analogously,

∂qN1(p0, q0)[q] = diag
(
BĴq(p0, q0)

)
p0 + η∂2

pqG̃(p0, q0)q

+η∂2
p̂IK̃(w0)Ĵq + η∂2

p̂φK̃(w0)ψ̂q + η∂2
p̂q̂K̃(w0)q ,

where
Ĵq := ∂qJ(p0, q0)[q] and ψ̂q := ∂qψ(p0, q0)[q] .

In the same way

∂pN2(p0, q0)[p] = diag
(
BĴp(p0, q0)

)
q0 + η∂2

pqG̃(p0, q0)p

+η∂2
q̂IK̃(w0)Ĵp + η∂2

q̂φK̃(w0)ψ̂p + η∂2
p̂q̂K̃(w0)p .

Finally

∂qN2(p0, q0)[q] = diag
(
BJ(p0, q0)

)
q + diag

(
BĴq

)
q0 + η∂2

qqG̃(p0, q0)q

+η∂2
q̂IK̃(w0)Ĵq + η∂2

q̂φK̃(w0)ψ̂q + η∂2
q̂q̂K̃(w0)q .

Shortly, we can rewrite (5.45) in the following way

L
[
p
q

]
:=

(
q̇ − Ω̃p

ṗ+ Ω̃q

)
+ εΛ

[
p
q

]
, (5.47)

where

Λ(p0, q0)

[
p
q

]
:= DN (p0, q0)

[
p
q

]
:=

(
−∂pN1(p0, q0)[p]− ∂qN1(p0, q0)[q]
∂pN2(p0, q0)[p] + ∂qN2(p0, q0)[q]

)
. (5.48)
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Our aim is to prove that Λ belongs to Lα,σ(`a,s × `a,s, `a,s+1 × `a,s+1) (recall
Definition 5.1.9). Note that

p 7−→ diag
(
BJ(p0, q0)

)
p ∈ Lα,σ(`a,s, `a,s+1) (5.49)

is a product operator. In fact, J(p0, q0) ∈ Hα,σ
RN and, from the definition of B

one has
(J, p) 7−→ diag(BJ)p ∈ L(RN × `a,s, `a,s+1) ,

from which it follows that

diag
(
BJ(p0, q0)

)
∈ Hα,σ

L(`a,s,`a,s+1) .

Moreover, by the same arguments and by (4.18), we have that

Ĵ 7−→ diag(BĴ)p0 ∈ Lα,σ(RN , `a,s+1) ; (5.50)

p 7−→ ∂2
ppG(p0, q0)p ∈ Lα,σ(`a,s, `a,s+1) ; (5.51)

Ĵ 7−→ ∂2
p̂IK̃(w0)Ĵ ∈ Lα,σ(RN , `a,s+1) ; (5.52)

ψ̂ 7−→ ∂2
p̂φK̃(w0)ψ̂ ∈ Lα,σ(RN , `a,s+1) ; (5.53)

p 7−→ ∂2
p̂p̂K̃(w0)p ∈ Lα,σ(`a,s, `a,s+1) , (5.54)

and, in particular, they are all “product operators” in the sense of Remark
5.1.13. But Ĵp and ψ̂p are not product operators. Moreover we note that the
following proposition holds and we will prove it later:

Proposition 5.4.1. It results that

p 7−→ ∂pJ(p0, q0)[p] ∈ Lα,σ(`a,s,RN)

and, analogously,

p 7−→ ∂pψ(p0, q0)[p] ∈ Lα,σ(`a,s,RN) .

By using Proposition 5.4.1 and (5.49)-(5.54) it follows that

Proposition 5.4.2. Let be r > 0 small enough. Then

Λ = Λ(p0, q0) ∈ Lα,σ(`a,s × `a,s, `a,s+1 × `a,s+1) ,

and |||Λ||| ≤ C(r) for all ‖(p0, q0)‖Hα,σ
`a,s×`a,s

≤ r.

proof. The thesis follows by using (5.49)-(5.54) and Theorem 5.1.12.
�

Nothing remains but to prove Proposition 5.4.1. Deriving (5.38) in the point
(p0, q0) with respect to p we can implicitly deduce the expression for Ĵp and

ψ̂p: (
Ĵp
ψ̂p

)
= ג

(
∂J J̃(w])[Ĵp] + ∂ψJ̃(w])[ψ̂p] + ∂pJ̃(w])[p]

∂J ψ̃(w])[Ĵp] + ∂ψψ̃(w])[ψ̂p] + ∂pψ̃(w])[p]

)
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= M1

(
Ĵp
ψ̂p

)
+M2[p]

where

M1

(
Ĵ

ψ̂

)
:= ג

(
∂J J̃(w])[Ĵ ] + ∂ψJ̃(w])[ψ̂]

∂J ψ̃(w])[Ĵ ] + ∂ψψ̃(w])[ψ̂]

)
, (5.55)

M2[p] := ג
(
∂pJ̃(w])[p]

∂pψ̃(w])[p]

)
, (5.56)

and w] :=
(
J(p0, q0), ψ(p0, q0); p0, q0

)
. Hence, being

(I−M1)

[
Ĵp
ψ̂p

]
= M2[p] ,

one gets (
Ĵp
ψ̂p

)
=

∞∑
m=0

Mm
1

[
M2[p]

]
.

We need two technical lemmata.

Lemma 5.4.3. Let be M1 as in (5.55). It results

M1,M
m
1 ,

∞∑
m=0

Mm
1 ∈ Lα,σ(RN × RN ,RN × RN) ,

and |||M1||| � 1.

proof. We have that ג ∈ Lα,σ(RN × RN ,RN × RN) and we have just seen
that |||ג||| ≤ constτ in (5.36). Moreover, being (recall (5.32))(

∂J J̃(w])
)
[Ĵ ](t) = η4∂2

IIK̃(w0(t))Ĵ(t)

a product operator of norm ||| · ||| ≤ constη4, we obtain that |||M1||| ≤ constη2.
Since Lα,σ(RN × RN ,RN × RN) is a Banach space, one gets that

∑∞
m=0M

m
1

converges.
�

Lemma 5.4.4. Let be M2 as in (5.56). Then

p 7−→M2[p] ∈ Lα,σ(`a,s,RN × RN)

and |||M2||| ≤ constη.

proof. We have that (recall (5.32))(
∂pJ̃(w])

)
[p](t) = η3Btp0(t)p(t) + η4∂2

Ip̂K̃(w0(t))p(t) ,

is a product operator. This operator belongs to Lα,σ(`a,s,RN ×RN) with norm
||| · ||| ≤ constη bounded as above. �
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For the other components we should prove analogous Lemmata by using that
the following (

∂J ψ̃(w])
)
[Ĵ ](t) = −η4∂2

φIK̃(w0(t))Ĵ(t)(
∂ψJ̃(w])

)
[ψ̂](t) = η4∂2

φIK̃(w0(t))ψ̂(t)(
∂ψJ̃(w])

)
[ψ̂](t) = −η4∂2

φφK̃(w0(t))ψ̂(t)

and (
∂pψ̃(w])

)
[p](t) = −η4∂2

φp̂K̃(w0(t))p(t) ,(
∂qJ̃(w])

)
[q](t) = η3Btq0(t)q(t) + η4∂2

Iq̂K̃(w0(t))q(t) ,(
∂qψ̃(w])

)
[q](t) = −η4∂2

φq̂K̃(w0(t))q(t)

are product operators.
Now we can easily write the proof of the Proposition.
Proof [of Proposition 5.4.1]. It follows directly from Lemma 5.4.3 and Lemma
5.4.4.

�
By Proposition 5.4.2 we can write the operator (5.45) in the following form

L
(
p
q

)
=:


∑
k≥1

(
− k

τ
qk − Ω̃pk − ε

∑
`≥1

(
Λ11
k,`p` + Λ12

k,`q`
))

sin(kt/τ)

∑
k≥0

(
k

τ
pk + Ω̃qk + ε

∑
`≥1

(
Λ21
k,`p` + Λ22

k,`q`
))

cos(kt/τ)


(5.57)

for suitable

Λij
k,` = Λij

k,`(p0, q0) ∈ L(`a,s, `a,s+1) , i, j ∈ {1, 2} , (5.58)

satisfying

sup
`

∑
k

e2α|k−`||k − `|2σ∗
(
‖Λ11

k,`‖2 + ‖Λ12
k,`‖2 + ‖Λ21

k,`‖2 + ‖Λ22
k,`‖2

)
<∞ (5.59)

for any ‖(p0, q0)‖Hα,σ
`a,s×`a,s

≤ r, r small enough.

5.5 Nash–Moser scheme

Let us fix an increasing sequence Ln → ∞. Let us consider the orthogonal
splitting Ws,α,σ = W

(n)
s,α,σ ⊕W (n)⊥

s,α,σ where

W (n)
s,α,σ :=

{
(p, q) s.t. p =

Ln∑
k=1

pk sin(kt/τ) , q =
Ln∑
k=0

qk cos(kt/τ) , pk, qk ∈ `a,s
}

(5.60)
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and

W (n)⊥
s,α,σ:=

{
(p, q) s.t. p =

∑
k>Ln

pk sin(kt/τ) , q =
∑
k>Ln

qk cos(kt/τ) , pk, qk ∈ `a,s
}
.

Define the operators

Pn : Ws,α,σ → W (n)
s,α,σ , P⊥n : Ws,α,σ → W (n)⊥

s,α,σ (5.61)

acting on ξ := (p, q) in this way:

Pnξ :=
(
(p1, q1), (p2, q2), . . . , (pLn , qLn), 0, 0, . . .

)
and, analogously,

P⊥n ξ :=
(
0, . . . , 0, (pLn+1, qLn+1), (pLn+2, qLn+2), . . .

)
.

Define also

P n+1
n ξ := (Pn+1 − Pn)ξ =

(
0, . . . , 0, (pLn+1, qLn+1), . . . , (pLn+1 , qLn+1 , ), 0, . . .

)
.

Consider Ws,α,σ endowed with the norm

‖ξ‖2
s,α,σ :=

∑
k

e2α|k||k|2σ∗
(
‖pk‖2

a,s + ‖qk‖2
a,s

)
, (5.62)

where ‖ · ‖a,s is the norm of `a,s defined in (4.1).

Lemma 5.5.1. Let be α > α′, then

‖ξ‖s,α′,σ ≤ e−(α−α′) (Ln+1)‖ξ‖s,α,σ , ∀ ξ ∈ W (n)⊥
s,α,σ .

proof. From the definition of the norm (5.62) and since ξ ∈ W (n)⊥
s,α,σ , one has

‖ξ‖2
s,α′,σ =

∑
k>Ln

e2α′k|k|2σ∗
(
‖pk‖2

a,s + ‖qk‖2
a,s

)
=

∑
k>Ln

e2αk|k|2σ∗
(
‖pk‖2

a,s + ‖qk‖2
a,s

)
e−2(α−α′)k

≤ e−2 (α−α′)(Ln+1)‖ξ‖2
s,α,σ .

�

Lemma 5.5.2. Let α > α′ and σ′ > σ. Then

‖h‖s,α′,σ′ ≤ c(σ, σ′)

(
1

α− α′

)(σ′−σ)

‖h‖s,α,σ . (5.63)
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proof. Let us estimate

‖h‖2
s,α′,σ′ =

Ln∑
k=1

e2α′kk2σ′‖hk‖2
a,s =

Ln∑
k=1

e2αkk2σ‖hk‖2
a,se

2k(α′−α)k2(σ′−σ)

≤
Ln∑
k=1

e2αkk2σ‖hk‖2
a,s max

k

(
e2k(α′−α)k2(σ′−σ)

)
≤ ‖h‖2

α,σe
2(σ−σ′)

(
σ′ − σ
α− α′

)2(σ′−σ)

=
(
c(σ, σ′)

)2‖h‖2
s,α,σ

(
1

α− α′

)2(σ′−σ)

, (5.64)

where c(σ, σ′) = e(σ−σ′)(σ′ − σ)(σ′−σ).
�

Let us consider the projection Pn on the space W
(n)
s,α,σ, defined in (5.60), of the

linearized operator L(p, q) defined in (5.57), for (p, q) ∈ W (n)
s,α,σ, namely

L(n)(p, q) := PnL(p, q) . (5.65)

5.5.1 Melnikov condition and invertibility

For any ξ0 = (p0, q0) ∈ Hα,σ
`a,s×`a,s , we define the not symmetric operator Mk

=Mk(p0, q0) : `a,s × `a,s −→ `a,s+1 × `a,s+1

Mk =Mk(p0, q0) :=

(
M11

k M12
k

M21
k M22

k

)
, (5.66)

where

2M11
k := Λ11

k,k + Λ12
k,k + Λ21

k,k + Λ22
k,k

2M12
k := Λ11

k,k − Λ12
k,k + Λ21

k,k − Λ22
k,k

2M21
k := −Λ11

k,k − Λ12
k,k + Λ21

k,k + Λ22
k,k

2M22
k := −Λ11

k,k + Λ12
k,k + Λ21

k,k − Λ22
k,k . (5.67)

Let us define γ := ωε with 0 < ε < ν − 1, 1 < ν < 2. We summarize the set of
parameters that we are using:

$ := 2πT−1 = τ−1 = η2 , ε := ω3/2 = η3 , γ := ωε , 0 < ε < ν − 1 < 1.
(5.68)

Definition 5.5.3 (First order Melnikov conditions). Let 1 < ν < 2, n ∈ N,
$∗ > 0 and ξ0 = (p0, q0) ∈ Hα,σ

`a,s×`a,s. Let(
M22

k

)
jj

(ξ0) := 〈M22
k (ξ0)ej, ej〉`a,s×`a,s
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with ej the standard orthonormal basis of `a,s × `a,s. Define the open set

∆ν
n(ξ0) :=

{
$ ∈ (0, $∗) s.t.

∣∣∣$k − Ω̃j + ε
(
M22

k (ξ0)
)
jj

∣∣∣ > $1+εγn
|j|ν

,

|$k − j| > $1+ε

|j|ν
, ∀ j ≥ 1, ∀ 1 ≤ k ≤ Ln

}
,

where

γn =

(
1 +

1

2n+1

)
. (5.69)

For the reminder of this section, we will denote, for brevity, W
(n)
s,α,σ by W

(n)
α,σ

since all the considerations are independent of the parameter s. In the same
way we denote ‖ · ‖s,α,σ = ‖ · ‖α,σ where there is no ambiguity about the
parameter s.
Let us choose Ln = 4n. Define α0 = ᾱ.

αn = αn−1 −
α0

2n+1
.

It results that

αn = α0

(
1−

n+1∑
j=2

1

2j

)
(5.70)

so that αn → α0/2.

The following Lemma is crucial for the iterative scheme. Its proof is the real
core of the issue and it will be proved in the following sections.

Lemma 5.5.4 (Invertibility). If ξ is “sufficiently” small then for all n ≥ 1

and $ ∈ ∆ν
n(ξ) there exist operators G(n) ($, ·) : W

(n)
s,αn,σ −→ W

(n)
s,αn,σ such that,

for any h ∈ W (n)
s,αn,σ, it results

∥∥G(n)($, ξ)[h]
∥∥
αn,σ
≤


C0 ‖h‖αn,σ, if Ln ≤ τ/2;

C0

γ τ ν−1
(Ln)ν ‖h‖αn,σ , if Ln > τ/2.

(5.71)

Moreover
L(n)G(n)h = h , ∀h ∈ W (n)

s,αn,σ , (5.72)

where L(n) := PnL.

5.5.2 Iteration

From (5.70), we have that

αn+1 − αi = α0

( i+1∑
j=2

1

2j
−

n+2∑
j=2

1

2j

)
= −α0

n+2∑
j=i+2

1

2j
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= − α0

2i+2

n−i∑
j=0

1

2j
≤ − α0

2i+2
. (5.73)

Let ξn =
∑n

i=1 hi for certain hi ∈ W (i)
αi,σ satisfying

‖hi‖αi,σ ≤ c0η
3 e−χ

iα0/8 , 1 < χ < 2. (5.74)

Since, by (5.63) and (5.74),

‖ξn‖αn+1,σ+ 2ν+1
ν+1

≤
n∑
i=1

‖hi‖αn+1,σ+ 2ν+1
ν+1
≤ c(ν, α0, σ)

n∑
i=1

2(i+2) 2ν+1
ν+1 ‖hi‖αi,σ

≤ c(ν, α0, σ)c0 η
3

n∑
i=1

(
2i+2

) 2ν+1
ν+1 e−χ

iα0/8 , (5.75)

from (5.75), it follows that

‖ξn‖αn+1,σ+ 2ν+1
ν+1
≤ const(ν, α0, σ) c0η

3 . (5.76)

Now, by Theorem 5.1.6, if ‖ξn‖αn+1,σ+ 2ν+1
ν+1
≤ r then,

∥∥N (ξn)
∥∥
s+1,αn+1,σ+ 2ν+1

ν+1

≤ M
∑
m≥0

(‖ξn‖s,αn+1,σ+ 2ν+1
ν+1

r

)m
≤ const , (5.77)

where const = const(a, s, ν, α0, σ) and, in the same way,∥∥DN (ξn)
∥∥

op
≤ const(a, s, ν, α0, σ) (5.78)

where the operatorial norm is on the space

Lαn+1,σ+ 2ν+1
ν+1 (`a,s × `a,s, `a,s+1 × `a,s+1)

and it is bounded by Proposition 5.4.2 (recall (5.48)).

Lemma 5.5.5 (Iterative Lemma). Let be ξ0 = 0, A0 := (0, $∗). Then there
exists a sequence of open sets An ⊆ An−1 ⊆ . . . ⊆ A0 and a ξn = ξn($),

ξn ∈ W (n)
αn,σ defined for $ ∈ An with

An :=
{
$ ∈ An−1 s.t. $ ∈ ∆ν

n(ξn−1)
}
. (5.79)

ξn($) =
∑n

i=1 hi($), where hn ∈ W (n)
αn,σ is defined as

hn := −G(n)
[
Lξn−1 + εPnN (ξn−1)

]
, (5.80)

h0 = ξ0 = 0 and

‖hn‖αn,σ ≤ c0 εe
−χnα0/8 , 1 < χ < 2 , (5.81)

for a large enough constant c0. Moreover hn is differentiable with respect to η
in the open set An with

‖∂$hn‖αn,σ ≤ c0$
−1/2 e−χ̃

nα0/8 , 1 < χ̃ < χ . (5.82)
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Remark 5.5.6. Note that, from (5.81) this estimate on the ξn follows

‖ξn‖αn,σ ≤ c0 ε
n∑
i=1

e−χ
iα0/8 ≤ const ε

and from (5.82), we have that

‖∂$ξn‖αn,σ ≤
n∑
i=1

‖∂$hi‖αn+1,σ ≤ const$−1/2 .

proof. Notice that, by (5.72) and (5.80),

−L(n)hn = Lξn−1 + εPnN (ξn−1) . (5.83)

We are going to prove that (5.81) and (5.82) holds for hn+1 by induction. Using
that

Pn+1N (ξn)− Pn+1N (ξn−1) = Pn+1DN (ξn−1)[h] +R(hn)

with R(hn) = O(‖hn‖2
αn,σ), one has

hn+1 = −G(n+1)
[
Lξn + εPn+1N (ξn)

]
= −G(n+1)

[
Lξn + εPn+1N (ξn−1) + εPn+1DN (ξn−1)[hn] + εR(hn)

]
= −G(n+1)

[
Lξn−1+Lhn+εPn+1N (ξn−1)+εPn+1DN (ξn−1)[hn]+εR(hn)

]
= −G(n+1)

[
Lξn−1 + εPnN (ξn−1) + Lhn + εPnDN (ξn−1)[hn]+εR(hn)

−εPnN (ξn−1) + εPn+1N (ξn−1)

−εPnDN (ξn−1)[hn] + εPn+1DN (ξn−1)[hn]
]

= −G(n+1)
[
− εPnN (ξn−1) + εPn+1N (ξn−1)

−εPnDN (ξn−1)[hn] + εPn+1DN (ξn−1)[hn] + εR(hn)
]

= −εG(n+1)
[
P n+1
n N (ξn−1) + P n+1

n DN (ξn−1)[hn] +R(hn)
]
, (5.84)

where we used (5.83) and that

L(n)hn = Lhn + εPnDN (ξn−1)[hn] , (5.85)

from the definition of L(n). Notice that, from (5.73),

(Ln + 1)(αn − αn+1) = (4n + 1)
α0

2n+2
≥ α0

4
2n . (5.86)

By the Lemma of invertibility 5.5.4 and by Lemma 5.5.1 we have

‖hn+1‖αn+1,σ ≤ ε‖G(n+1)‖αn+1,αn+1

(
const ‖hn‖2

αn+1,σ
+ ‖P n+1

n N (ξn−1)‖αn+1,σ
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+‖P n+1
n DN (ξn−1)‖αn+1,σ‖hn‖αn+1,σ

)
≤ const ε‖G(n+1)‖αn+1,αn+1

(
c2

0 εe
−χnα0/4

+e−(Ln+1)(αn−αn+1)

+c0 εe
−(Ln+1)(αn−αn+1)−χnα0/8

)
≤ const ε‖G(n+1)‖αn+1,αn+1

(
c2

0εe
−χnα0/4 + e−2nα0/4

+c0εe
(−χn−2n+1)α0/8

)
, (5.87)

where we used the estimates on the nonlinearity (5.77) and (5.78). We now
choose c0 large enough and subsequently $ small enough such that

constC0

(
c2

0 εe
−χnα0/4 + e−2nα0/4 + c0 εe

(−χn−2n+1)α0/8
)
≤ c0e

−χn+1α0/8 , (5.88)

where C0 was defined in Lemma 5.5.4. Now fix n0 such that

constC0(Ln)ν
(
e−χ

nα0/4 + e−2nα0/4 + e(−χn−2n+1)α0/8
)
≤ e−χ

n+1α0/8 , (5.89)

for all n ≥ n0. Such n0 exists since χ < 2, Ln = 4n and recalling that
1/(γτ ν−1) = $ν−1−ε � 1. Taking $ small enough (equivalently τ large
enough) such that Ln0 ≤ τ/2, we have that, for all n ≥ n0, by (5.89),

const
C0

γτ ν−1
(Ln)ν

(
c2

0 εe
−χnα0/4 + e−2nα0/4 + c0 εe

(−χn−2n+1)α0/8
)

≤ c0e
−χn+1α0/8 , (5.90)

choosing c0 large enough and subsequently $ small enough. Finally, from
Lemma 5.5.4, (5.87), (5.88) and (5.90), it follows that

‖hn+1‖αn+1,σ ≤ c0 εe
−χn+1α0/8 ,

proving by induction (5.81).

Now we obtain a similar estimate for the derivative of hn with respect to η. In
particular we want to prove

‖∂ηhn‖αn ≤ c0e
−χ̃nα0/8 , 1 < χ̃ < χ . (5.91)

Using (5.72) in (5.84) we get

−L(n+1)hn+1 = ε
(
P n+1
n N (ξn−1) + P n+1

n DN (ξn−1)[hn] +R(hn)
)

(5.92)

where

R(hn) = Pn+1

(
N (ξn)−N (ξn−1)−DN (ξn−1)[hn]

)
= O(h2

n) . (5.93)
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Deriving (5.93) with respect to η, we have

∂η
(
R(hn)

)
= Pn+1

(
∂ηN(ξn) +DN (ξn)[∂ηξn]−DN (ξn−1)[∂ηξn−1]

−∂ηN (ξn−1)− ∂ηDN (ξn−1)[hn]−D2N (ξn−1)[∂ηξn−1, hn]

−DN (ξn−1)[∂ηhn]
)

= Pn+1

(
DN (ξn)[∂ηhn]−DN (ξn−1)[∂ηhn]

+DN (ξn)[∂ηξn−1]−DN (ξn−1)[∂ηξn−1]−D2N (ξn−1)[∂ηξn−1, hn]

+∂ηN (ξn)− ∂ηN (ξn−1)− ∂ηDN (ξn−1)[hn]
)
. (5.94)

From (5.94) we obtain

‖∂η
(
R(hn)

)
‖αn+1 ≤ const‖hn‖αn‖∂ηhn‖αn + const ‖hn‖2

αn + constε−1 ‖hn‖2
αn

≤ const c2
0 εe

−χnα0/8−χ̃nα0/8 . (5.95)

Deriving (5.92) with respect to η and recalling that η2 = $ and η3 = ε, we get

−∂ηL(n+1)∂ηhn+1 =
(
∂ηL(n+1)

)
hn+1

+P n+1
n

[
3$N (ξn−1) + ε∂ηN (ξn−1)

+εDN (ξn−1)[∂ηξn−1] + 3$DN (ξn−1)[hn]

+ε∂ηDN (ξn−1)[hn] + εD2N (ξn−1)[∂ηξn−1, hn]
]

+3$R(hn) + ε∂η
(
R(hn)

)
. (5.96)

From the definition of the linear operator L in (5.43), using (4.55) and noting
that by (4.53)

∂ηI0 = O(1/η3) , (5.97)

one has
∂ηL = O(η) +O(1/η) ,

hence we obtain
∂ηL(n+1) = O(η) +O(1/η) ,

namely
‖
(
∂ηL(n+1)

)
hn+1‖αn+1 ≤ constc0$e

−χn+1α0/8 . (5.98)

By (5.93) and (5.95) we get

‖3$R(hn) + ε∂η
(
R(hn)

)
‖αn+1 ≤ const c2

0 ε
2e−χ

nα0/8−χ̃nα0/8 . (5.99)

We now observe that the dominant term into the square brackets in (5.96) is
ε∂ηN (ξn−1), that can be estimated using (5.97):

‖ε∂ηN (ξn−1)‖αn ≤ const . (5.100)
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Using (5.98),(5.99),(5.100), (5.86) and Lemma 5.5.1, by (5.96) we have∥∥L(n+1)∂ηhn+1

∥∥
αn+1
≤ const

(
c0$e

−χn+1α0/8 + e−2nα0/4 + c2
0 ε

2e−χ
nα0/8−χ̃nα0/8

)
.

(5.101)
By (5.72) and (5.101) we get

‖∂ηhn+1‖αn+1 ≤ const‖G(n+1)‖αn+1,αn+1

(
c0$e

−χn+1α0/8

+e−2nα0/4 + c2
0 ε

2e−χ
nα0/8−χ̃nα0/8

)
. (5.102)

Arguing as above, we take c0 large enough and subsequently $ small enough
by (5.71) and (5.102) we obtain (5.91) by induction.
Finally, noting that ∂$η = 1

2
√
$

, we get (5.82). �

Corollary 5.5.7 (Solution of the equations of motion). Define

C :=
⋂
n≥0

An .

Suppose that $ ∈ C. Then
∑

i≥0 hi($) normally converges in W
(n)
α0/2,σ

to a

solution ξ($) of equation

Lξ + εN (ξ;$) = 0

with ‖ξ($)‖α0/2,σ ≤ const ε3 = const$3/2.

proof. By (5.81)

‖ξn+m − ξn‖α0/2,σ =

∥∥∥∥∥
n+m∑
i=1

hi −
n∑
i=1

hi

∥∥∥∥∥
α0/2,σ

=

∥∥∥∥∥
n+m∑
i=n+1

hi

∥∥∥∥∥
α0/2,σ

≤
∞∑

i=n+1

c0εe
−χiα0/8 .

It follows that ‖ξn − ξ‖α0/2,σ → 0. From (5.85) and (5.83), one has

L(n)hn = −Lhn − εPnDN (ξn−1)[hn] = Lξn−1 + εPnN (ξn−1) .

Taking the limit for n→∞ in the space W
(n)
s−1,α0/2,σ

, one gets that

Lξn−1 + εPnN (ξn−1) −→ Lξ + εN (ξ) .

Now we have to prove that

−Lhn − εPnDN (ξn−1)[hn] −→ 0

in the same space. Indeed,∥∥Lhn∥∥s−1,α0/2,σ
≤ ‖L‖s,s−1‖hn‖s,α0/2,σ −→ 0 ,

and, in the same way∥∥PnDN (ξn−1)[hn]
∥∥ ≤ ‖L‖s,s−1‖hn‖s,α0/2,σ −→ 0 .

�
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5.6 Evaluating the linearized operator

Consider the projection on the space of functions (5.60) of the linearized op-
erator in (5.57), namely (5.65). We obtain

L(n)

(
p
q

)
:=


Ln∑
k=1

(
−k
τ
qk − Ω̃pk

)
sin(kt/τ)

Ln∑
k=0

(
k

τ
pk + Ω̃qk

)
cos(kt/τ)

 (5.103)

+ε


−

Ln∑
k=1

( Ln∑
`=1

Λ11
k,`p` + Λ12

k,`q`

)
sin(kt/τ)

Ln∑
k=0

( Ln∑
`=1

Λ21
k,`p` + Λ22

k,`q`

)
cos(kt/τ)

 .

We want to invert the operator

L(n)

(
p
q

)
=

(
p̃
q̃

)
, (5.104)

where p̃ =
∑Ln

k=1 p̃k sin kt/τ and q̃ =
∑Ln

k=1 q̃k cos kt/τ . We obtain the following
relation between the kth–coefficients,

−
(
k

τ
qk + Ω̃pk

)
− ε

Ln∑
`=1

(
Λ11
k,`p` + Λ12

k,`q`

)
(
k

τ
pk + Ω̃qk

)
+ ε

Ln∑
`=1

(
Λ21
k,`p` + Λ22

k,`q`

)
 =

(
p̃k
q̃k

)
, (5.105)

for 1 ≤ k ≤ Ln. Thus, we reduce to invert (5.105).

Consider (a, b) ∈ Ŵ (n)
s,α,σ, where

Ŵ (n)
s,α,σ :=

{
(a, b) s.t. ‖(a, b)‖2

Ŵ
(n)
s,α,σ

:=
Ln∑
k=1

(
‖ak‖2

a,s + ‖bk‖2
a,s

)
e2kαk2σ <∞

}
,

(5.106)
with ak, bk ∈ `a,s. Now, let us transform the operator L(n)(p, q), in (5.105) into
the operator L̂(n) whose first component is the sum of the components q̃k − p̃k
while the second one is the sum q̃k + p̃k. Moreover, introduce the following
change of coordinates

ak := pk + qk , bk := pk − qk . (5.107)

In this coordinates, L(n) reads

[
L̂(n)

(
a
b

)]
k

:=


k

τ
ak + Ω̃ak

k

τ
bk − Ω̃bk


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+
ε

2



Ln∑
`=1

[(
Λ21
k,` + Λ11

k,`

)
(a` + b`) +

(
Λ22
k,` + Λ12

k,`

)
(a` − b`)

]
Ln∑
`=1

[(
Λ21
k,` − Λ11

k,`

)
(a` + b`) +

(
Λ22
k,` − Λ12

k,`

)
(a` − b`)

]

 ,

namely

[
L̂(n)

(
a
b

)]
k

=


(
k

τ
+ Ω̃ + εΛ̂11

k,k

)
ak + εΛ̂12

k,kbk

εΛ̂21
k,kak +

(
k

τ
− Ω̃ + εΛ̂22

k,k

)
bk

 (5.108)

+ε



Ln∑
`=1 ,` 6=k

[
Λ̂11
k,`a` + Λ̂12

k,`b`

]
Ln∑

`=1 ,` 6=k

[
Λ̂21
k,`a` + Λ̂22

k,`b`

]


, 1 ≤ k ≤ Ln . (5.109)

where, for simplicity,

2Λ̂11
k,` := Λ21

k,` + Λ11
k,` + Λ22

k,` + Λ12
k,`

2Λ̂12
k,` := Λ21

k,` + Λ11
k,` − Λ22

k,` − Λ12
k,`

2Λ̂21
k,` := Λ21

k,` − Λ11
k,` + Λ22

k,` − Λ12
k,` (5.110)

2Λ̂22
k,` := Λ21

k,` − Λ11
k,` − Λ22

k,` + Λ12
k,` .

In this way, (5.105) reads

L̂(n)

(
a
b

)
=

(
−b̃
ã

)
,

where ã, b̃ are such that ãk = p̃k + q̃k and b̃k = p̃k − q̃k. Thus, we reduce to
invert

L̂(n)

(
a
b

)
= L̂(n)

1

(
a
b

)
+ ε L̂(n)

2

(
a
b

)
(5.111)

where L̂(n)
1 is the right hand side of (5.108), while L̂(n)

2 is defined in (5.109).
Denote

y :=

(
a
b

)
, ỹ :=

(
−b̃
ã

)
. (5.112)

where (a, b) =
(
(a1, b1), . . . , (aLn , bLn)

)
∈ (`a,s)2Ln , with ‖(a, b)‖

Ŵ
(n)
s,α,σ

defined

in (5.106). Hence we can write the kth-coefficient in (5.111) as[
L̂(n)(y)

]
k

=: Dky + ε
[
Ľ(n)

]
k
y , 1 ≤ k ≤ Ln , (5.113)
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where

Dk :=
k

τ

(
I 0
0 I

)
+

(
Ω̃ 0

0 −Ω̃

)
+ εMk , (5.114)

with Mk defined in (5.66) (recall (5.67) and (5.110)) and

[
Ľ(n)

]
k
y :=

Ln∑
`=1 ,` 6=k

(
Λ̂11
k,` Λ̂12

k,`

Λ̂21
k,` Λ̂22

k,`

)(
a`
b`

)
=:

Ln∑
`=1 ,` 6=k

Λ̂k,` y` , 1 ≤ k ≤ Ln.

(5.115)
We have, 1 ≤ k, ` ≤ Ln,[

L̂(n)
]
k`

= Dkδk` + ε(1− δk`) Λ̂k,` =:
(
D(n)

)
k`

+ ε
(
T (n)

)
k`
. (5.116)

The idea to proceed to invert L̂(n) is to invert first the operator D(n) defined
in (5.116). Thereafter, we will give an estimate of the operator T (n) and show
that it is a little perturbation of D(n).

5.7 Diagonal term

In order to invert the operator D(n), we now analyze the spectral properties of
the operators

Sk := Ω + εMk (5.117)

where3

Ω :=

(
Ω̃ 0

0 −Ω̃

)
(5.118)

and Mk ∈ L(`a,s × `a,s, `a,s+1 × `a,s+1). This spectral analysis will enable us
to diagonalize D(n) (see subsection 5.7.3). Unfortunately it results thatMk is
not symmetric and this fact makes the spectral analysis very involved.

Remark 5.7.1. The operator Mk defined in (5.66), (5.67) and (5.57) is not
symmetric. This follows by the fact that the term Λ11

k,k − Λ22
k,k is different from

zero, as one can calculate. For example, Λ11
k,k contains the term 1

T

∫ T
0
∂2
ppK̃(w0),

with w0 defined in (5.46), which is different from zero since ∂2
ppK̃(w0(t)) is

even; on the other hand Λ22
k,k contains the term 1

T

∫ T
0
∂2
qqK̃(w0) 6= 0 and, as one

can verify, 1
T

∫ T
0
∂2
ppK̃(w0) 6= 1

T

∫ T
0
∂2
qqK̃(w0).

5.7.1 Diagonalization of Sk

Theorem 5.7.2. Let be r, ρ > 0. Let be X, Y, Z Banach spaces. Let be X0 :=
Br(x0), Y0 := Bρ(y0), F : Y0 × X0 −→ Z continuous such that F (y0, x0) = 0

3We introduce ε as a conventional parameter. In these notations, Mk will not depend
on it.
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and ∂yF : Y0×X0 −→ L(Y, Z) continuous. Suppose that T :=
[
∂yF (y0, x0)

]−1

exists, T : Z −→ Y , T ∈ L(Z, Y ) and

sup
x∈X0

‖F (y0, x)‖Z ≤
ρ

2‖T‖
, sup

(y,x)∈Y0×X0

‖I− T∂yF (y, x)‖L(Y,Y ) ≤
1

2
.

Then, there exists a unique g : X0 −→ Y0 such that F (g(x), x) ≡ 0, g(x0) = y0 .

Let be Ω̃ = diag{Ω̃i}i∈Ic with Ω̃i the shifted elliptic frequencies in (2.94).

Lemma 5.7.3. Let be Ω̃i as in (2.94). Then∣∣∣∣ i

Ω̃i − Ω̃j

∣∣∣∣ ≤ const j , ∀ j, i ∈ Ic .

proof. It results that |Ω̃i − Ω̃j| ≥ |j − i|/2. Hence

1

|Ω̃i − Ω̃j|
≤ 2

|j − i|
.

If i < j the thesis follows because i, j ≥ 1. Otherwise, if i ≥ j, denoting
k := i − j, we have to show that k + j ≤ const kj. Since j ≤ kj and k ≤ kj,
the thesis follows with const = 2.

�

Remark 5.7.4. From now on we fix s > 3.

Remark 5.7.5 (Notations). In this section, from now on, we will denote for
more clarity the norm and the scalar product in `a,s × `a,s by | · |s and 〈·, ·〉s
respectively. We will also denote by ‖ · ‖s1,s2 the operatorial norm of a linear
operator from `a,s1 × `a,s1 to `a,s2 × `a,s2.

Theorem 5.7.6. Let be Sk = Ω+εMk withMk : `a,s×`a,s −→ `a,s+1×`a,s+1,
as in (5.66). Then, there exists ε0 > 0, independent of k, such that, ∀ |ε| ≤ ε0

and ∀ k, j, there exist eigenvalues λkj(ε) and associated eigenvectors ϕkj(ε) ∈
`a,s × `a,s with |ϕkj|s = 1, such that Skϕkj = λkjϕkj.

proof. We will prove this theorem using the quantitative version of the
Implicit Function Theorem stated in Theorem 5.7.2.
Fix j. Let us define the function F : Y0 ×X0 → Z, acting as

F (v, λ; ε) :=

(
−Ωv − εMkv + λv,

|v|2s − 1

2

)
, v ∈ `a,s ,

where Y0 is the closed ball of radius ρ contained in the space Y := `a,s×`a,s×R,
X0 is the closed ball of radius r contained in the space X := R and, finally,
Z := `a,s−1 × `a,s−1 × R. We want to apply the Implicit Function Theorem
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to the function F in a neighborhood of (y0, x0) := (ej, Ω̃j, 0). We have that

∂yF (ej, Ω̃j, 0) ∈ L(Y, Z) and T :=
[
∂yF (ej, Ω̃j, 0)

]−1 ∈ L(Z, Y ).
Let us recall that, if ej is a basis of `a,s × `a,s then ẽj := jej is a basis of
`a,s−1 × `a,s−1. Let be v a vector, denote by vj := 〈ej, v〉s the jth–component
in the space `a,s × `a,s and by ṽj := 〈ej, v〉s the jth–component in the space
`a,s−1 × `a,s−1.
Compute

∂yF (ej, Ω̃j, 0)[w, µ] =
(
−Ωw + Ω̃jw + µej, 〈ej, w〉s

)
=

(
µej +

∑
i 6=j

(Ω̃j − Ω̃i)wiei, wj
)

=

(
µ

j
ẽj +

∑
i 6=j

Ω̃j − Ω̃i

i
wiẽi, wj

)
,

and, being T ◦ ∂yF = I, denoting ∂yF (ej, Ω̃j, 0)[w, µ] = (w̃, µ̃), one obtains

T [w̃, µ̃] =

(
µ̃ej +

∑
i 6=j

iw̃iei

Ω̃j − Ω̃i

, jw̃j

)
. (5.119)

Hence, by Lemma 5.7.3,

‖T‖2
s−1,s = sup

|w̃|s−1+|µ̃|2=1

(∣∣∣∣µ̃ej +
∑
i 6=j

iw̃iei

Ω̃j − Ω̃i

∣∣∣∣2
s

+ |jw̃j|2
)

= sup
|w̃|s−1+|µ̃|2=1

(
|µ̃|2 +

∑
i 6=j

(
iw̃iei

Ω̃j − Ω̃i

)2

+ j2w̃2
j

)

≤ sup
|w̃|s−1+|µ̃|2=1

(
|µ̃|2 + const j2

∑
i

w̃2
i

)
≤ const j2 ,

where in the last inequality we used that
∑

i w̃
2
i = |w̃|2s−1. It follows that

‖T‖s−1,s ≤ const j . (5.120)

We have to choose the radius ρ such that

sup
x∈X0

‖F (y0, x)‖Z ≤
ρ

2‖T‖s−1,s

.

It results F (y0, x) = F (ej, Ω̃j; ε) = (−εMkej, 0) and ‖F‖Z = ε|Mkej|s−1. In
particular, denoting by M = diag(j), j ≥ 1,

|Mkej|s−1 = |MkMM−1ej|s−1 ≤ ‖Mk‖s−2,s−1‖M‖s−1,s−2

≤ |M−1ej|s−1 =
‖Mk‖s−2,s−1

j2
,
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where we used that |M−1ej|s−1 = |ej/j|s−1 = |ẽj/j2|s−1 = 1/j2. Hence

‖F‖Z ≤
ε‖Mk‖s−2,s−1

j2
≤ ρ

2‖T‖s−1,s

,

where the last inequality holds if, by (5.120),

ρ := const
ε

ε0j
, (5.121)

where

ε0 := const min

{
1

‖Mk‖s,s
,

1

‖Mk‖s−2,s−1

}
. (5.122)

We note that ‖Mk‖s,s and ‖Mk‖s−2,s−1 are bounded by a constant inde-
pendent of k (recall (5.59),(5.66),(5.67)). Now, we have to compute (−I +
T∂yF )(v, λ; ε)[w, µ]. First, compute

∂yF (v, λ; ε)[w, µ] =
(
− Ω̃w + λw + µv − εMkw, 〈v, w〉s

)
=

(∑
i

(
λ− Ω̃i

i
wi +

µvi
i

)
ẽi −ε

∑
i

〈Mkw, ẽi〉s−1ẽi, 〈v, w〉s

)
.

Hence, we obtain

− (w, µ) + T∂yF (v, λ; ε)[w, µ] =

=

(
− w + 〈v, w〉sej +

∑
i 6=j

(λ− Ω̃i)wi + µvi − εi〈Mkw, ẽi〉s−1

Ω̃j − Ω̃i

ei,

−µ+ (λ− Ω̃j)wj + µvj − εj〈Mkw, ẽj〉s−1

)

=

(
〈(v − ej), w〉sej +

∑
i 6=j

(λ− Ω̃i)wi + µvi − ε〈Mkw, ei〉s
Ω̃j − Ω̃i

ei,

µ(vj − 1) + (λ− Ω̃j)wj − ε〈Mkw, ei〉s

)
,

where we used that 〈Mkw, ẽj〉s−1 = 〈Mkw, ej〉s. We write∥∥I− T∂yF (v, λ; ε)
∥∥2

L(Y,Y )
= sup

|w̃|s−1+|µ̃|2=1

∣∣∣− (w, µ) + T∂yF (v, λ; ε)[w, µ]
∣∣∣2
s

≤ |v − ej|2s|w|2s

+ ct
∑
i 6=j

|λ− Ω̃i|2w2
i + |µ|2v2

i + ε2|〈Mkw, ei〉s|2

(Ω̃j − Ω̃i)2

+ |µ|2|1− vj|2 + |λ− Ω̃j|2w2
j + ε2|〈Mkw, ej〉s|2

≤ const ρ2|w|2s + const |µ|2ρ2
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+ ε2‖Mk‖2
s,s

(
1 + const

∑
i 6=j

1

(j − i)2

)
≤ const

(
ρ2 + ε2‖Mk‖2

s,s

)
,

where we used that |Ω̃j − Ω̃i| ≥ const > 0 and
∑

i 6=j
1

(j−i)2 ≤ const. By (5.122)
we have that ∥∥I− T∂yF (v, λ; ε)

∥∥2

L(Y,Y )
≤ 1

4
,

and, from the Implicit Function Theorem 5.7.2, the thesis follows.
�

Remark 5.7.7. We notice that ϕk1, . . . , ϕkj, . . . is a “basis” for `a,s × `a,s but
it is not orthonormal, in the sense that, given y ∈ `a,s × `a,s, namely given
(y1, . . . , yj, . . .) with

∑
i y

2
i = |y|2s < ∞ such that y =

∑
i yiei, then there exist

(ŷ1, . . . , ŷj, . . .), with
∑

i ŷ
2
i <∞ such that y =

∑
i ŷiϕki and viceversa.

In particular, from Theorem 5.7.6, using (5.121), we obtain the following
asymptotic estimate for the eigenvalues

|λkj(ε)− Ω̃j| ≤ ρ ≤ const
ε

j
, j ∈ Ic , (5.123)

and for the eigenvectors

|ϕkj(ε)− ej|s ≤ ρ ≤ const
ε

j
, j ∈ Ic . (5.124)

Now we give an improvement to these estimates.

5.7.2 Asymptotic estimate for the eigenvalues

By Theorem 5.7.6 we found eigenvalues ϕkj and eigenvectors λkj of the operator
Sk such that Skϕkj = λkjϕkj. Deriving this expression on ε and recalling
(5.117), we obtain

Mkϕkj + Skϕ
′
kj = λ′kjϕkj + λkjϕ

′
kj . (5.125)

Since 〈ϕkj, ϕ′kj〉s = 0, multiplying by ϕkj we have, λ′kj = 〈Mkϕkj, ϕkj〉s +
〈Skϕ′kj, ϕkj〉s , Let us note that 〈Skϕkj, ϕ′kj〉s = λkj〈ϕkj, ϕ′kj〉s = 0, hence, by
using (5.117),

〈Skϕ′kj, ϕkj〉s = 〈Skϕ′kj, ϕkj〉s − 〈Skϕkj, ϕ′kj〉s
= 〈Ωϕ′kj, ϕkj〉s − 〈Ωϕkj, ϕ′kj〉s

+ε
(
〈Mkϕ

′
kj, ϕkj〉s − 〈Mkϕkj, ϕ

′
kj〉s
)
,

from which it follows that

λ′kj =Mk〈ϕkj, ϕkj〉s + ε
(
〈Mkϕ

′
kj, ϕkj〉s − 〈Mkϕkj, ϕ

′
kj〉s
)
. (5.126)
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Let us consider (5.125). Define Πkj the projection on Ekj := 〈ϕkj〉⊥. It follows
that

Πkj(Sk − λkj)ϕ′kj = −ΠkjMkϕkj . (5.127)

Let be

Bkj :=
(

Πkj(Sk − λkj)
)∣∣

Ekj
, Bkj : Ekj → Ekj . (5.128)

Notice that

Ekj :=

{
y =

∑
i

ŷiϕki s.t. ŷj = −
∑
i 6=j

ŷidi,j

}
, (5.129)

where di,j := 〈ϕki, ϕkj〉s. In particular, we can write

〈ϕki, ϕkj〉s = 〈ei, ej〉s + 〈ϕki − ei, ej〉s + 〈ei, ϕkj − ej〉s
+〈ϕkj − ej, ϕki − ei〉s

= δij +O
(ε
i

)
+O

(
ε

j

)
+O

(
ε2

ij

)
= δij +O(ε) ,

namely
dij = δij +O(ε) . (5.130)

Lemma 5.7.8. The operator Bkj defined in (5.128) is invertible and

‖Bkj‖s,s ≤ const .

proof. Let be b a vector of `a,s × `a,s. By Remark 5.7.7 we can write b =∑
i b̂iϕki and by the definition of Πkj, we have Πkjb := b − 〈b, ϕkj〉sϕkj. It

follows that

Πkj

(∑
i

b̂iϕki

)
=
∑
i

b̂iϕki −
(∑

i 6=j

b̂idi,j

)
ϕkj . (5.131)

Let be y, b ∈ Ekj, we have to invert

Πkj(Sk − λkj)y = b . (5.132)

Since

y =
∑
i

ŷiϕki −
(∑

i 6=j

ŷidi,j

)
ϕkj ,

we obtain

(Sk − λkj)y =
∑
i

ŷi(Sk − λkj)ϕki −
(∑

i 6=j

ŷidi,j

)
(Sk − λkj)ϕkj

=
∑
i 6=j

ŷi(λki − λkj)ϕki .
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Since b ∈ Ekj, it is of the form (5.131). Hence, we get, from (5.132),

Bkjy = Πkj(Sk − λkj)y =
∑
i

ŷi(λki − λkj)ϕki −
(∑

i 6=j

ŷi(λki − λkj)di,j
)
ϕkj

=
∑
i

b̂iϕki −
(∑

i 6=j

b̂idi,j

)
ϕkj .

Thus

ŷi =
b̂i

λki − λkj
, ∀ i 6= j and ŷj = −

∑
i 6=j

ŷidi,j . (5.133)

From (5.133), it follows that |ŷi| ≤ const |b̂i| for all i 6= j, being |λki − λkj| ≥
const > 0, as it follows by (5.123). Moreover, using (5.130) and the Cauchy–
Schwarz inequality, we get

|ŷj| ≤
∑
i 6=j

|b̂i|
|λki − λkj|

|di,j| ≤ const ε
∑
i 6=j

|b̂i|
|λki − λkj|

≤ const ε

(∑
i 6=j

1

|λki − λkj|2

)1/2(∑
i 6=j

|b̂i|2
)1/2

≤ const ε
(∑

i 6=j

|b̂i|2
)1/2

.

Therefore, by Proposition 5.7.16, defining B−1
kj b := y =

∑
i ŷiϕki, one obtains

|B−1
kj b|s = |y|s =

∣∣∣∣∑
i

ŷiϕki

∣∣∣∣ ≤ 2
(∑

i

ŷ2
i

)1/2

≤ const
(∑

i

b̂2
i

)1/2

≤ const |b|s ,

from which it follows that

‖B−1
kj ‖s,s= sup

|b|s=1

|Bkjb|s ≤ const .

�

Lemma 5.7.9. Let be Mk the operator defined in (5.66) and let be ej an
orthonormal basis of `a,s × `a,s, then

|Mkej|s ≤
const

j
, j ∈ Ic .

proof. Since

‖MMk‖s,s = ‖MkM‖s,s ≤ ‖Mk‖s,s <∞ , (5.134)
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we get

|Mkej|s = |MkMM−1ej|s ≤ ‖MkM‖s,s|M−1ej|s

= ‖Mk‖s,s|ej j−1|s =
‖Mk‖s,s

j
≤ const

j
,

with constant independent of k (recall (5.59),(5.66),(5.67)).
�

Lemma 5.7.10. Let be ε suitably small such that Theorem 5.7.6 holds. Let be
{ϕkj}j∈Ic the eigenvectors of the operator Sk. Then

|ϕ′kj|s ≤
const

j
, j ∈ Ic .

proof. By Lemma 5.7.8 and from (5.127), it follows that

ϕ′kj = −B−1
kj ΠkjMkϕkj . (5.135)

Since, by hypothesis, Theorem 5.7.6 holds, ϕkj satisfy (5.124). Hence, from
(5.135), using Lemma 5.7.8, we get

|ϕ′kj|s ≤ ‖B−1
kj ‖s,s|Mkϕkj|s ≤ const

(
|Mkej|s + |Mk(ϕkj − ej)|s

)
≤ const

(
1

j
+
ε

j

)
≤ const

j
.

where in the last inequality we used Lemma 5.7.9.
�

Recall (5.126), we are going to study the asymptotic behavior of the eigenvalues
λkj.

Proposition 5.7.11. Let be ε suitably small such that Theorem 5.7.6 holds.
Let be {λkj}j∈Ic the eigenvalues associated to the eigenvectors {ϕkj}j∈Ic of the
operator Sk. Then∣∣λ′kj − 〈Mkej, ej〉s

∣∣ ≤ const
ε

j2
, j ∈ Ic , (5.136)

with constant independent of k.

proof. Recall the expression for λ′kj in (5.126). Using the linearity of the
scalar product, one obtains

〈Mkϕkj, ϕkj〉s = 〈Mkej, ej〉s + 〈Mkej, ϕkj − ej〉s +
〈
Mk(ϕkj − ej〉s, ej

〉
s

+
〈
Mk(ϕkj − ej), ϕkj − ej

〉
s
. (5.137)

By (5.124) and Lemma 5.7.9, we have∣∣∣〈Mkej, ϕkj − ej
〉
s

∣∣∣ ≤ |Mkej|s
const |ε|

j
≤ const |ε|

j2
. (5.138)
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Recalling that M = diag(j), by (5.124), (5.134) and Lemma 5.7.9, we get∣∣∣〈Mk(ϕkj − ej), ej
〉
s

∣∣∣ =
∣∣∣〈M−1MMk(ϕkj − ej), ej

〉
s

∣∣∣
=

∣∣∣〈MMk(ϕkj − ej),M−1ej
〉
s

∣∣∣
≤ ‖MMk‖s,s|ϕkj − ej|s|M−1ej|s

≤ const |ε|
j2

. (5.139)

In the same way∣∣∣〈Mk(ϕkj−ej), ϕkj−ej
〉
s

∣∣∣ ≤ ‖Mk‖s,s|ϕkj−ej|s|ϕkj−ej|s ≤
const ε2

j2
. (5.140)

Hence by (5.137), (5.138), (5.139), we get

〈Mkϕkj, ϕkj〉s = 〈Mkej, ej〉s +O
( |ε|
j2

)
. (5.141)

By (5.134), Lemma 5.7.9 and Lemma 5.7.10, we obtain∣∣〈Mkϕ
′
kj, ϕkj〉s

∣∣ =
∣∣∣〈M−1MMkϕ

′
kj, ϕkj

〉
s

∣∣∣
=

∣∣∣〈MMkϕ
′
kj,M

−1ϕkj
〉
s

∣∣∣ ≤ ‖MMk‖s,s|ϕ′kj|s|M−1ϕkj|s

≤ const

j

(
|Mej|s + |M−1(ϕkj − ej)|s

)
≤ const

j

(
1

j
+

const |ε|
j

)
≤ const

j2
. (5.142)

Analogously, by Lemma 5.7.9, Lemma 5.7.10 and by the linearity of the scalar
product, one has∣∣〈Mkϕkj, ϕ

′
kj〉s
∣∣ = |Mkϕkj|s|ϕ′kj|s

≤ const

j
|Mkϕkj|s ≤

const

j

(
|Mkej|s + |Mk(ϕkj − ej)|s

)
≤ const

j

(
1

j
+

const |ε|
j

)
≤ const

j2
. (5.143)

Hence from (5.126), by (5.141), (5.142), (5.143) we reach the final estimate
(5.136).

�
From (5.136), the asymptotic estimate for the eigenvalues follows:∣∣λkj − Ω̃j − ε〈Mkej, ej〉s

∣∣ ≤ const
ε2

j2
, j ∈ Ic , (5.144)

with constant independent of k.
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In order to prove the invertibility of the linear operator D(n), nothing remains
but to prove that its eigenvalues are different from zero. We reach an estimate
from below for the eigenvalues, in particular it is stated in the following lemma.
Let us define

µk,j :=
k

τ
− λkj .

Lemma 5.7.12. Let be η ∈ ∆ν
n(ξ), 1 < ν < 2. Then

αk := min
j≥1
|µk,j| ≥


const, if k ≤ τ/2;

γ τ ν−1

|k|ν
, if k > τ/2.

(5.145)

proof. From the first Melnikov condition in (5.5.3), being $ = 1/τ , we have,
since λkj satisfy (5.144) and ν < 2,

|µk,j| = |$k − λkj| =
∣∣∣∣$k − Ω̃j − ε〈Mkej, ej〉s +O

(
ε2

j2

)∣∣∣∣ ≥ γn$

jν
,

where γn has been defined in (5.69). We have that the αk := minj≥1 |µk,j| will
be achieved at j = j(k), i.e. j ≈ $k. Therefore, we get

min
j≥1
|µk,j| ≥

γn
$1−ν |k|ν

.

�
Let be ei the canonical basis of `a,s × `a,s. Let us define Vk : `a,s × `a,s −→
`a,s × `a,s the operator acting on y =

∑
yiei, as

Vk

(∑
i

yiei

)
:=
∑
i

yiϕki . (5.146)

Lemma 5.7.13. Vk in (5.146) are well defined.

proof. Let be y(n) :=
∑n

i=1 yiϕki. We have to show that y(n) is a Cauchy–
sequence, namely, if n > m, then |y(n)− y(m)|s → 0 when m→∞. By (5.124)
and using the Cauchy–Schwarz inequality, we obtain

|y(n) − y(m)|s =

∣∣∣∣ n∑
i=m+1

yiϕki

∣∣∣∣
s

=

∣∣∣∣ n∑
i=m+1

yiei +
n∑

i=m+1

yi(ϕki − ei)
∣∣∣∣
s

≤
∣∣∣∣ n∑
i=m+1

yiei

∣∣∣∣
s

+
n∑

i=m+1

|yi||ϕki − ei|s

≤
∣∣∣∣ n∑
i=m+1

yiei

∣∣∣∣
s

+

( n∑
i=m+1

|yi|2
)1/2( n∑

i=m+1

|ϕki − ei|2s
)1/2

≤
( n∑
i=m+1

y2
i

)1/2

+ const

( n∑
i=m+1

y2
i

)1/2( n∑
i=m+1

ε2

i2

)1/2
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= (1 + const ε)

( n∑
i=m+1

y2
i

)1/2

−→ 0 as m→∞ .

�

Proposition 5.7.14. The operators Vk in (5.146) are linear and continuous.
Moreover, Vk are invertible and

‖V −1
k ‖s,s ≤ const .

proof. First we prove the boundness of Vk. Let be y =
∑
yiei. Using the

Parseval identity and the Cauchy–Schwarz inequality, we have that

‖Vk‖s,s = sup
|y|s=1

|Vky|s = supP
y2i=1

∣∣∣∑
i

yiϕki

∣∣∣
s

≤ supP
y2i=1

(∣∣∣∑
i

yiei

∣∣∣
s

+
∣∣∣∑

i

yi(ϕki − ei)
∣∣∣
s

)

≤ supP
y2i=1

(
1 + ε

(∑
i

y2
i

)1/2(∑
i

1

i2

)1/2
)
≤ 1 + constε ≤ 2 ,

where we used (5.124). Moreover Vk are invertible. Indeed, defining Ṽk :=
Vk − I, namely Vk = I + Ṽk, then

‖Ṽk‖s,s = sup
|y|s=1

∣∣∣∑
i

yi(ϕki − ei)
∣∣∣
s
≤ sup
|y|s=1

∑
i

|yi||ϕki − ei|s

≤ const ε sup
|y|s=1

∑
i

|yi|
i
≤ const ε

(∑
i

y2
i

)1/2(∑
i

1

i2

)1/2

≤ const ε .

�

Remark 5.7.15. From Remark 5.7.7, it follows that y = Vkŷ where ŷ :=∑
i ŷiei and ŷ = V −1

k y.

The following proposition holds:

Proposition 5.7.16. Let be y ∈ `a,s × `a,s such that y =
∑

i ŷiϕki. Then

1

2

(∑
i

ŷ2
i

)1/2

≤ |y|s ≤ 2

(∑
i

ŷ2
i

)1/2

.

proof. By the Cauchy–Schwarz inequality, we have

|y|s =
∣∣∣∑

i

ŷiϕki

∣∣∣
s
≤
∣∣∣∑

i

ŷiei

∣∣∣
s

+
∣∣∣∑

i

ŷi(ϕki − ei)
∣∣∣
s

≤
(∑

i

ŷ2
i

)1/2

+

(∑
i

ŷ2
i

)1/2

const ε

(∑
i

1

i2

)1/2
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≤ (1 + const ε)

(∑
i

ŷ2
i

)1/2

≤ 2

(∑
i

ŷ2
i

)1/2

. (5.147)

Moreover

|y|s ≥
∣∣∣∑

i

ŷiei

∣∣∣
s
−
∣∣∣∑

i

ŷi(ϕki − ei)
∣∣∣
s
≥ (1− const ε)

(∑
i

ŷ2
i

)1/2

. (5.148)

The thesis follows from (5.147) and (5.148).
�

5.7.3 “Weighted asymmetric diagonalization” of D(n)

Let us define the operator

U (n) := diag`≤Ln


diagj

(
sign

(
`

τ
+ λ`j

))
0

0 diagj

(
sign

(
`

τ
− λ`j

))
 .

Lemma 5.7.17. We have that U (n) : Ŵ
(n)
s,αn,σ −→ Ŵ

(n)
s,αn,σ, ‖U (n)‖op = 1,

moreover U (n) is invertible with (U (n))−1 = U (n).

We now introduce the parameter 1/2 < δ < 1.

Remark 5.7.18. Such parameter will be chosen in the estimate on the small
divosors, see (5.191). We need this parameter δ to balance the asymmetry of
the operator D(n).

Define

Dk :=

 diagj

[
k

τ
+ λkj

]
0

0 diagj

[
k

τ
− λkj

]
 ,

and the operators

Z(n) := diagk≤LnVk|Dk|
−(1−δ) , Z̃(n) := diagk≤Ln|Dk|

−δV −1
k , (5.149)

where Vk are defined in (5.146) and, for any κ ∈ R,

|Dk|−κ :=


diagj

[∣∣∣∣kτ + λkj

∣∣∣∣−κ
]

0

0 diagj

[∣∣∣∣kτ − λkj
∣∣∣∣−κ
]
 . (5.150)
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Since, by (5.145), min
k≤Ln, j≥1

|k/τ − λkj| ≥ const(Ln), and, by (5.144), |k
τ
± λkj|

∼ j for j large, we have

Z(n) : Ŵ
(n)
s−1+δ,αn,σ

−→ Ŵ (n)
s,αn,σ , (5.151)

and
Z̃(n) : Ŵ (n)

s,αn,σ −→ Ŵ
(n)
s+δ,αn,σ

. (5.152)

Moreover we define the operators

(Z(n))−1 := diagk≤Ln|Dk|
1−δV −1

k , (Z̃(n))−1 := diagk≤LnVk|Dk|
δ . (5.153)

We have
(Z(n))−1 : Ŵ (n)

s,αn,σ −→ Ŵ
(n)
s−1+δ,αn,σ

(5.154)

and
(Z̃(n))−1 : Ŵ

(n)
s+δ,αn,σ

−→ Ŵ (n)
s,αn,σ . (5.155)

By definition we get that (Z(n))−1Z(n) and (Z̃(n))−1Z̃(n) coincide with the iden-

tity on W
(n)
s,αn,σ. Let us consider now the operators D(n)Z(n) : Ŵ

(n)
s−1+δ,αn,σ

−→ Ŵ
(n)
s−1,αn,σ and (Z̃(n))

−1
U (n) : Ŵ

(n)
s,αn,σ −→ Ŵ

(n)
s−δ,αn,σ. Noting that (5.146)

implies D
(n)
k Vk = VkDk, we conclude that D(n)Z(n) restricted to Ŵ

(n)
s,αn,σ coin-

cides with (Z̃(n))
−1
U (n).

Lemma 5.7.19 (“Diagonalization”). D(n)Z(n) |
Ŵ

(n)
s,αn,σ

= (Z̃(n))
−1
U (n).

5.8 Off-diagonal term

Remark 5.8.1. In this section we deal with the operator T (n) defined in
(5.116). We point out that T (n) is not a Toepliz operator but only a “quasi–
product operator” according to Definition 5.1.9.

Define
T̃ (n) := Z̃(n)T (n)Z(n) (5.156)

namely (
T̃ (n)

)
k`

:= |Dk|−δV −1
k Λ̂k,`V` |D`|−(1−δ) . (5.157)

We note that
T̃ (n) : Ŵ (n)

s,αn,σ −→ Ŵ (n)
s,αn,σ .

Then we define

Ξ(n) := U (n) + εT̃ (n) : Ŵ (n)
s,αn,σ −→ Ŵ (n)

s,αn,σ .

We want to prove that Ξ(n) is invertible. We need the following crucial lemma,
that will be proved on pg. 193.
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Lemma 5.8.2. ‖T̃ (n)‖op ≤ const γ−1τ with constant independent of n.

By Lemmata 5.7.17 and 5.8.2, Ξ(n) : Ŵ
(n)
s,αn,σ −→ Ŵ

(n)
s,αn,σ is invertible for ε

small enough (but independent of n). So we can define

Ĝ(n) := Z(n)(Ξ(n))
−1
Z̃(n) : Ŵ (n)

s,αn,σ −→ Ŵ (n)
s,αn,σ . (5.158)

It results that Ĝ(n) is the (right) inverse of L̂(n). Namely, even if L̂(n)Ĝ(n) is a

priori defined only from W
(n)
s,αn,σ into W

(n)
s−1,αn,σ, it results that

L̂(n)Ĝ(n)y = y , ∀ y ∈ W (n)
s,αn,σ . (5.159)

Recalling that L̂(n) = D(n) + εT (n), we get, by Lemma 5.7.19

L̂(n)Ĝ(n) =
(
D(n) + εT (n)

)(
Z(n)(Ξ(n))

−1
Z̃(n)

)
= D(n)Z(n)(Ξ(n))

−1
Z̃(n) + εT (n)Z(n)(Ξ(n))

−1
Z̃(n)

= (Z̃(n))
−1
U (n)(Ξ(n))

−1
Z̃(n) + ε(Z̃(n))

−1
Z̃(n)T (n)Z(n)(Ξ(n))

−1
Z̃(n)

= (Z̃(n))
−1(

U (n) + εZ̃(n)T (n)Z(n)
)
(Ξ(n))

−1
Z̃(n)

= (Z̃(n))
−1

Ξ(n)(Ξ(n))
−1
Z̃(n)

= (Z̃(n))
−1
Z̃(n) = I

from which (5.159) follows.
Proof of Lemma 5.5.4 It follows by (5.158), (5.149), (5.150), Lemma 5.7.12
and (5.107). �

5.8.1 Estimate on T̃ (n)

We are going to prove the invertibility of L̂(n) : W
(n)
s,α,σ → W

(n)
s,α,σ showing that

εT̃ (n) is a small perturbation of U (n), namely that T̃ (n) is bounded.

Lemma 5.8.3. Let be Λ̂k,` as in (5.110) and |Dk|−δ, |D`|−(1−δ) as in (5.150),
1/2 < δ < 1. Let Vk as in (5.146). For k 6= `∥∥∥|Dk|−δV −1

k Λ̂k,` V`|D` |−(1−δ)
∥∥∥
s,s
≤ ‖|Dk|−δM−1‖s,s ‖|D`|−(1−δ)‖s,s‖Λ̂k,`‖s,s+1 .

(5.160)

proof. Let us write, recalling Sk = Ω + εMk,

|Dk|−δ V −1
k Λ̂k,` V`|D` |−(1−δ)

=
(
|Dk|−δM−1

)(
MΩ−1

)(
ΩS−1

k

)(
SkV

−1
k S−1

k

)
(SkΛ̂k,`

)
V`|D` |−(1−δ) .

Hence, we have∥∥|Dk|−δV −1
k Λ̂k,` V`|D` |−(1−δ)∥∥

s,s
≤

∥∥|Dk|−δM−1
∥∥
s,s

∥∥MΩ−1
∥∥
s,s

∥∥ΩS−1
k

∥∥
s,s
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·
∥∥SkV −1

k S−1
k

∥∥
s,s

∥∥SkΛ̂k,`

∥∥
s,s

·
∥∥V`∥∥s,s∥∥|D` |−(1−δ)∥∥

s,s
. (5.161)

We are going to estimate the terms of the product in the inequality (5.161).
It results ∥∥MΩ−1

∥∥
s,s

=
∥∥diagj

{
jΩ̃−1

j

}∥∥
s,s
≤ 1 . (5.162)

Since ‖MkΩ
−1‖s,s ≤ 1 and

ΩS−1
k =

(
SkΩ

−1
)−1

=
[(

Ω + εMk

)
Ω−1

]−1

=
(
I + εMkΩ

−1
)−1

,

it follows that ∥∥ΩS−1
k

∥∥
s,s
≤ const . (5.163)

Let us prove, now, that the operator SkVkS
−1
k is invertible fromW

(n)
s,α,σ inW

(n)
s,α,σ.

We have that

SkVkS
−1
k = SkIS−1

k + Sk(Vk − I)S−1
k = I + Sk(Vk − I)S−1

k . (5.164)

From (5.164), we have to show that ‖Sk(Vk − I)S−1
k ‖s,s ≤ const ε. Since, by

(5.163),
‖S−1

k ‖s,s = ‖Ω−1(SkΩ
−1)−1‖s,s ≤ const ,

it is enough to show that

‖Sk(Vk − I)‖s,s ≤ const ε . (5.165)

Indeed, let be y ∈ W
(n)
s+1,α,σ, y =

∑
i yiei such that

∑
i i

2y2
i = 1. Hence, by

(5.144) and (5.124), using (5.146),∣∣∣Sk(Vk − I)y
∣∣∣
s

=
∣∣∣SkVky − Sky∣∣∣

s
=
∣∣∣SkVk∑

i

yiei − Sk
∑
i

yiei

∣∣∣
s

=
∣∣∣Sk∑

i

yiϕki − Sk
∑
i

yiei

∣∣∣
s

=
∣∣∣∑

i

yiλiϕki − Sk
∑
i

yiei

∣∣∣
s

=
∣∣∣∑

i

yiλiei +
∑
i

yiλi(ϕki − ei)− Sk
∑
i

yiei

∣∣∣
s

=
∣∣∣∑

i

yiλiei −
∑
i

yiΩ̃iei

−εMk

∑
i

yiei +
∑
i

yiλi(ϕki − ei)
∣∣∣
s

=
∣∣∣∑

i

yi(λi − Ω̃i)ei

∣∣∣
s
− ε
∣∣Mky

∣∣
s

+
∣∣∣∑

i

yiλi(ϕki − ei)
∣∣∣
s

≤
(∑

i

y2
i (λi − Ω̃i)

2

)1/2

+ ε
∣∣Mky

∣∣
s

+ ct

(∑
i

|ϕki − ei|2s
)1/2
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≤ const ε ,

where we used that
∑

i y
2
i λ

2
i ≤ const. Therefore, (5.165) is true. The last

estimate we need is ∥∥SkΛ̂k,`

∥∥
s,s
≤ const ‖Λ̂k,`‖s,s+1 , (5.166)

obtained by (5.117). Finally, by (5.161), (5.162), (5.163), (5.165), (5.166) and
Lemma 5.7.14, the inequality (5.160) in the thesis follows.

�
Lemma 5.8.3 will be used in Section 5.9 to prove the following fundamental
lemma on small divisors.

Lemma 5.8.4 (Small divisors). Let be ε = η3. Let be η =
√
$, $ ∈ ∆ν

n(ξ).
There exists a constant C > 0 such that, for all ` 6= k, 1 < ν < 2, δ = ν/(ν+1),∥∥|D`|−(1−δ)∥∥

s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ C

τ

γ
|`− k|1−νδ+(ν−1)/β = C

τ

γ
|`− k|

2ν+1
ν+1 ,

where β = (ν − 1)/ν.

proof. See Section 5.9.

Using Lemma 5.8.4 we give the following
Proof of Lemma 5.8.2. We have, from (5.157), (5.160) and Lemma 5.8.4,

∥∥(T̃ (n)w
)
k

∥∥
a,s

=

∥∥∥∥ Ln∑
`=1 ,`6=k

|Dk|−δV −1
k Λ̂k,` V`|D` |−(1−δ)w`

∥∥∥∥
s,s

≤
Ln∑

`=1 ,` 6=k

∥∥|Dk|−δV −1
k Λ̂k,` V`|D`|−(1−δ)∥∥

a,s
‖w`‖a,s

≤
Ln∑

`=1 ,` 6=k

∥∥|Dk|−δM−1
∥∥
s,s

∥∥D`|−(1−δ)∥∥
s,s

∥∥Λ̂k,`

∥∥
s,s+1
‖w`‖a,s

≤
Ln∑

`=1 ,` 6=k

γ−1τ |`− k|
2ν+1
ν+1 ‖Λ̂k,`‖s,s+1‖w`‖a,s ,

from which it follows that

∥∥(T̃ (n)w
)
k

∥∥
a,s
≤

Ln∑
`=1 ,k 6=`

γ−1τ |`− k|
2ν+1
ν+1 ‖Λ̂k,`‖s,s+1‖w`‖a,s . (5.167)

Hence, using (4.11) and (5.167),

∥∥T (n)w
∥∥2

α,σ
=

Ln∑
k=1

e2kαk2σ
∥∥(T̃ (n)w)k

∥∥2

a,s
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≤ τ 2

γ2

Ln∑
k=1

e2kαk2σ

( Ln∑
`=1 ,k 6=`

|`− k|
2ν+1
ν+1 ‖Λ̂k,`‖s,s+1‖w`‖a,s

)2

≤ ct
τ 2

γ2

Ln∑
k=1

e2kαk2σ

Ln∑
`=1 ,k 6=`

|`− k|2σ`2σ

k2σ
|k − `|2

2ν+1
ν+1 ‖Λ̂k,`‖2

s,s+1‖w`‖2
a,s

≤ ct
τ 2

γ2

Ln∑
`=1

e2`α`2σ‖w`‖2
a,s

Ln∑
k=1 ,k 6=`

|`− k|2
(
σ+ 2ν+1

ν+1

)
e2|`−k|α‖Λ̂k,`‖2

s,s+1

where in the last inequality we used k ≤ `+ |k − `|. We can estimate∑
k

e2|`−k|α|`− k|2(σ+ 2ν+1
ν+1

)‖Λij
`−k‖

2
s,s+1 ≤ ‖Λij‖2

H
α,σ+2ν+1

ν+1

L(`a,s,`a,s+1)

.

In the same way∑
k

e2|`−k|α |`− k|2(σ+ 2ν+1
ν+1

)‖Λij
k+`‖

2
s,s+1

≤
∑
k

e2|k+`|α|k + `|2(σ+ 2ν+1
ν+1

)‖Λij
k+`‖

2
s,s+1

= ‖Λij‖2

H
α,σ+2ν+1

ν+1

L(`a,s,`a,s+1)

.

Hence ∥∥T (n)w
∥∥2

α,σ
≤ const

τ 2

γ2
‖Λij‖2

H
α,σ+2ν+1

ν+1

L(`a,s,`a,s+1)

‖w‖2
α,σ . (5.168)

The thesis follows from estimate (5.76) and Proposition 5.4.2.
�

5.9 Small divisors

Let be i0 and j0 the smallest integers such that

min
i

∣∣∣∣kτ − λki
∣∣∣∣ =

∣∣∣∣kτ − λki0
∣∣∣∣ = |µk,i0 | , (5.169)

and

min
j

∣∣∣∣ `τ − λ`j
∣∣∣∣ =

∣∣∣∣ `τ − λ`j0
∣∣∣∣ = |µ`,j0 | . (5.170)

Remark 5.9.1. If i0 = 1 then k < 3τ . Indeed, by contradiction, if k > 3τ ,
then |k/τ − λk1| ≥ 2 and, for i∗ ≈ k/τ , |k/τ − λki∗ | ≤ 1, namely i∗ is a point
in which it takes a value smaller than the minimum. If i0 > 1 then i0 ≈ k/τ .

Remark 5.9.2. If k > τ/4, then i0 ≈ k/τ .
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5.9.1 Some technical lemmata

Lemma 5.9.3. Let be 1 < ν < 2, $ ∈ ∆ν
n and `/τ ≥ 1/4. Then∣∣∣∣ `τ − j

∣∣∣∣ ≥ cost
τ ν−1

`ν
, j 6= 0 .

proof. If ` > τ/4, j ≈ `/τ then, for the Melnikov condition in (5.5.3)∣∣∣∣ `τ − j
∣∣∣∣ ≥ γ

τ
jν ≥ const γ

τ ν

τ`ν
= const γ

τ ν−1

`ν
.

�

Lemma 5.9.4. Let be |D`|−(1−δ) as in (5.150). Then

∥∥|D`|−(1−δ)∥∥
s,s
≤ max


`ν(1−δ)

γ(1−δ)τ (ν−1)(1−δ) , if ` > τ/2;

const, if ` ≤ τ/2.

(5.171)

proof. From the definition of the operator |D`|−(1−δ) in (5.150), it follows
that

‖|D`|−(1−δ)‖s,s ≤ max
j

{
|µ`,j|−(1−δ)} . (5.172)

Moreover, from the first Melnikov condition in (5.5.3), we have

|µ`,j| ≥ |µ`,j0| ≥
γ

τjν0

for j0 > 1 and using that j0 ≈ `/τ , we get the estimate

|µ`,j|(1−δ) ≥
γ(1−δ)

τ (1−ν)(1−δ)`ν(1−δ) . (5.173)

In particular if ` ≤ τ/2 we have

|µ`,j|(1−δ) ≥
γ(1−δ)

τ (1−δ) ≥ const . (5.174)

From (5.173) and (5.174), the thesis follows. �

Lemma 5.9.5. Suppose that ` > τ/2 and∣∣∣∣ `τ − j0

∣∣∣∣ ≥ const
τ ν−1

`νβ
, β <

ν − 1

ν
.

Then, the following estimate holds

1

2

∣∣∣∣ `τ − j0

∣∣∣∣ ≥ µ

j0

, if β <
ν − 1

ν
. (5.175)
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proof. We want to show that

const
τ ν−1

`νβ
≥ µ

j0

. (5.176)

It is true, since β < (ν − 1)/ν, ` ≥ τ/4 and by Remark 5.9.2. Indeed

τ ν−1

`νβ
≈ τ νβ

jνβ0

= const
τ ν−1−νβ

jνβ0

≥ const
µ

j0

,

since νβ < ν − 1 implies νβ < 1, for 1 < ν < 2.
�

Lemma 5.9.6. The following estimate holds:

|µk,1|δ =

∣∣∣∣kτ − λk1

∣∣∣∣δ ≥


kδ/τ δ, if k ≥ 2τ ;

γδ/τ δ, if τ/2 < k < 2τ ;

const, if k ≤ τ/2.

(5.177)

proof. We have that, for k ≤ τ/2, k/τ is at most 1/2 hence |µk,1| ≥ const.
For τ/2 < k < 2τ , we can use the diophantine estimate in (5.145) and we
obtain |µk,1| ≥ γ/τ . Finally, for k > 2τ , being λk1 negligible with respect to
k/τ , we have |µk,1| ≥ const k/τ . Therefore (5.177) follows.

�
Let be i0 such that (5.169) holds. We have that

‖M−1|Dk|−δ‖s,s ≤ max

{
1

i0|µk,i0 |δ
,

1

|µk,1|δ

}
. (5.178)

Lemma 5.9.7. Let be i0 such that (5.169) holds. Then

∥∥∥M−1|Dk|−δ
∥∥∥
s,s
≤


const

τ δ

γδ

(
τ

k

)1−νδ

, k > τ/2

const , k ≤ τ/2 .

(5.179)

proof. If k ≤ τ/2 then i0 = 1, hence from (5.177) the thesis follows. If
k > τ/2, from (5.178), we have to show that

1

i0|µk,i0|δ
≤ const

τ δ

γδ

(
τ

k

)1−νδ

, (5.180)

and
1

|µk,1|δ
≤ const

τ δ

γδ

(
τ

k

)1−νδ

. (5.181)
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We note that (5.180) and (5.181) coincide if i0 = 1. In the case i0 = 1, if
τ/2 ≤ k ≤ 2τ , (5.181) directly follows from (5.177). For k > 2τ , we have,
using that δ > 1/2 > 1− νδ and from (5.177),

const
τ δ

kδ
≤ const

τ δ

γδ

(
τ

k

)1−νδ

,

from which (5.181) follows.
If i0 > 1, we have that i0 ≈ k/τ , therefore,

i0|µk,i0|δ = i0

∣∣∣∣kτ − λki0
∣∣∣∣δ ≥ i0

(
γ

τiν0

)δ
=

γδ

iνδ−1
0 τ δ

≥ const
γδ

τ δ

(
τ

k

)νδ−1

,

that is just (5.180).
�

Lemma 5.9.8. Be `, k ≥ 1 such that |` − k| < [max (`, k)]β and `, k > τ/2.
Then

|`− k| ≤ const `β .

proof. If k ≤ ` then |` − k| < `β. If k > `, then |` − k| = k − ` ≤ kβ, that
is k − kβ ≤ `. Moreover k − kβ ≥ k/2 if k > τ/2. So that k ≤ 2` definitively.
Then, (5.9.8) directly follows. �

Remark 5.9.9. Note that, for `, k ≥ 1, ` 6= k, the following estimate holds

`

k
≤ |`− k|+ k

k
≤ 1 + |`− k| ,

hence
`

k
≤ 2|`− k| . (5.182)

5.9.2 Proof of Lemma 5.8.4

Recall (5.179) and (5.171). We distinguish four different cases.
First case: |`− k| ≥ [max (`, k)]β .
If ` > τ/2, we have, from (5.179) and (5.171),

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ `ν(1−δ)

γτ (ν−1)(1−δ)−δ−1+νδ

1

k1−νδ

=
`ν(1−δ)

γτ ν−2

1

k1−νδ

=
`ν−1

γτ ν−2

(
`

k

)1−νδ

≤ |`− k|1−νδ

γτ ν−2
|`− k|(ν−1)/β
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=
1

γ
|`− k|(1−νδ)+(ν−1)/β τ 2−ν ,

where we used (5.182) and the hypothesis |`− k| ≥ `β, while, if ` ≤ τ/2,

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

γδ
τ δ+1−νδ

k1−νδ ≤ const
τ

γδ
. (5.183)

Second case: 0 < |`− k| < [max (`, k)]β and ` ≤ τ/2 or k ≤ τ/2.
Let be 0 ≤ ` ≤ τ/2. If ` = 0, λ`,j = λ0,j, then

min
j≥1
|λ0,j| = min

j≥1
|λj|

= min
j≥1

∣∣∣∣[√j2 +m+ η2(BI0)j +O

(
ε

j

)]∣∣∣∣ ≥ const .

Let be 0 < ` ≤ τ/2. From (5.171) and from (5.179), we get∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const , (5.184)

if k ≤ τ/2 and, if k > τ/2, from (5.179), we get

∥∥M−1|Dk|−δ
∥∥
s,s
≤ τ 1+δ−νδ

γδk1−νδ ≤ const
τ δ

γδ
,

therefore, it follows that

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ δ

γδ
. (5.185)

In the case k ≤ τ/2, since, from (5.179),∥∥M−1|Dk|−δ
∥∥
s,s
≤ const ,

from (5.171) and using Remark 5.9.9, we obtain

∥∥|D`|−(1−δ)∥∥
s,s
≤ const

(
`

k

)ν(1−δ)
kν(1−δ)

τ (ν−1)(1−δ) γ1−δ

≤ |`− k|ν(1−δ)

γ1−δ τ 1−δ ,

and therefore∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

|`− k|ν(1−δ)

γ1−δ τ 1−δ . (5.186)

Third case: 0 < |`− k| < [max (`, k)]β, `, k > τ/2, 0 < |`− k| ≤ τ |j0− i0|/4,
where i0 and j0 are such that (5.169) and (5.170) hold.
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To reach the final estimate, let us consider previously

|µ`,j0 − µk,i0| =

∣∣∣∣ `τ − λ`j0 − k

τ
+ λki0

∣∣∣∣
≥ |λki0 − λ`j0| −

|`− k|
τ

≥ 1

4
|j0 − i0| ,

where, in the last inequality, we used that |λki − λ`j| ≥ |j − i|/2. Since
|j0 − i0| ≥ 1, we get the estimate

|µ`,j0 − µk,i0| ≥
1

4
.

It follows that

|µ`,j0| ≥
1

8
or |µk,i0| ≥

1

8
.

In the case |µ`,j0| ≥ 1/8, from (5.179), we have, being k > τ/2,

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ δ

γδ

(
τ

k

)1−νδ

≤ τ δ

γδ
. (5.187)

In the case |µk,i0| ≥ 1/8, one has, generally,

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} = min

{∣∣∣∣kτ − λk1

∣∣∣∣δ, i0∣∣∣∣kτ − λki0
∣∣∣∣δ} . (5.188)

and in particular, we have |µk,i0| = |k/τ − λki0| ≥ 1/8; hence

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} ≥


const kδ/τ δ, if k > 2τ ;

γδ/τ δ, if τ/2 < k ≤ 2τ .
(5.189)

Indeed, if i0 = 1 we have that

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} =

∣∣∣∣kτ − λk1

∣∣∣∣δ ,
hence (5.189) follows from (5.177). On the other hand, if i0 > 1, then, from
Remark 5.9.1, i0 ≈ k/τ , hence

i0

∣∣∣∣kτ − λki0
∣∣∣∣δ ≥ i0

8δ
≈ const

k

τ
≥ const

(
k

τ

)δ
where we used that δ < 1. Thus (5.189) follows. Therefore, from (5.179), we
get ∥∥M−1|Dk|−δ

∥∥
s,s
≤


const τ δ/kδ, if k > 2τ ;

τ δ/γδ, if τ/2 < k ≤ 2τ .
(5.190)
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Finally, from (5.171) and (5.190), we reach the estimate

‖|D`|−(1−δ)‖s,s‖M−1|Dk|−δ‖s,s ≤


`ν(1−δ)

kδ γ(1−δ)τ ν(1−δ)−1
, if k > 2τ ;

`ν(1−δ)

γτ ν(1−δ)−1
, if τ/2 < k ≤ 2τ .

In the first case k > 2τ , fixing

δ := ν/(ν + 1) , (5.191)

we have ν(1− δ) = δ and therefore

‖|D`|−(1−δ)‖s,s‖M−1|Dk|−δ‖s,s ≤
(
`

k

)δ
1

γ1−δτ ν(1−δ)−1
≤ |`− k|

δ

γ1−δ τ 1−δ (5.192)

where in the last inequality we used (5.182). In the second case, τ/2 < k ≤ 2τ ,
we have

‖|D`|−(1−δ)‖s,s‖M−1|Dk|−δ‖s,s ≤
kν(1−δ)

γτ ν(1−δ)−1

(
`

k

)ν(1−δ)

≤ const
τ

γ
|`− k|δ .

In conclusion,

‖|D`|−(1−δ)‖s,s‖M−1|Dk|−δ‖s,s ≤ const
τ

γ
|`− k|δ . (5.193)

Fourth case: 0 < |`− k| < [max (`, k)]β, `, k > τ/2, |`− k| > τ |j0 − i0|/4.
Let us distinguish the two cases i0 = j0 and i0 6= j0.
In the case i0 = j0, it results

|µ`,j0 − µk,i0| =
∣∣∣∣ `τ − λ`j0 − k

τ
+ λki0

∣∣∣∣ ≥ |`− k|τ
≥ 1

τ
,

thus |µ`,j0| ≥ 1/2τ or |µk,i0| ≥ 1/2τ . Let be first |µ`,j0| ≥ 1/2τ . Hence

‖|D`|−(1−δ)‖s,s ≤ const τ (1−δ) .

In this case one obtains, from (5.179), using that k > τ/2,

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ 1−δτ δ

γδ

(
τ

k

)1−νδ

≤ const
τ

γδ
. (5.194)

On the other hand, if |µk,i0| ≥ 1/2τ , we have to distinguish the case i0 = 1
from the case i0 > 1.
If i0 = 1, one has, from (5.177),

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} ≥ ∣∣∣∣kτ − λki0

∣∣∣∣δ =

∣∣∣∣kτ − λk1

∣∣∣∣δ ≥ const
γδ

τ δ
, (5.195)
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therefore, from (5.171),

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ δ

γ

`1−νδ

τ (ν−1)(1−δ)

= const
`1−νδ

γ τ ν(1−δ)−1
.

Hence this case reduce to the third case with τ/2 < k ≤ 2τ , by using (5.182)
the final estimate is∥∥|D`|−(1−δ)∥∥

s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ

γ
|`− k|δ .

If i0 > 1, from Remark 5.9.1, one has i0 ≈ k/τ . In this case, (5.189) and
(5.188) hold with i0 > 1. Hence we have

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} ≥


kδ/τ δ, if k ≥ τ 1/(1−δ);

k/τ δ+1, if 2τ < k < τ 1/(1−δ);

γδ/τ δ, if τ/2 < k ≤ 2τ .

(5.196)

In the case k ≥ τ 1/(1−δ), we obtain

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

1

γ1−δ τ ν(1−δ)−1

`ν(1−δ)

kδ
, (5.197)

thus, this case reduces to the third one with k > 2τ .
In the case 2τ < k < τ 1/(1−δ), one gets, using that ν(1− δ) = δ,

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ 1+δ

γ1−δ τ (ν−1)(1−δ)
`ν(1−δ)

k

= const
τ 2−δ−1+δ

γ1−δ

(
`

k

)δ
≤ const

τ

γ1−δ |`− k|
δ (5.198)

In the last case, τ/2 < k ≤ 2τ , from (5.171),

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

τ δ

γ

`ν(1−δ)

τ (ν−1)(1−δ) =
`ν(1−δ)

γ τ ν(1−δ)−1
, (5.199)

thus, this case reduces to the third one with τ/2 < k ≤ 2τ .
On the other hand, in the case i0 6= j0, it results |`− k| > τ/4, therefore, from
Lemma 5.9.3,∣∣∣∣ `τ − j0 −

k

τ
+ i0

∣∣∣∣ =

∣∣∣∣ |`− k|τ
− (j0 − i0)

∣∣∣∣ ≥ const
τ ν−1

|`− k|ν
.
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We have two cases, from Lemma 5.9.8,∣∣∣∣ `τ − j0

∣∣∣∣ ≥ const
τ ν−1

|`− k|ν
≥ const

τ ν−1

`νβ
, (5.200)

or ∣∣∣∣kτ − i0
∣∣∣∣ ≥ const

τ ν−1

|`− k|ν
≥ const

τ ν−1

kνβ
. (5.201)

Consider at first (5.200). Since ε = η3, from the asymptotic estimates for the
eigenvalues it results that

|µ`,j0| =

∣∣∣∣ `τ − λ`j0
∣∣∣∣ =

∣∣∣∣ `τ −
√
j0

2 + µ− η2(BI0)j0 +O

(
ε

j

)∣∣∣∣
=

∣∣∣∣ `τ − j0 +O

(
µ

j

)
+O

(
η2

j

)
+O

(
ε

j

)∣∣∣∣
≥

∣∣∣∣ `τ − j0

∣∣∣∣− µ

j0

. (5.202)

Using Lemma 5.9.5, we obtain

|µ`,j0| ≥
∣∣∣∣ `τ − j0

∣∣∣∣− µ

j0

≥ 1

2

∣∣∣∣ `τ − j0

∣∣∣∣ ≥ const
τ ν−1

|`− k|ν
. (5.203)

Hence, we have ∥∥|D`|−(1−δ)∥∥
s,s
≤ |`− k|

ν(1−δ)

τ (ν−1)(1−δ) . (5.204)

Therefore it follows that, using (5.179) and k > τ/2, by (5.204),

∥∥|D`|−(1−δ)∥∥
s,s

∥∥M−1|Dk|−δ
∥∥
s,s
≤ const

|`− k|δ

γδ τ (ν−1)(1−δ)−δ

(
τ

k

)1−νδ

≤ const
|`− k|δ

γδ τ ν(1−δ)−1
. (5.205)

Let us consider, now, (5.201).
Using Lemma 5.9.5, we obtain

|µk,i0| ≥
∣∣∣∣kτ − i0

∣∣∣∣− µ

i0
≥ 1

2

∣∣∣∣kτ − i0
∣∣∣∣ ≥ const

τ (ν−1)

|`− k|ν
. (5.206)

Moreover i0 ≈ k/τ for i0 ≥ 1 by Remark 5.9.1 and being 3τ > k ≥ τ/2,
therefore

i0

∣∣∣∣kτ − λki0
∣∣∣∣δ ≥ k

τ
const

τ (ν−1)δ

|`− k|νδ
.

Thus it follows that

min
i

{
i

∣∣∣∣kτ − λki
∣∣∣∣δ} ≥ k

τ

τ (ν−1)δ

|`− k|νδ
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hence ∥∥M−1|Dk|−δ
∥∥
s,s
≤ τ

k

|`− k|νδ

τ (ν−1)δ
. (5.207)

From (5.207) and using that ν(1− δ) = δ, it follows the estimate

‖|D`|−(1−δ)‖s,s‖M−1|Dk|−δ‖s,s ≤
τ

k

`ν(1−δ)

γ1−δ τ (ν−1)(1−δ)
|`− k|νδ

τ (ν−1)δ

≤ `ν(1−δ) |`− k|νδ τ (2−ν)

γ1−δ k1−δkδ

=

(
`

k

)δ |`− k|νδ τ (2−ν)

γ1−δ k1−δ

≤ |`− k|(ν+1)δ τ (2−ν)

γ1−δ k1−δ

=
|`− k|ν τ (2−ν−1+δ)

γ1−δ

(
τ

k

)1−δ

≤ const |`− k|ν τ
1−ν+δ

γ1−δ , (5.208)

where we used (5.182) and k > τ/2. �

5.10 Measure estimates

In this section we will give an estimate from below of the measure of the set
C of admissible frequencies. We first need the following standard result on the
measure of Diophantine numbers.

Lemma 5.10.1. Let

D :=

{
$ > 0 s.t.

∣∣$`− j∣∣ > $1+ε

jν
, ∀ `, j ≥ 1

}
, 1 < ν < 2 , (5.209)

then

lim
$0→0+

meas
(
(0, $0] ∩D

)
$0

= 1 . (5.210)

proof. Let be

D`j :=

{
$ > 0 s.t.

∣∣∣ `
$ε
− j

$1+ε

∣∣∣ ≤ 1

jν
=: δj

}
.

Let be $ := $`,j + $̃ ∈ D`,j with $`,j := j/` satisfying $`,j`− j = 0. We have
to estimate the measure of the translated set

D̃`j :=

{
$̃ s.t.

∣∣∣ `

(j/`+ $̃)ε
− j

(j/`+ $̃)1+ε

∣∣∣ ≤ δj

}
. (5.211)
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Define

f($̃) :=
`

(j/`+ $̃)ε
− j

(j/`+ $̃)1+ε
=

$̃`2+ε

(j + `$̃)1+ε
.

We have that meas(D̃`j) ∼ δj/|∂$̃f(0)|. Compute

∂$̃f($̃) =
`2+ε(j + `$̃)1+ε − (1 + ε)$̃`3+ε(j + `$̃)ε

(j + `$̃)2(1+ε)
=
`2+ε(j + ε`$̃)

(j + `$̃)2+ε
,

thus

∂$̃f(0) =
`2+ε

j1+ε

and

meas(D`j) ≤ meas(D̃`j) ∼ δj
j1+ε

`2+ε
=

1

`2+εjν−1−ε . (5.212)

Being, by the definition of D`j, D`j = ∅ if ` < j/2$0, one has

(0, $0) ∩Dc =
⋃
j≥1

⋃
`≥j/2$0

D`j .

Therefore by (5.212),

meas
(
(0, $0) ∩Dc

)
≤ const

∫ ∞
1

∫ ∞
j/2$0

1

jν−1−ε`2+ε
d` dj

= const$0
1+ε

∫ ∞
1

1

jν
dj = const$0

1+ε .

The thesis follows.
�

Proposition 5.10.2. Let An :=
{
$ ∈ An−1 s.t. $ ∈ ∆ν

n(ξn−1)
}

, A0 =
(0, $∗), as in (5.79). Define

C :=
⋂
n

An .

Then

lim
$0→0+

meas
(
C ∩ (0, $0)

)
$0

= 1 . (5.213)

proof. For any $0 > 0 fixed we note that

C ∩ (0, $0) ⊃ D ∩ C̃ (5.214)

where D is defined in (5.209) and C̃ = C̃($0) ⊂ (0, $0) is defined in such a
way that

(0, $0) \ C̃ :=
⋃
n≥0

Bn (5.215)

204



where
Bn = Bn($0) :=

⋃
j≥1,`≤Ln+1

F n
`j (5.216)

and

F n
`j = F n

`j($0) :=

{
$ ∈ (0, $0) s.t.∣∣∣∣ k$ε

− i

$1+ε
+

ε

$1+ε

(
M22

k (ξn−1)
)
ii

∣∣∣∣ > γn
iν
, ∀ i ≥ 1, k ≤ Ln ,∣∣∣∣ `$ε

− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn)
)
jj

∣∣∣∣ ≤ γn+1

jν

}
. (5.217)

Using (5.210) and (5.214), we note that (5.213) is proved once we show that

lim
$0→0+

meas
(
C̃
)

$0

= 1 ,

or, equivalently,

lim
$0→0+

meas
(
(0, $0) \ C̃

)
$0

= lim
$0→0+

meas
(⋃

n≥0B
n
)

$0

= 0 . (5.218)

Nothing remains but to prove (5.218). Since

meas
( ⋃
n≥0

Bn
)
≤
∑
n≥0

meas
(
Bn
)
≤
∑
n≥0

∑
j≥1

∑
`≤Ln+1

meas
(
F n
`j

)
, (5.219)

we are going to estimate the measure of F n
`j. We immediately observe that

F n
`j ⊂

(
j

2`
,
2j

`

)
, (5.220)

since, for $ ≤ j/(2`) or $ ≥ 2j/`,∣∣∣∣ `$ε
− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn)
)
jj

∣∣∣∣ ≥ `

2$ε
− ε

$1+ε

∣∣∣(M22
` (ξn)

)
jj

∣∣∣
≥ `

2$ε
− const$

1
2
−ε ≥ `

4$ε
> 2

>
γn+1

jν
,

taking $ small enough. Moreover we note that

F n
`j = ∅ if ` ≤ Ln . (5.221)

Indeed∣∣∣∣ `$ε
− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn)
)
jj

∣∣∣∣ ≥ ∣∣∣∣ `$ε
− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn−1)
)
jj

∣∣∣∣
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− ε

$1+ε

∣∣∣∣(M22
` (ξn)

)
jj
−
(
M22

` (ξn−1)
)
jj

∣∣∣∣
≥ γn

jν
− ε

$1+ε

∥∥D(M22
`

)
jj

∥∥‖ξn − ξn−1‖

≥ γn+1

jν
, (5.222)

where the last inequality holds if

ε

$1+ε

∥∥D(M22
`

)
jj

∥∥‖ξn − ξn−1‖ ≤
γn − γn+1

jν
=

1

jν 2n+2
,

or, equivalently, since it must be verified only for j ≤ 2$Ln (recall (5.220)),

ε

$1+ε

∥∥D(M22
`

)
jj

∥∥‖ξn − ξn−1‖ ≤
1

2n+2+ν

1

$ν Lνn
. (5.223)

Being hn = ξn − ξn−1, we have

ε

$1+ε

∥∥D(M22
`

)
jj

∥∥‖hn‖ ≤ const
ε2

$1+ε
e−χ

nα0/8 = const$2−εe−χ
nα0/8 .

Finally taking $ small enough we have

const$2+ν−εe−χ
nα0/8 ≤ 1

2nLνn
,

from which we get (5.223) and therefore (5.221).
We now estimate the measure of F n

`j for Ln < ` ≤ Ln+1. By (5.217) and
(5.220), we have that

F n
`j ⊆ F̃ n

`j :=

{
$ ∈ (0, $0) s.t. $ ∈

( j
2`
,
2j

`

)
,∣∣∣∣ `$ε

− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn)
)
jj

∣∣∣∣ ≤ γn+1

jν

}
. (5.224)

Let us introduce

fn`j($) :=
`

$ε
− j

$1+ε
+

ε

$1+ε

(
M22

` (ξn)
)
jj
.

Recalling that ε = $3/2, ∂$ε = 3
√
$/2, we derive fn`j with respect to $

∂$f
n
`j($) = $−2−ε

[
(1 + ε)j − ε$`+

3

2
$3/2

(
M22

` (ξn)
)
jj

+$5/2
(
Dξ

(
M22

`

)
jj

)
[∂$ξn] +$5/2

(
∂$
(
M22

` (ξn)
)
jj

)
−$3/2(1 + ε)

(
M22

` (ξn)
)
jj

]
. (5.225)
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Recalling Remark 5.5.6 and noting that4 ∂$
(
M22

` (ξn)
)
jj
≈ const/$2, we have

that

$3/2
∣∣(M22

` (ξn)
)
jj

∣∣ ≤ const$3/2 , (5.226)

$5/2
∣∣∣(Dξ

(
M22

`

)
jj

)
[∂$ξn]

∣∣∣ ≤ const$2 , (5.227)

and

$5/2
∣∣(∂$(M22

` (ξn)
)
jj

)∣∣ ≤ const$1/2 . (5.228)

Hence, from (5.225),(5.226),(5.227),(5.228) we get

m := min
$∈
(
j
2`
, 2j
`

) ∂$fn`j($) ≥ min
$∈
(
j
2`
, 2j
`

) j

2$2+ε
≥ const

`2+ε

j1+ε
. (5.229)

Recalling (5.220), (5.229) and (5.224) we have

meas(F n
`j) ≤ meas(F̃ n

`j) ≤
γn+1

2mjν
≤ const

jν−1−ε`2+ε
. (5.230)

Recalling (5.217) and (5.221) we have that

F n
`j 6= ∅ ⇐⇒ M := max

(
j/2$0, Ln

)
≤ ` ≤ Ln+1 , 1 ≤ j ≤ 2$0Ln+1

Therefore, by (5.219), we have

meas
( ⋃
n≥0

Bn
)
≤

∑
n:2$0Ln+1≥1

2$0Ln+1∑
j≥1

Ln+1∑
`≥M

meas(F`j)

≤ const
∑

n:2$0Ln+1≥1

2$0Ln+1∑
j≥1

Ln+1∑
`≥M

1

jν−1−ε `2+ε

≤ const
∑

n:2$0Ln+1≥1

∫ 2$0Ln+1

1

1

jν−1−ε

∫ ∞
M

1

`2+ε
d` dj

≤ const
∑

n:2$0Ln+1≥1

∫ 2$0Ln+1

1

1

M1+εjν−1−ε dj

= const
∑

n: 1
8
≤4n$0≤∞

∫ 2$0Ln+1

1

1

M1+εjν−1−ε dj (5.231)

recalling that Ln = 4n. We split the integral (5.231) into∫ 2$0Ln+1

1

=

∫ 2$0Ln

1

+

∫ 2$0Ln+1

2$0Ln

.

4We recall that, by (4.53), ∂$I0 = O($−2), since τ = $−1.
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For the first term, since 1 ≤ j ≤ 2$0Ln, we have that M = Ln, therefore∫ 2$0Ln

1

1

jν−1−εM1+ε
dj =

1

L1+ε
n

∫ 2$0Ln

1

1

jν−1−ε dj

≤ const$1+ε
0

(
1

$0Ln

)ν−1

; (5.232)

for the second term, since M = j/2$0,∫ 2$0Ln+1

2$0Ln

1

jν−1−εM1+ε
dj ≤ const$1+ε

0

∫ ∞
2$0Ln

1

jν
dj

≤ const$1+ε
0

(
1

$0Ln

)ν−1

. (5.233)

Therefore by (5.232) and (5.233), we can estimate (5.231),

∑
n: 1

8
≤4n$0≤∞

∫ 2$0Ln+1

1

1

M1+εjν−1−ε dj ≤ const$1+ε
0

∑
n: 1

8
≤4n$0≤∞

(
1

$04n

)ν−1

≤ const$1+ε
0

∫ ∞
1
8

dt

tν

≤ const$1+ε
0 . (5.234)

Therefore by (5.231) and (5.234) we have

meas
( ⋃
n≥0

Bn
)
≤ const$1+ε

0

and (5.218) follows.

�

5.11 Minimal period

Lemma 5.11.1. Let i1 < i2 ∈ N+ and ς > 1. Then there exists Υ ⊂ (0, 1],
with meas

(
Υ
)

= 1 such that for all µ ∈ Υ the vector

ω̄µ :=

(√
i21 + µ,

√
i22 + µ

)
is Diophantine, namely

∣∣ω̄µ · h∣∣ > c(µ)

|h|ς
, ∀h ∈ Z2 \ {0} .
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proof. Define, forall γ̄ > 0 and h ∈ Z2 \ {0},

Aγ̄h = Aγ̄h1,h2
:=

{
µ ∈ (0, 1] s.t.

∣∣ω̄µ · h∣∣ ≤ γ̄

|h|ς

}
and

Υγ̄ :=

{
µ ∈ (0, 1] s.t.

∣∣ω̄µ · h∣∣ > γ̄

|h|ς
, ∀h ∈ Z2 \ {0}

}
. (5.235)

We note that if Aγ̄h1,h2
6= ∅, then c̃|h1| ≤ |h2| ≤ c̄|h1|, c̄ < 1. Moreover

Υγ̄ = (0, 1] \
⋃

h∈Z2\{0}

Aγ̄h . (5.236)

We will prove that
meas(Υγ̄) = 1−O(γ̄) , (5.237)

Note that meas(Aγ̄h) ≤ const γ̄
|h|ς+1 . In fact, we can write

|h · ω̄µ| =
∣∣∣h1

√
i21 + µ+ h2

√
i22 + µ

∣∣∣ =
|h2

1(i21 + µ) + h2
2(i22 + µ)|

|h1|
√
i21 + µ+ |h2|

√
i22 + µ|

.

Hence µ ∈ Aγ̄h implies that

|f(µ)| := |h2
1i

2
1 − h2

2i
2
2 + µ(h2

1 − h2
2)| ≤ const

γ̄

|h|ς−1
.

Moreover, being
|f ′(µ)| = |h2

1 − h2
2| ≈ |h1|2 ≈ |h|2 ,

one has

meas(Aγ̄h) < const
γ̄

|h|ς−1

1

|h|2
= const

γ̄

|h|ς+1
.

Therefore we have that

meas
⋃

h∈Z2\{0}

(Aγ̄h) ≤
∑

h∈Z2\{0}

meas(Aγ̄h)

≈
∫ ∞

1

∫ c̄ h1

c̃ h1

γ̄

(h1 + h2)ς+1
dh1dh2

= γ̄

∫ ∞
1

∫ c̄

c̃

h1

(1 + ξ)ς+1hς+1
1

dξdh1

= γ̄

∫ ∞
1

1

hς1
dh1

∫ c̄

c̃

1

(1 + ξ)ς+1
dξ = constς γ̄ .

Then (5.237) follows by (5.236). Choosing Υ :=
⋃
γ̄>0 Υγ̄, we get, by (5.237),

meas(Υ) = lim
γ̄→0

meas(Υγ̄) = 1 .

�
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Lemma 5.11.2. Fix ρ < 1/2. There exists Υ ⊂ (0, 1], with meas
(
Υ
)

= 1 such
that, if µ ∈ Υ, N ≥ 2 and Tmin is the minimal period of a T -periodic solution
of (5.26), then

Tmin ≥ constT ρ , (5.238)

with const = const(µ, I).

proof. Let
(
I(t), φ(t), p̂(t), q̂(t)

)
a T -periodic solution of (5.26). We know

that φ(T ) = 2πk with k ∈ ZN defined in (4.54). Denoting by Tmin
φ ≤ Tmin the

minimal period of φ(t), we have that there exist n ∈ N+ such that nTmin
φ = T

and k̃ ∈ ZN such that φ(Tmin
φ ) = 2πk̃, verifying nk̃ = k. We get that

Tmin ≥ Tmin
φ =

T

n
. (5.239)

We have, by using (5.27) and (4.44),

2πnk̃ = 2πk = φ(T ) = ω̃T +O(η2) = ωT +O(η2T ) = ωT +O(1) . (5.240)

Consider the vector ω̄µ := (ωi1 , ωi2). One has 2πn(k̃1, k̃2) = ω̄µT + O(1) and
taking h = (h1, h2) = (k̃2,−k̃1), one gets

0 = 2πn(k̃1, k̃2) · h = ω̄µ · hT +O(|h|) . (5.241)

From Lemma 5.11.1, we have that, except for µ in a zero measure set,

|ω̄µ · h| ≥
c(µ)

|h|ς
, ς > 1 ,

from which it follows that

O(|h|) = |ω̄µ · h|T ≥
c(µ)T

|h|ς

and hence |h|ς+1 ≥ constT , namely

|h| ≥ constT 1/(ς+1) = constT ρ (5.242)

where

ρ :=
1

1 + ς
.

From (5.240), from (5.242) and being |h| = |k̃|, we have

Tmin ≥ T

n
≥ 2π

|k̃|
|ω|
−O

( 1

n|ω|

)
=

2π|h|
|ω|

−O
( 1

n|ω|

)
≥ const

T ρ

|ω|
−O

( 1

n|ω|

)
≥ constT ρ .

�
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