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1 Introduction

1.1 Spin-orbit phenomena

1.1.1 Spintronics

Until forty years ago, the functionality of semiconductor devices relied only on the control
of the electronic charge, whereas the spin degrees of freedom (DOF) of carriers did not
play any role, and was not being utilized in any way. Recently, a technology has emerged
called spintronics (spin transport electronics or spin-based electronics), which is centered on
the manipulation of spin degrees of freedom in solid state systems [1–5]. One of the most
important aims is to understand the relationship between the charge and the spin DOF. A
good knowledge of this relationship provides the opportunity for a new generation of devices,
combining standard electronic conduction with spin-dependent effects that arise from the
interaction between the spin of the carriers and the magnetic properties of the material.
The electrical control of spin population could be exploited by two different mechanisms,
ferromagnetic interaction and spin-orbit coupling (SOC). Originally, the idea of spin-based
electronic devices was based on ferromagnetic materials, used to inject a spin current in
paramagnetic materials. One of the most studied effects caused by this type of injection is
the famous giant magnetoresistance effect also known as GMR effect [6, 7]. The GMR [see
Fig.1.1] is observed in hybrid thin-film materials composed of alternating ferromagnetic and
nonmagnetic layers. The resistance of the system is lowest when the magnetic moments in
ferromagnetic layers are aligned and highest when they are anti-aligned.
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Figure 1.1: Schematic illustration of electron transport in a multilayer for parallel and antiparallel
magnetisation of the successive ferromagnetic layers. The magnetization directions are indicated by
the arrows. The solid lines are individual electron trajectories within the two spin channels. It is
assumed that the mean free path is much longer than the layer thicknesses and the net electric current
flows in the plane of the layers. Bottom panels show the resistor network within the two-current
series resistor model. For the parallel-aligned multilayer, the up-spin electrons pass through the
structure almost without scattering, whereas the down-spin electrons are scattered strongly within
both ferromagnetic layers. Since conduction occurs in parallel for the two spin channels, the total
resistivity of the multilayer is low. For the antiparallel-aligned multilayer, both the up-spin and down-
spin electrons are scattered strongly within one of the ferromagnetic layers, and the total resistivity of
the multilayer is high. Ref.[8].

The GMR effect is probably the best known spintronics effect, since its huge applications in
hard disk storage led Albert Fert and Peter Grünberg to win the Nobel prize in 2007. Beside
in its name, which was coined in the late nineties, the field is "new" mainly in the sense of
its approach to the solid state problems it tackles, as it tries to establish novel connections
between magnetism, superconductivity, the physics of semiconductors, information theory,
optics, mesoscopic physics, electrical engineering. Typical spintronics issues are

1. how to polarize a system, be it a single object or an ensemble of many;

2. how to keep it in the desired spin configuration longer than the time required by device
to make use of the information so encoded;

3. how to possibly transport such information across a device and, finally, accurately read
it.

The principal advantage of promoting the spin DOF as the main carrier of information resides
in its non-volatile nature. For instance, non-volatile magnetic memories based on magnetic
tunnel junctions, exploiting the spin-transfer torque (STT) effects, have offered lower power
consumption and new paradigms for storage devices [9–12]. In a STT, an initially unpolarised
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Figure 1.2: Spin–orbit torque (SOT) as methods to exchange angular momentum between different
elements. In a SOT configuration, the initial beam of electrons acquires spin angular momentum by
passing through a material with SOC, therefore without the need of magnetization. After having gone
through a normal metal (NM ), spins exert a torque T on FM2, similarly to what happens in a STT
device. Ref.[15].

electron beam is sent through a first ferromagnet with a certain magnetisation, where spins get
polarised. After having gone through a normal metal, electrons with fixed spin polarisation
pass through a second ferromagnet with a different magnetisation (not parallel to the first one).
This results in the exertion of a "torque" on the second ferromagnet. The spin-orbit torque
(SOT) is another important mechanism. In this case the initial beam of electrons acquires
spin angular momentum by passing through a material with SOC (without magnetization).
Successively spins exert a torque on a second ferromagnet, similarly to what happens in
a STT device [see Fig.1.2]. The major limitation of these approaches is represented by
their energy cost: typically for a single operation in a STT device, the required energy can
potentially delete any non-volatile character of the spin DOF [13, 14]. In spintronics devices,
information is encoded into the orientation of a collection of spins, this having being fixed at
a local minimum in the energy landscape. Leakage of information would be represented by
a change in this particular configuration [14]. In the present thesis we are interested in the
study of spin transport electronic effects in graphene heterostructures, where the coupling
between charge and spin degrees of freedom is due to the SOC. In the following we will
see that in electronic devices this interaction allows us to control the spin current and spin
polarization responses through an external electric field. In the next section, we start from
the origin of SOC.

1.1.2 Origin of spin-orbit coupling

In atoms, the spin-orbit coupling is a relativistic correction to the electrons’ energy levels
of atomic spectra. To illustrate its origin however, it suffices to adopt semiclassical (SC)
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electrodynamics and non-relativistic quantum mechanics arguments (see Appendix A for
details). The spin-orbit interaction can be expressed

HSOC = eλ2
0

4

(
σ ×∇V (x)

)
· (−i∇), (1.1)

with k = −iℏ∇ the momentum, eV (x) a static electric field and σ the Pauli matrices linked
to the electron spin σ = 2S/ℏ. Here λ0 = ℏ/(mc) ≃ 10−10cm is the Compton wave length
in a vacuum, which is very small compared with the characteristic lengths in solids. However,
when considering the spin-orbit interaction in solids one must take into account that an
effective Compton wave length λ may appear [16, 17]. In some cases this brings a big
enhancement of the strength of the spin-orbit interaction. For example, in GaAs the effective
Compton wave length λ is about three orders of magnitude larger than the vacuum value λ0.
In atoms, the potential eV in the Eq.(1.1) is the central field due to the nucleus and to the
screening of electrons and the SOC term gives rise to the fine structure of the atomic spectra.
In solids, the Eq.(1.1) applies to all potentials acting on the electrons. In this respect one may
speak of different spin-orbit mechanisms depending on the origin of the potential. Those
which, due to the potential from impurities and defects, break the translational symmetry of
a periodic lattice, are called extrinsic mechanisms. On the other hand, those mechanisms
arising from the potential of the host lattice or from the confining potential determining
an electronic device, as in the case of a two-dimensional electron gas (2DEG), are called
intrinsic. In the following, we discuss some effects out of equilibrium (spin Hall effect, etc)
that define the observables which we are interested in for the rest of the work of this thesis.

1.1.3 Nonequilibrium effects

1.1.3.1 The spin Hall effect

The SOC manifests in materials via a category of effects allowing an efficient conversion
between charge and spin signals. The most famous example is the spin Hall effect (SHE)
[18–20]. It could allow for the manipulation of the spin DOF inside a device by means
of electrical fields only. It is an eminent example of what Awschalom calls a “coherent
spintronic property” [2], as opposed to the “non-coherent” ones on which older devices are
based. Originally proposed in 2003 for a two-dimensional hole gas (2DHG) by Murakami
et al. [21], and soon after for a two-dimensional electron gas by Sinova et al. [22], it has
attracted much attention and is still being actively debated. In a spin analogy to its charge
counterpart, i.e. the classical Hall effect [23], the SHE consists of a spin accumulation at the
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Figure 1.3: The direct spin Hall effect. The gray layer is a two-dimensional electron (hole) gas 2DEG
(2DHG), to which an in-plane electric field is applied. Because of spin-orbit interaction in the system,
spin-up and spin-down fermions are deflected in opposite directions, creating a pure spin current in
the direction orthogonal to the driving field. Spin accumulation at the boundaries of the sample is the
quantity usually observed in experiments and taken as a signature of the effect.

boundaries of a conductor, the “spin voltage” building up in the orthogonal direction [see
Fig.1.3].
The SOC plays a similar role to the Lorentz field in the classical Hall effect, such that no
magnetic field is required for the SHE to happen. In fact, similarly to Mott scattering in a
vacuum [24], the "electron beam" is separated by the spin-orbit interaction present in the
material into its spin components. Indeed this mechanism in normal metals was proposed by
Dyakonov and Perel [18, 19] as a solid-state realisation of Mott scattering. The SHE was first
measured in semiconductors, with the spin accumulation at the boundaries of the samples
probed by optical means [25, 26]. Onsager reciprocity [27], allows also the inverse effect to
exist, i.e. the conversion of a spin-polarised current into a charge voltage. Such inverse spin
Hall effect (ISHE) was discovered in semiconductors and in metals shortly after the reports
on the discovery of the SHE [28–30].
Now, we try to discuss briefly the spin-charge coupling in the diffusion equations. In a
paramagnetic metal the diffusion equations for charge and spin are

ji = (−e)µnEi −D∂i(−e)n, (1.2)

jij = µsjEi −D∂isj ,

where n is the total density, sj the spin polarization measured in units such that the spin
current jij has the same physical dimensions as the charge current. This means to multiply
the usual sj by −e/ℏ, e > 0 being the unit charge. In the Eq.(1.2), µ= −eτ/m is the electron
mobility, τ the spin conserving scattering time and m the effective electron mass. The
spin-orbit interaction couples the spin and charge currents. The idea goes back to Mott [24]
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and yields a polarization of the diffused particles, assumed to be initially non polarized.
Electrons transporting charge in a conductor undergo collisions with impurities and phonons
and, as a result, there should be a coupling between charge and spin currents due to SOC.
According to the theory of Dirac’s equation, the spin-orbit interaction is given by the Eq.(1.1).
Let us consider the Born approximation (BA), i.e. the lowest order scattering amplitude.
This means that we take the matrix element of HSOC between an initial plane wave with
momentum k and a final wave with momentum k′. We obtain

⟨k|HSOC |k′⟩ = −iλ
2
0

4 V (k −k′)k ×k′ ·σ, (1.3)

where V (q) = V (k −k′) is the Fourier transform of V (x). According to the above equation,
the scattering amplitude reads

f = V (q)
[
1− i

λ2
0

4 k ×k′ ·σ
]
, (1.4)

where the first term represents the ordinary scattering. In general, beyond the Born approxi-
mation, we have

f = A+Bk̂ × k̂′ ·σ. (1.5)

The scattering probability is given by the amplitude square, i.e.

P = |f2| = |A|2 + |B|2 +2Re(AB∗)k̂ × k̂′ ·σ, (1.6)

where the last term is responsible for spin asymmetry in the scattering processes. If
Re(AB∗) ̸= 0, the skew-scattering mechanism appears (in the Section 1.1.3.2 we discuss in
details the extrinsic effects). On the contrary, in the Born approximation one has A= V (q)
and B = −iλ2

0k2

4 A, so that Re(AB∗) = 0. The effect of the spin-orbit interaction in a con-
ductor is more complicated then the process of a single scattering. First of all, one has to
take into account multiple scattering which is responsible for the diffusive motion. Second,
the source of SOC are due to different mechanisms. From a phenomenological point of view,
we can consider electrons with an initial direction along the positive x−axis. We assume that
spin up electrons are deflected along the positive y−axis, while the opposite occurs for down
spin particles. In terms of currents we have

δjy↑ = ηjx↑, δjy↓ = −ηjx↓, (1.7)

where η is a dimensionless parameter depending on the spin-orbit interaction. The spin-
current in the y−direction reads
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δ(jy↑ − jy↓) = η(ηjx↑ +ηjx↓), (1.8)

while the charge current in the y−direction is

δ(jy↑ + jy↓) = η(ηjx↑ −ηjx↓). (1.9)

Hence, a charge current along x−axis generates a transverse spin current along the y−axis,
while a spin current along the x−axis generates a transverse charge current along y−axis.
The first case is referred to as the SHE, while in the second case one speaks of the (ISHE)
or anomalous Hall effect (AHE) depending on the nature of the spin current. If the latter
has been originated by spin injection in a paramagnetic system, one deals with a pure spin
current, i.e. a spin current in the absence on a charge current. This is the ISHE. If instead the
spin current is due to a difference in spin population as in a ferromagnet, this is the AHE.
In this latter case the driving spin current goes along with a driving charge current. Hence,
one has a transverse charge current in response to a longitudinal charge current independent
of the magnitude of the magnetic field. To make a contact with the Eq.(1.2), we rewrite the
Eqs.(1.8) and (1.9) as

δjyz = ηjx, δjy = ηjx. (1.10)

Hence the parameter η couples charge currents labelled by one index, the coordinate axis
along which the current flowing, with spin currents labelled by two indices, indicating the
flowing direction and the polarization axis. For arbitrary direction the coupling contain the
Ricci tensor εijk, i.e.

δjij = εijkηjk, δjy = −εijkηjjk. (1.11)

One can write the coupled equations for the currents as

ji = (−e)µnEi −D∂i(−e)n− εijkηj
0
jk, (1.12)

jij = µsjEi −D∂isj + εijkηj
0
k ,

where the superscript 0 indicates the expression in the absence of η. The minus sign difference
between the two above equations agrees with the general requirements due to the Onsager
relations [27], based on the properties of the charge and spin currents under time reversal.
We notice that, while the charge current is odd, the spin current is even under time reversal,
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since both spin polarization and velocity change sign. The Eqs.(1.12) must be used with the
continuity equations for charge and spin that read

∂tρ+∂iji = 0 ∂tsi +∂jjji + si

τs
= 0, (1.13)

where τs is a phenomenologically introduced spin relaxation time, since spin conservation is
not a general property in contrast with charge conservation. Let us now assume a paramag-
netic conductor and imagine applying a uniform and constant electric field Ex along x−axis.
Since in the absence of the electric field there is no spin polarization si = 0, to linear order in
the field one has

jyz = ηj0
x = ησEx ≡ σsHEx, (1.14)

where σsH is called the spin Hall (SH) conductivity and the transverse spin current along the
y−axis induced by the the electric field constitutes the spin Hall effect. In the following we
discuss other spin-orbit effects, such as skew-scattering and side-jump mechanism.

1.1.3.2 The extrinsic spin Hall effect

In the previous section, we have discussed the SHE in a phenomenological way by assuming
a coupling between the charge and spin currents in the diffusion equations. Here we want to
analyze the microscopic mechanisms for the SHE. We focus on mechanisms based on the
extrinsic spin-orbit coupling, i.e. that originating from the potential impurities and defects.
This SOC gives rise to two different types of mechanisms: the skew-scattering and the
side-jump. The first one is important for our work because in the Chapter 6 we go beyond
the Born approximation and study the skew-scattering in a specific graphene-Hamiltonian.

The skew-scattering Here we report a short discussion about the skew-scattering mecha-
nism, we suggest the reader to see other literature for more details [31, 32]. The idea goes
back to Mott [24] and we start from the scattering probability Eq.(1.6). To take into account
the skew-scattering mechanism, we must have Re(AB∗) ̸= 0. Particles with spin parallel to
k̂ × k̂′ are deflected by angle θ (depending on the transferred momentum (k̂ − k̂′)), while
those with spin antiparallel by an angle π+ θ. Here, as a model, we consider a disordered
Fermi gas with spin-orbit interaction as

H = k2

2m +V (x)− λ2
0

4 σ ×∇V (x) ·k. (1.15)
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As already mentioned, to have a finite skew-scattering, the scattering amplitude at the Born
level Eq.(1.4) is not sufficient. We need to compute the scattering probability beyond the
Born approximation. Since, the spin-orbit coupling λ2

0 can be treated perturbatively, the
spin-dependent amplitude B will be considered at the level of the Born approximation,
whereas we consider higher order correction for the spin-independent amplitude. To this
end, solving the Schrödinger equation, one can consider the solution at second order in the
potential V (x) = u0δ(x) (i.e. a potential for a single impurity located at the origin of the
coordinates) [17, 33]. So, the spin-independent scattering amplitude can be written in the
form

A= −m

2πu0(1+u0G(0)), (1.16)

where G(0) is the Green’s function associated to the Schrödinger equation in the absence
of potential at x = 0. In the scattering probability we need Re(AB∗). Since B is purely
imaginary, we have to consider

δA= −i m2πu
2
0ImG(0). (1.17)

In this way, one can evaluate the correction to the scattering rate and uses it in the Boltzmann
equation (BE) (see Chapter 2). This new term modifies the kernel of the kinetic equation and
the spin current can be expressed in terms of the charge current as

jia
τ

= −εijaWa(k,k′)p2
i jj , (1.18)

where W is the kernel of the equation, ji the charge current along i−direction while a is the
spin polarization. We underline that the parameter η can be defined phenomenologically and
is η ∝ −λ2

0k
2
F , with kF the momentum at the Fermi energy.

The side-jump We briefly discuss the origin of the side-jump mechanism. To understand
it, let us consider the equation of motion at a semiclassical level

ẋ = k
m

− λ2
0

σ
×∇V (x), (1.19)

k̇ = −∇V (x)+ λ2
0

4 (σ ×k ·∇)∇V (x).

To first order in λ2
0, the equation for x becomes
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ẋ = k
m

− λ2
0

σ
× k̇. (1.20)

Integrating over time from −∞ to +∞ (before the scattering and after the scattering), the
trajectory acquires an extra contribution proportional to the transferred momentum upon the
scattering in the form

δx = λ2
0

4 σ × δk. (1.21)

This δx is the so-called side-jump effect and may affect the spin current. If at each scattering
event there is a side jump, the total number of side-jumps per unit time has the dimensions of
a velocity. Such a velocity depends on the spin state and this dependence gives rise ultimately
to a spin current. The side-jump contribution to the spin current can be written quite generally
as

jia = −εiakWakk, (1.22)

where of course W is a different kernel respect to the skew-scattering case. Identically one
can phenomenologically find the coupling η and obtain η ∝ −mλ2

0/2τ . What explained until
now is not the end of the story. When an electric field is present, the side-jump modifies the
energy of the scattered particles. In fact, the generated dipole-like term yields a correction
to the collision integral of kinetic equation. In this case the parameter η ∝ −mλ2

0/4τ . We
stress that, in contrast to what happens in the skew-scattering mechanism, the coefficient η
in the side-jump depends on the inverse scattering time. This means that in high-mobility
system tends to be small.

1.1.3.3 The Edelstein effect

Despite its historical significance, the SHE is not the only possible charge-to-spin conversion
(CSC) mechanism induced by SOC effects. Broken structural inversion symmetry allows
for the appearance of a current-induced spin polarisation, commonly known as inverse
spin-galvanic effect (ISGE) [see Fig.1.4]. Originally proposed by Ivchenko and Pikus [34],
and observed by Vorobev et al. in Te [35], the ISGE was later theoretically studied by
Lyanda-Geller, Aronov and Edelstein (from which the name Edelstein effect) in a 2DEG
with SOC of the Bychkov-Rashba type1 [36, 37], whose Hamiltonian is (see Chapter 3 for a
deeper discussion)

1For brevity, in the following we will adopt the common choice of referring to the ’Bychkov-Rashba
interaction’ as simply ’Rashba interaction’.
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Figure 1.4: The ISGE due to the spin-momentum locking produced by the Rashba pseudomagnetic
field (a.1), an out-of-equilibrium spin polarisation establishes orthogonally to the applied electric
field E = E x̂; the distorted Fermi surface is represented in (a.2) by the shaded circle. (b) Such a
spin-current coupling cannot occur under preserved z −→ −z symmetry conditions, since spin density
and charge current transform differently under out-of-plane mirror reflection, the former (latter) being
a axial (polar) vector. Breaking of this symmetry is hence required to have the ISGE.

H2DEG
0 = k2

2m +λ(k × ẑ) ·s, (1.23)

where s = (sx, sy) are Pauli matrices x,y acting on the spin DOF, m is the effective electron
mass, and λ is the Rashba parameter. The spin-galvanic effect (SGE) has also been observed
in GaAs semiconducting quantum wells [38].
The phenomenology of ISGE/SGE can be understood by symmetry arguments [39]. Electrical
currents and spin polarisation are respectively polar and axial vectors. In centrosymmetric
systems, where inversion symmetry is preserved, polar and axial vectors transform differently,
hence no coupling between non-equilibrium spin density and charge current is allowed [see
Fig.1.4(b)]. However, in reduced symmetry conditions, polar and axial vectors components
may transform similarly. Consider, for instance, the case of electrons confined in the x−y

plane with mirror reflection about the y−z plane (Ryz) preserved but with broken z −→ −z
(Rxy) symmetry–e.g. induced by the presence of a substrate. Under the vertical plane
reflection Rxy, the electrical current and spin polarisation transform as

Rxy : Jx,Jy −→ −Jx,Jy, (1.24)

Rxy : Sx,Sy −→ Sx,−Sy. (1.25)
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Figure 1.5: a) Edge states in a 2D topological insulator (b) Schematics of the band structure of a
3D topological insulator with surface states within the band gap. Spin-splitted surface states exist
due to the surface topology, independently from the Rashba effect. Topological insulators, indeed,
display a spin-splitted linear dispersion relation on their surfaces (i.e. spin-polarized Dirac cones),
while having a band gap in the bulk (this is why these materials are called insulators). Also in this
case, spin and momentum are locked and, when a charge current flows in these spin-polarized surface
states, a spin accumulation is produced and this effect is called Edelstein effect. A 2D charge-to-spin
conversion mechanism occurs. Ref.[40].

A coupling between Ji − Sj with i ⊥ j is therefore allowed for broken Rxy symmetry.
Microscopically, such a coupling is mediated by the SOC.
The topological insulator (TI) case is easier to visualize due to the presence of a single
Fermi contour, therefore the topological insulator case is discussed first [41, 42]. It is a
material that behaves as an insulator in its interior but whose surface contains conducting
states [43], meaning that electrons can only move along the surface of the material [see
Fig.1.5(a)]. Topological insulators have non-trivial symmetry-protected topological order;
however, having a conducting surface is not unique to topological insulators, since ordinary
band insulators can also support conductive surface states [44–46]. What is special about
topological insulators is that their surface states are symmetry-protected Dirac fermions by
particle number conservation and time-reversal symmetry. In the bulk of a non-interacting
topological insulator, the electronic band structure resembles an ordinary band insulator,
with the Fermi level falling between the conduction and valence bands [see Fig.1.5(b)]. On
the surface of a topological insulator there are special states that fall within the bulk energy
gap and allow surface metallic conduction. To explain better, topological insulators display
spin-split surface states where spin-momentum locking is present (as Rashba interaction
in the 2DEG). Indeed, when a charge current flows in the surface states of the topological
insulator this can also be seen as a well-defined momentum shift ∆k in the reciprocal space,
resulting in a different occupation of the spin-polarized branches of the Dirac cone. This
unbalance, accordingly to the structure of the topological insulator band dispersion relation,
produces a spin accumulation in the investigated material, i.e. a CSC conversion occurs.
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The spin accumulation is orthogonal to the injected charge current, accordingly to the spin-
momentum locking. Due to the fact that these materials display a conductive behaviour on
their surface while being insulating on their bulk, the charge current is only allowed to flow
on the topological insulator surfaces, this is the origin of the bidimensionality of this CSC
mechanism.

1.1.3.4 Other spin-orbit effects

The interplay of SOC and magnetic exchange interactions is yet another research line
attracting growing interest [47]. Ferromagnetic systems with broken inversion symmetry
display a Dzyaloshinskii–Moriya interaction, i.e.

HDM =
∑
ij

Dij · (Si ×Sj), (1.26)

where Dij is the Dzyaloshinskii–Moriya coupling for spins in lattice sites i, j. According
to the Eq.(1.26), the energy of two neighbouring spins S1,S2 decreases (increases) if the
respective orientation are connected by a clockwise (anti-clockwise) rotation around the
Dzyaloshinskii– Moriya vector [47, 48]. Such a term enables the formation of chiral spin
structures, e.g. domain walls and magnetic skyrmions [48]. The latter are defined as
spin textures displaying inverted out-of-plane magnetisation along the rotating pattern [see
Fig.1.6]. Skyrmions are characterised by a topological number Ssk = ±1, indicating the
protection of the spin texture against smooth deformation and rendering them suitable for
device applications [49]. Albeit originally proposed to exist in condensed matter systems as
quasiparticles in real-space, skyrmionic band structures in reciprocal space can be established
due to the interplay of SOC and magnetic exchange coupling (MEC) [50, 51].

Figure 1.6: A spin skyrmion. The spin texture is such that inversion of the out-of-plane component
is realised by varying some parameter, e.g. the position (real-space skyrmion) or the momentum
(momentum- space skyrmion).
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1.2 2D material-based spintronics

1.2.1 The advent of 2D materials

Atomically-thin material sheets have been for a long time only abstract objects, as they were
thought not to exist as a stable state of matter. According to the so called Mermin-Wagner
theorem in fact, long wavelength fluctuations inevitably destroy the long-range order of 2D
crystals [52]. Nevertheless, such 2D systems played an important role as theoretical platforms.
For instance, most of the properties of carbon allotropes with complicated geometry, such
as carbon nanotubes, were found to be captured by a simplified 2D graphite layer model.
Witness to the successful employment of those 2D models is the broad range of applications
of carbon allotropes reached nowadays, ranging from antibiotics and flexible screens to
solar cells [53–55]. The physical isolation of a carbon monolayer however has not been a
reality until the discovery of graphene in 2004 [56], which truly initiated the field of 2D
materials. The low dimensionality is the key for unprecedentedly-known electrical, optical,
structural and thermal properties [57]. Research on the 2D materials is currently one of the
most active areas in condensed matter physics; it is tempting to assume that the 2D materials
will soon be materials of choice across a range of applications. The family of 2D materials
encompasses numerous and diverse compounds, including insulators (e.g. hexagonal boron-
nitride), semiconductors (group-VI transition metals dichalcogenides (TMDs)), semi- metals
(graphene) and metals (NbS2). The progress in exfoliation techniques has allowed for the
reduction of essentially any given layered bulk material into the monolayer limit [58–60].
Parallel to that, bottom-up approaches—such as chemical vapour deposition, where gaseous
reactants are deposited onto a substrate to grow high quality 2D monolayers, also guarantee
production of atomically thin compounds on a large scale [61]. In the following, we discuss
the advent of the 2D materials for spintronics purposes and one of the most promising system
for technological advances based on Lego-structure. In fact, in the work of this thesis we are
interested in graphene-based heterostructures.

1.2.2 Suitability of 2D materials for spintronics and van der Waals het-
erostructures

Since their advent, the 2D materials have been very attractive for spintronics purposes. Due
to the unusual physical characteristics, the 2D materials have provided new platforms to
probe the spin interaction with other DOF for electrons, as well as to be used for novel
spintronics applications. The ultra-low spin-orbit coupling in graphene already made it one
of the most promising candidates for spin channel [62–65]. The unusual spin-momentum
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locking properties of the surface states in TIs provide a method to control the spin polarization
via the charge current direction [66]. The unique spin-valley coupling in 2D TMDs provides
a platform to use valley for manipulating the spins [41, 67]. The introduction of magnetism
into graphene or the surface states of TIs is particularly interesting towards the quantum
anomalous Hall effect (QAHE) [68]. The enhanced SOC in hydrogen doped graphene,
silicene, germanane, tin, and 2D TMDs are potential candidates for quantum spin Hall effect
[66]. The spin-orbit torque at the TIs/ferromagnet interface has been demonstrated to be
significantly larger than conventional heavy metals. The idea of combining different systems
of reduced dimensionality into a new compound, which would ideally integrate the best
properties of the single host materials, is very interesting. Such a route, concerning the vertical
stacking of the 2D layers, is in fact already established experimentally. This Lego-approach
gives rise to the so-called van der Waals (vdW) heterostructures, provided that vdW forces are
responsible to keep the stack together [see Fig.1.7] [69]. Due to the reduced dimensionality,
charge redistribution, structural changes and proximity effects (transfer of properties from
one material to another via quantum tunnelling or Coulomb interaction) may occur in a very
different way from usual 3D semiconducting heterostructures [70], opening a completely new
venue for band structure engineering. Despite the recent origin of the research line, many
successes have been reported by implementing vdW stacking. The emergence of superlattice
Dirac points, surface reconstruction and gap opening are some examples of what have been
observed in graphene on hexagonal boron nitride (h−BN ) [71–73]. The rapid surge of
the vdW heterostructures has also offered unprecedented opportunities for exploration of
non-equilibrium effects [74]. For instance, efficient phototransistors can be obtained by
combining graphene high carrier mobility and TMDs sensitivity to light absorption [75–
77]. Long-living excitons could be created by using layered materials with different work
functions, such as MoS2/WSe2 [78]. Encapsulation of graphene with h−BN has been
shown to give rise to stable gate-controllable plasmonic modes, with low optical losses [79].
In this respect, vdW heterostructures represent a landmark for future technological advances.

1.3 Graphene-based spintronics

1.3.1 Spintronics with Dirac quasiparticles

Historically, graphene has been recognised as an attractive platform to be used in spintronics
applications amongst the members of the ever-increasing family of 2D materials, as men-
tioned above. Low-energy excitations of its many-body ground state have a massless 2D
Dirac character described by the continuum-limit Hamiltonian (see Appendix B for details)
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Figure 1.7: By vertically stacking 2D materials with different properties, one can potentially obtain
new platforms with enhanced properties. This Lego-like approach goes under the name of vdW epitaxy.
The figure is taken from Ref.[69]

HG = v(τzσxkx − τ0σyky), (1.27)

where the Fermi velocity v ≃ 106 m/s is an effective velocity of light. Above σi, τi, with
i= x,y,z are Pauli matrices describing emergent effective spin− likeDOFs of Dirac carriers
associated with sublattice and valley space. In the following, the set of Pauli matrices s acts
in the spin space. The energy dispersion of the Eq.(1.27) has a linear (massless) relativistic
behaviour, with six zero-energy band crossing points (Dirac points) at the Brillouin zone
corners [see Fig.1.8]. Physically, all the Dirac points are equivalent and connected by the
vector of reciprocal lattice. This means that all six points can not be distinguished. However,
the six bands can be grouped into two distinct categories due to rotational symmetry of
the hexagonal honeycomb lattice (in the Appendix C we discuss briefly the honeycomb
lattice properties useful to the system under study), reducing the description to K or K′

bands, obtainable from Eq.(1.27) by replacing τz with k = ±1 respectively. The double
energy-degenerate extremal band points are referred to as valleys. It is well known that in
the massless limit, the Dirac equation is decoupled into two separate equations, describing
left- and right-handed chiral particles [88]. Mathematically, the chirality of Dirac carriers
is encoded in the presence in the Eq.(1.27) of Pauli matrices associated to a spin-like
DOF, commonly referred to as pseudospin [89]. To see that, one can rewrite the Eq.(1.27)
by introducing the chiral operator χσ = σ · k/|k|, whose eigenstates are associated with
eigenvalues ±1. For instance, in the Chapter 4 we will introduce a two combinations of Pauli
matrices σk and σθ that will help us to rewrite and, then, diagonalize the 2D Dirac-Rashba
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Figure 1.8: (a) The honeycomb lattice of graphene, with interpenetrating Bravais triangular sublat-
tices A, B, respectively in red and blue. The first Brillouin zone is shown in dashed, with inequivalent
corners K, K′. To describe electron dynamics in this particular crystal environment one adopts a
massless Dirac 2D Hamiltonian. Carriers have here a spin-like DOF (pseudospin), stemming from
the presence of two sublattices, which can be either parallel or antiparallel to the momentum vector,
giving then a chiral characters to Dirac fermions (b). (c) The associated low-energy dispersion is
linear, with two zero-energy points at the corners of the Brillouin zone K, K′. Carriers with positive
energy at K (K′) have positive (negative) chirality, conversely for negative. The chirality of Dirac
particles is also responsible for the acquisition of a nonzero Berry phase upon adiabatic loops around
the Dirac points, which might result in nontrivial topological phases when a bandgap is opened in the
spectrum.

Hamiltonian. Thus, in analogy to the real spin of massless relativistic particles in the vacuum,
the pseudospin of graphene’s quasiparticles points in the parallel/antiparallel directions
with respect to their momentum [see Fig.1.8(b)]. Note that the chiral symmetry in crystal
structures coincides with the sublattice symmetry. Indeed the chiral symmetry inherent to
the Dirac Hamiltonian is due to the fact that the electron density is equally shared between
A and B sublattice sites of the honeycomb structure. A further signature of the chirality of
graphene’s quasiparticles manifests upon adiabatic evolution of the electron wavefunction
along a closed loop C in k space [see Fig.1.8(c)]. The eigenstate of the spinor associated to
the Hamiltonian changes along this circuit C and at the end returns at its initial state but with
a phase factor, which is named Berry phase and has a geometrical character [43, 80].
Let us investigate the symmetry properties of the Hamiltonian Eq.(1.27). Space inversion or
parity transformation is indicated with P . Parity interchanges the two original sub-lattice
and sends k −→ −k. Under parity also the two valleys interchange. As a result, we have the
parity transformation
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σxτxHG(−k)σxτx =HG(k), (1.28)

hence the graphene Hamiltonian is invariant under P symmetry operation. Let us indicate
with T the time reversal symmetry operation. In quantum mechanics the time reversal
transformation in spin space is isyK, where K is the charge conjugation. Under time reversal,
k −→ −k and the valleys interchange. The time reversal transformation on the Hamiltonian
reads

− isyτxHG(−k)isyτx =HG(k), (1.29)

so that it is invariant. SOC preserves the time reversal symmetry. By requiring that it does
not break the space inversion symmetry as well, we allow for a term in the Hamiltonian of
the form

HI = λzzσzτzsz, (1.30)

that is the so-called intrinsic spin-orbit coupling. The eigenvalues of the Hamiltonian
Eq.(1.27) with the term Eq.(1.30) are

ϵ= ±
√
v2k2 +λ2

zz, (1.31)

for all values of sz and τz with λzz the strength of coupling. Hence at both Dirac points
(identified by τz = ±1), a gap in the spectrum opens so that the graphene becomes an
insulator with the Fermi level falling between the conduction and valence bands. One can
verify that the graphene Hamiltonian with SOC exhibits the quantum spin Hall effect. The
key ingredient for this to occur is the presence of a gap in the bulk spectrum and the existence
of gapless edge states. Such a phenomenology is an example of a TI, as mentioned in the
Section 1.1.3. The reason why HI is usually neglected in the Eq.(1.27), is the smallness of
the intrinsic SOC strength λzz. Early estimations by heuristic arguments in Ref.[43] yielded
λzz ∼ 200µeV , whereas later and more accurate tight-binding studies and first-principles
results predicted values ranging from (1−50)µeV , meaning λzz ≪ ℏv/a≃ 4.6µeV , where
a = 0.142nm is the carbon-carbon bond length, justifying the negligence of the SOC in
the minimal Dirac model of graphene Eq.(1.27). In this picture, if λzz −→ 0 the Fermi
level approaches to the Dirac point and, only in this case, the graphene exhibits an insulator
behaviour.
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Figure 1.9: Transition metal dichalcogenides. a) A 3D visualisation of typical MX2 layered com-
pounds. b) Due to the structural inversion asymmetry, TMDs display spin-split bands at K K′ points,
with a large (0.1−0.5)eV band gap. Time reversal symmetry guarantees that the spin polarisation is
reversed at opposite valley, allowing selective spin excitation to the conduction bands by circularly
polarised light (circular dichroism.)

1.3.2 Enhancing spin-orbit coupling in carbon layers

One of the first proposals to enhance SOC in graphene [81] concerned adatom decoration. It
can produce a very large local SOC thanks to the sp3 bonding. However the experiments
are facing difficulties to show the insulating phase [82–86]. Graphene-based vdW systems
with proximity-induced SOC offer good prospects in the circumvention of this situation.
In particular, TMD monolayers have been recognised as an ideal matching to graphene.
TMDs are compounds of the type MX2, where M , X are respectively a transition metal
and a chalcogen element. Their crystal structure is such that an M layer is “sandwiched”
between two X atomic layers in a trigonal prismatic or an octahedral phase [see Fig.1.9(a)]
[87–91]. For TMDs, the atoms are heavy and the outer layers electronic states are from
d-orbitals that have a strong SOC. This spin-orbit coupling removes the spins degeneracy
in both the conduction and valence band i.e. introduces a strong energy splitting between
spin up and down states [92, 93]. In the case of MoS2, the spin-splitting in conduction
band is in the meV range, while it is expected to be more pronounced in other materials
like WS2. The spin-orbit splitting in the valence band is several hundred meV . If there are
different conduction/valence band extrema in the electronic band structure in k-space, the
carriers can be confined in one of these valleys. This degree of freedom opens up a new field
of physics: the controlling of carriers k-valley index, also called valleytronics. We briefly
underline that more general graphene-on-a-substrate heterostructures, which strictly speaking
do not fall into the vdW family—the substrate being a bulk, rather than a layer—are also
attracting much attention. Proximity effects can be equally efficient, allowing the transfer
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of additional interactions to Dirac fermions beyond the SOC. For instance, the anomalous
Hall effect (AHE) has been observed in graphene on YIG [85, 94], indicating the successful
transfer of MEC to the carbon layer. Another very interesting research line concerns induced
superconductivity in graphene. The penetration of Cooper pairs fromNb contacts to graphene
sheet has been recently obtained [95]. All these recent developments have paved the way
to a new material-science era, having as protagonists atomically well-defined interfaces of
materials with tailored on-demand properties.

1.4 Summary and outline

The scope of this thesis is to study theoretically the transport in a system with the charge-spin
coupling in 2D Dirac materials with proximity-induced SOC. In particular, we focus on
the graphene-on-TMD bilayers that represent today one of the most promising device for
spintronic development of next-generation optoelectronic nanodevices and nanoelectronics.
As discussed, the advantage of this kind of Lego-structure is the combination of the sizeble
SOC proximized by the adjacent layer of transition-metal dichalcogenides and the good
electricity carriers in graphene. To derive the kinetic equation for our system, we use the
quasiclassical approximation. In general it is of interest since it allows one to obtain simple
transport equations even in cases where the quasiparticle approximation fails. The use of
quantum field-theoretical methods in transport theory provides a microscopic justification of
the semiclassical Boltzmann equation and allows one to generalize this approach to take
renormalization and lifetime effects into account in a systematic manner. In particular it is
possible to derive systematically the correction terms. The Keldysh formulation provides a
convenient and general framework for deriving kinetic equations. In particular, the Keldysh
component of the quasiclassical Green’s function describes the distribution function. The
power of this technique consists in the fact that, even though does not have the elegance of
the functional integral methods, provides very often a much clearer physical picture. Even at
equilibrium, when the diagrammatic methods are sufficient, the quasiclassical approximation
has the advantage of a more compact derivation. For these reasons, we decide to adopt this
technique to derive the kinetic equation and, then, the physical observables for our system
stressing the original treatment of the work of this thesis.

First of all we prove the consistency of the quasiclassical approach making a link to the
phenomenological Boltzmann equation for quasiparticles. We start from a simple system
like the massive Dirac fermions. This means to consider only the orbital sublattice-staggered
potential, i.e. the massive term, without intrinsic- or extrinsic-like SOC. This represents the



1.4 Summary and outline 21

minimal model to see the AHE. For such system in the clean and stationary case we use both
approaches. The Eilenberger equation, i.e. the equation for the Keldysh component of the
quasiclassical Green’s function g, gives the same Hall conductivity as that obtained from
the linearized Boltzmann equation for the distribution function f . This result confirms the
equivalence of both approaches and tells us how to manipulate the different components of
g. In fact, in order to obtain the correct result, we have to select only one component, i.e.
the perpendicular one, of the equilibrium distribution function. In other words, it means
to neglect the component that commutes with the Hamiltonian of the system. We use the
terminology perpendicular considering that, using a suitable matrix basis, we may map the
space of matrices to a vector space. Within such a mapping, the commutator of two matrices
correspond to the cross product of the corresponding vectors. Following this procedure,
we perform the same physical observable calculation but with the quasiclassical Green’s
function and, now, only the perpendicular component of g is selected. These preliminary
calculations are useful to study a more interesting system such as the 2D Dirac-Rashba
model. The Rashba effect is a momentum-dependent splitting of spin bands similar to the
splitting of particles and anti-particles in the Dirac Hamiltonian. In such a model one has
two regimes to investigate, i.e. when the Fermi energy intersects a single subband (regime I)
or two subbands (regime II). The presence of two bands crossing the Fermi energy makes
the mathematical description quite complex. For this reason, we focus first on the one-band
regime. Again, in the clean and stationary case, for this model we have to solve a kinetic
equation that is formally identical to the massive Dirac fermions one. Now, thanks to the
previous results, we know that only selecting the perpendicular component of the equilibrium
distribution function one can recover the well-know spin Hall conductivity reported in the
recent literature. This finite result- in the stationary model- is not a contradiction, but can be
explained by recalling that, without disorder, there is no true stationary state. The vanishing
of the spin Hall conductivity occurs in the presence of an arbitrary small concentration
of scalar impurities that produces a relaxation mechanism. We underline that the finite
spin Hall conductivity shows two-contributions: one describes the processes far from the
Fermi surface, whereas the other the processes at the Fermi surface. In particular, the first
term is proportional to the Fermi energy. It is important to point out that the quasiclassical
approximation captures only the processes at the Fermi surface by definition.

At this stage, we are ready to add the disorder in the 2D Dirac-Rashba Hamiltonian
and study it with the help of the Eilenberger kinetic equation. To do that, we introduce
the T−matrix approximation in order to write the retarded/advanced self-energy (ΣR(A)).
The latter contains in principle the sum of all possible irreducible diagrams. In practice,
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one usually adopts some approximation to reduce the complexity of ΣR(A) to a subset of
diagrams (the Born approximation, the skew-scattering mechanism, etc). Anyway, before
any approximation, we are able to write the Keldysh component of the collision integral of
the kinetic equation in terms of the disordered-average ≺ T ≻ −matrix. After a non-trivial
manipulation, we write a completely generic expression for the Keldysh component of the
collision integral for which the detailed balance is obeyed. This represents one of the main
result of the work of this thesis. To start the calculation of the disordered system, we focus
on the simplest approximation for the one-band regime in the 2D Dirac-Rashba model. For
such a system, we first derive the kinetic equation in the stationary case for the Keldysh
component of g. To proceed further, we make an ansatz for the Keldysh quasiclassical
Green’s function according to which it is proportional to the projector of the band via a
scalar function (g0). This can be justified by the argument that the physical observables
we are interested in are of order of the momentum relaxation time. Now we can solve the
kinetic equation at the Born level which means to consider the lowest order in the T−matrix
expansion. In the end, we obtain the solution for g0 from which we derive the spin density
along the y−direction and the charge current along x−direction. They coincide exactly
with the results obtained via Kubo linear response theory. Furthermore now the spin Hall
effect vanishes as expected due to the presence of a relaxation mechanism which yields a
stationary solution. These results confirm the equivalence of the present approach with the
linear response theory.

To go further in the disorder effects, we consider a more interesting system as the 2D
Dirac-Rashba model with spin-valley coupling. This represents the heart of the work of
this thesis. To see the (extrinsic) spin Hall effect, the skew-scattering mechanism has to
be included. The motivation for including extrinsic skew-scattering effects comes from
recent experimental results in graphene on WS2 systems, where strong room-temperature
spin-to-charge conversion efficiency has been measured [96]. The order of magnitude of
the measured efficiency cannot be totally explained by SHE and ISGE driven by intrinsic
mechanisms. This happens by considering higher-order terms in the T−matrix expansion
so as to modify the scattering kernel in the kinetic equation by an additional term. The
solution for g0 can be found using some periodicity properties of the scattering kernel.
Introducing two different scattering rates (the parallel and the perpendicular component),
we are able to find the analytical expression of the physical observables like the spin Hall
and the Edelstein effect. To manipulate these equations, we define the skew-scattering
coupling (gss) and, subsequently, a skew-scattering variable useful for the numerical analysis.
As expected from the analytical expression, the Edelstein response is not affected by the
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skew-scattering mechanism unlike the spin Hall one. In particular, while the skew-scattering
is growing, the system response becomes significant also for small values of Rashba coupling.

In the end, we turn our attention to the two-bands regime (regime II). In this case we
are not able to define the quasiclassical Green’s function due to the presence of the two
Fermi surfaces. In the clean and stationary case, we take the advantage of the expansion
in the Clifford’s basis to bypass the problem and the spin Hall conductivity found agrees
with what we recovered by directly selecting the perpendicular component of the equilibrium
distribution function. This preliminary calculation helps us to understand how to deal
with the presence of disorder. In this case we perform an original manipulation with an
alternative trick, i.e. the integration of the Green’s function over the momentum instead of
the quasiclassical approximation. Thanks to this, we are able to rewrite the kinetic equation
as a simple linear system. The complexity lies in the matrix structure of the linear operators
but, at the same time, they show a sub-block structure in agreement with the symmetries of
system. This means that if one chooses an electric field along a different direction, another
sub-block has to be considered to solve the problem. We emphasize that, thanks to the linear
operator definitions, all bubble diagrams can be taken into account automatically and this is a
very interesting feature. In fact, solving the linear system in the sub-block of our interest, we
found the suppression of the SHE due to the vertex corrections, as expected. In the end, at
the Born level and in the limit of a good metal, we recover the well-know result for the spin
Hall conductivity reported in the recent literature.

1.4.1 Structure of this thesis

Here we present briefly the structure of this thesis chapter by chapter.
In the Chapter 2 we introduce the theoretical tools useful for our purpose. In particular,
we discuss briefly the semiclassical treatments commonly adopted to study the transport
phenomena and we write the Boltzmann transport equation (BTE). Then we give the guide-
line to perform the linear response with the well-known Kubo formula. After, we turn to a
more interesting technique for systems out of the equilibrium such as the Keldysh formalism.
The latter is usually based on the two-point function so that the main mathematical object
in the Keldysh technique is the non-equilibrium Green’s function (NEGF). This helps us
to introduce the quasiclassical approximation which will be the primary tool for this work.
Thanks to this, we are able to write the kinetic equation for the Keldysh component of the
quasiclassical Green’s function.
In the Chapter 3 we present the minimal Dirac-Rashba (DR) model with a insightful diago-
nalization thanks to the Clifford’s algebra. From this, we go further in the discussion and
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present the generalised model for the Dirac-Rashba system (from C6v −→ C3v symmetry).
We discuss in detail the presence of spin-valley coupling in the system and adopt a suitable
parameterization to write the relative eigenstates.
In the Chapter 4 we present our first calculations for the simple model of the massive Dirac
fermions without SOC. For such a system we use both methods, the density matrix and
the quasiclassical Green’s function approximation in order to evaluate the spin Hall (SH)
conductivity. Thanks to this manipulation we are able to deal with a more complicated
system such as the presence of the Rahsba interaction. For this system we use the Eilenberger
equation to derive the spin Hall observable using what we have learned about the massive
Dirac fermions. Up to here we studied all of these systems with no disorder effects.
Hence, in Chapter 5 we discuss how to tackle the model in the presence of disorder. The
T−matrix approximation is a powerful technique to take into account all scattering due to
the impurities, phonons etc. Here we find the generic expression of the collision integral
in the kinetic equation that represents one of the main result of this work. Furthermore,
we analyze the Born approximation first and the skew-scattering mechanism after. For the
single-band regime (regime I) we write the Eilenberger equation in the stationary case and
find the observables at the Born level. We discuss the results.
While in Chapter 6 we go beyond the Born approximation and discuss the skew-scattering
mechanism for the more interesting system of the 2D Dirac-Rashba with spin-valley coupling.
This represents the heart of the original work of this thesis. For such a system we evaluate
the physical observables (spin Hall and Edelstein effect). From their analytical expression,
we are able to perform some numerical analysis that helps us to understand the behaviour of
these physical quantities. Finally we discuss the results.
In the end, the last Chapter 7 contains the study of the transport equation in the two-band
regime (regime II). First we analyze the clean system and then we add the disorder effect.
In this case we are not able to define the quasiclassical Green’s function due to the presence
of two bands crossing the Fermi level, so that no Elilenberger equation can be written. In
fact we show another way to solve the problem that is more interesting and powerful at the
same time. Finally, a final discussion and the conclusion of the work are provided.
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Overview

This is one of the most technical chapters, as its title suggests. We present the various
formalisms used in this thesis to develop a novel theory of charge-spin transport phenomena
in the 2D Dirac materials. The well known formalisms can be divided into two families:
SC (semiclassical) and FQM (full quantum mechanical). The first one encompasses the SC
Boltzmann transport theory and its quantum extensions based on the kinetic equation for
the density matrix - we will briefly review both below. Their common SC trait is due to the
average over some quantum DOF and the partial negligence of quantum coherence. This
technical simplification allows for a more transparent physical interpretation of the results.
However, lacking a rigorous treatment of the quantum nature of the electrons’ wavefunction,
its regime of validity is restricted to the situation where kF l ≫ 1, with kF being the Fermi
wavevector and l the mean-free path between collisions with impurity (or phonons). A more
refined physical description can be obtained within the second class of FQM formalisms,
based on a diagrammatic treatment of the Kubo linear response function. However, the
main subjects of this work are the formulation of non equilibrium problems within the
Keldysh approach and the quasiclassical approximation due to Eilenberger. We present here
the Eilenberger semiclassical approach used for graphene systems in the presence of the
spin-orbit couplings. This dissertation should be self-contained, but for details we refer the
interested reader to the fairly rich literature [97],[98],[99], [100], [101], [33],[102],[103].
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2.1 Semiclassical formalism

2.1.1 The 2D Boltzmann equation

The Boltzmann transport equation (BTE) provides a statistical description of a system in
terms of the function f(r,k, t), i.e. the density function of quasiparticles that can be found at
time t in a very small region ddrddk of configuration space centred at (r,k), with d being
the dimension of the system. The distribution function f is linked to the total number of
particles N via

dΠ(r,k, t) = ddrddkf(r,k, t) = dN, (2.1)

where dN is the number of particles in the small volume dΠ. Knowing f , the macroscopic
observables describing the system can be obtained, as we shall see below. We will consider
from now on the case d= 2, which is relevant to the work in this thesis. By introducing a
momentum distribution function with a precise value at each point in space, the Boltzmann
approach clearly violates Heisenberg uncertainty principles, which poses limits to its validity.
However the usage of the BTE is justified in terms of wavepackets with well-defined average
momentum or centre of mass coordinates, spin, etc. [104],[105]. In a solid, f is also labeled
by a band index n that here we omit. The BTE is derived on the assumption of Hamiltonian
dynamics for the centre of mass and the average momentum of the wavepacket [106]. Under
the SC equations of motion, the assumption of incompressible fluid holds, which means
that an external electromagnetic force F = −e(E + v × B), where E, B are the electric
and magnetic field respectively, only produces a shift in position and momentum of the
wavepacket, respectively r′ = r+vdt, k′ = k +Fdt/ℏ, where v is the velocity. Instead, the
number of particles in dΠ can only be altered by collisions. For later convenience we use the
notation fk(r, t) = f(r,k, t). Taking the total time derivative of the distribution function, we
get

dtfk(r, t) = ∂tfk(r, t)+v ·∇rfk(r, t)+ 1
ℏ

F ·fk(r, t) = I[f ], (2.2)

where on the right-hand side (RHS) of Eq.(2.2) we have the collision integral I[f ]. To find an
analytic form for I[f ] we consider transition between states with different momenta k −→ k′

induced by a static potential V . The well-known point-like random potentials generated by
Ni impurities located at position ri is
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V (r) = u0
Ni∑
i

δ(r− ri), (2.3)

where u0-dimension of energy × area-measures the scattering strength. We have taken
here for simplicity a scalar impurity potential, i.e. a potential diagonal in all internal DOFs.
Standardly, the random potential is treated by means of a disorder-average procedure over
all the possible impurity configuration [100]. After having performed the disorder average
and having taken the thermodynamic limit N,Ω −→ ∞, with Ω the spatial volume, it can
be shown that, rather than involving a sum of scattering terms from different centres, the
collision integral is reduced to a single-impurity term, scaling with the impurity concentration
ni = N/Ω [100],[107]. The probability of an elastic collision event can be obtained by
invoking the Fermi’s golden rule [108]

Wk,k′ = 2πni

ℏ

∣∣∣⟨k′|T|k⟩
∣∣∣2 δ(ϵk − ϵk′), (2.4)

where the Dirac delta function ensures conservation of energy in the scattering event. In the
Eq.(2.4) T is the single-impurity T-matrix defined in terms of V as

Tk,k′ = ⟨k′|V |Ψk⟩ , (2.5)

where Ψk is an eigenstate of the full Hamiltonian of the system H =H0 +V that satisfies the
Lippman-Schwinger equation [100] and k′ represents a plane wave. The collision integral
will then be written as (fk ≡ fk(r, t))

I[f ] = − 1
Ω
∑
k′

(Wkk′fk −Wk′kfk′). (2.6)

In addition to a sum over all scattered waves with different momenta k′, collision events also
produce a coordinate shift of the centre of mass of the wavepacket, known as side− jump

[109–111], which is not included in Eq.(2.6). However it is of secondary importance in this
thesis, as we are interested in dominant contributions to transport coefficient in the dilute
limit, as we explain in more detail in the following. Note that number conservation imposes
[112–114]
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∫
d2r

1
Ω
∑
k
I[f(r,k, t)] = 0. (2.7)

The Fermi-Dirac distribution function

f0
k = 1

1+ e(ϵk−ε)/kBT
, (2.8)

where ε,kB,T are the chemical potential, Boltzmann constant and temperature respectively,
is a space- and time-independent solution to the BTE, i.e. an equilibrium solution. However,
in the presence of weak external forces F the system is driven out of equilibrium and the
electron density is redistributed. A solution to the BTE can be found on the assumption that
the system only slightly departs from the local equilibrium, i.e.

fk = f0
k + δfk, (2.9)

where δfk is a correction linear in the external field. The corresponding linearised BTE is
written as [107]

∂δfk
∂t

+v ·∇δfk + 1
ℏ

v ·F
(

− ∂f0
k

∂ε

)
= I[δfk]. (2.10)

To study the dynamics of electrons in solid-state systems, a label for the electronic bands
needs to be added to the distribution function, beyond additional quantum indices including
the spin and other quantum DOFs, i.e. fk −→ fα,k with α = n,s, . . .. In the Eq.(2.10) we
need to replace v by the band velocity vα,k. The displacement of the physical observables O
with respect to their equilibrium value are obtainable from the solution of the BTE as

δO(r, t) =
∑
α

∑
k

⟨O⟩αkδfαk(r, t), (2.11)

where ⟨O⟩αk = ⟨αk|O|kα⟩ is the average value of O on the eigenstate of the system |kα⟩.
For example, the non equilibrium part of the charge current is given by

δj(r, t) =
∑
α

∑
k

⟨jα,k⟩δfαk(r, t) = −e
∑
α

∑
k
vαkδfαk(r, t). (2.12)

In its simplest form, the BTE presented in this section for electrons in solids completely
neglects quantum coherence effects. In the following we discuss shortly about the Kubo
linear response theory within the full quantum mechanical formalism.
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2.2 Full quantum mechanical formalism

2.2.1 Kubo linear response theory

The SC formalism presented in the previous section describes how the electron distribution,
and thus the observables, responds to the application of weak external forces. An analogous
FQM approach is given by the Kubo formula [115]. We present here a short discussion. Let
us consider an external spatially homogeneous perturbation1

Hext
µ (t) = Oµ(t)ϕµ(t) (2.13)

which drives a system out of equilibrium. Above, ϕµ is a source field coupled to some
operator Oµ with index µ related to the spatial orientation of the fields and/or associated
matrix structure. Furthermore we suppose that ϕµ(t) is sufficiently weak to ensure that
the response is linear and that the system is in thermal equilibrium before the external
force is applied. As a consequence of this perturbation, the density operator ρ(t) becomes
time-dependent, and so also does the ensemble average of the operator, i.e.

⟨Oµ(t)⟩ = Tr
(
ρ(t)Oµ(t)

)
. (2.14)

We underline that ⟨Oµ(t)⟩ denotes the quantum average over a basis set of many-body
quantum states in the presence of the external field {nint}. Explicitly

⟨Oµ(t)⟩ = 1
Z

∑
{nint}

e−βϵint
n ⟨nint(t)|Oµ|nint(t)⟩ =

∑
{nint} e

−βϵint
n ⟨nint(t)|Oµ|nint(t)⟩∑

{nint} e
−ϵint

n /kBT
,

(2.15)
where ϵint

n is the energy of interacting state |nint(t)⟩ and Z the grand partition function. The
linear relation between this quantity and the external force has the form

⟨Oν(t)⟩ = ⟨Oν⟩+
∫
dt′χνµ(t, t′)ϕµ(t′), (2.16)

where ⟨Oν⟩ = ⟨Oν(t = −∞)⟩ = Tr(ρ0Oν) and ρ0 is the density in thermal equilibrium2.
Here ϕµ(t) is assumed to vanish when t −→ −∞. While χνµ is the so-called response

1We work here in the Heisenberg picture, so that operators are time dependent.
2Here ρ0 = 1

Z e−βH0 with Z = Tr(e−βH0) the grand partition function, H0 the effective hamiltonian and
β = 1/kBT .
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function, whose explicit form can be derived by means of the Kubo formula [115, 116].
Suppose the external perturbation is switched on at some time t= t1, i.e.

Htot =H+Hext
µ (t)Θ(t− t1) =H+ϕµ(t)Oµ(t)θ(t− t1), (2.17)

where Θ(.) is the Heaviside step function. The time evolution of the perturbed states is
described by

Htot(t)|nint(t)⟩ = iℏ∂t|nint(t)⟩. (2.18)

It is convenient to switch from the Heisenberg to the interaction picture considering

|nint(t)⟩ = e− i
ℏHt|n̂int(t)⟩ = e− i

ℏHtÛµ(t, t1)|n̂int(t1)⟩, (2.19)

where the hat denotes a quantity taken in the interaction picture. We have introduces above
the evolution operator

Ûµ(t, t1) = Texp
(

− i

ℏ

∫ t

t1
Ĥext

µ (t′)dt′
)
, (2.20)

with T the time-ordering operator. The Eq.(2.16) expresses the condition that the differential
change of Oµ(t) is proportional to the external disturbance ϕµ(t′) and the duration of the
perturbation δt′, and further that disturbances at different times act independently of each
other. The latter condition implies that the response function χνµ may only depend on the
time difference t− t′. Substituting the Eqs.(2.15), (2.19) and (2.20) into the Eq.(2.16) and
expanding to linear order in ϕµ(t), one arrives at the well-known Kubo formula, i.e.

χνµ(t, t′) = χνµ(t− t′) = − i

ℏ
θ(t− t′)⟨[Oν(t),Oµ(t′)]⟩. (2.21)

In the quantum field theory, the two-points function in the Eq.(2.21) defines the so-called
propagator, or correlation function. In particular the response function χνµ is the retarded
Green’s function of the observable. If the system exhibits translational invariance in time, it
is useful to work in frequency space. So that the Eq.(2.16) becomes

δ⟨Oν(ω)⟩ = χνµ(ω)ϕµ(ω), (2.22)

where δ⟨Oν(ω)⟩ indicates the time observable variation. For pedagogical purposes here, we
consider the 2D conductivity tensor σij of disordered electron systems, neglecting many-body
effects. σij describes how a charge current (precisely the paramagnetic part) builds up in the
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system in a parallel or transverse direction to an applied electric field Ej(t) homogeneous in
space, it means

⟨ji(t)⟩ =
∫
dt′σij(t− t′)Ej(t′). (2.23)

In the static (low frequency) case, a more transparent form of σij is commonly referred to as
Kubo-Streda formula [117] for which, at zero temperature, the conductivity can be split into
two terms [118]: a first one σI

ij , carrying information about the contribution of electrons at
the Fermi level ε, and a second one, σII

ij , taking into account off-Fermi surface processes
(see Appendix D for details). They reads

σI
ij = e2ℏ

4πΩTr[vi(GR(ϵ)−GA(ϵ))vjG
A(ϵ)−viG

R(ϵ)vj(GR(ϵ)−GA(ϵ))], (2.24)

σII
ij = e2ℏ

4πΩ

∫
dϵ′f0(ϵ′)Tr[viG

R(ϵ′)vj(∂ϵ′GR(ϵ′))−vi(∂ϵ′GR(ϵ′))vjG
R(ϵ′)+h.c.], (2.25)

where the Tr is meant on motional (position or momentum) and quantum indices, v the
velocity and Ω the volume of the sample. It is worth anticipating here that the type-I
contribution of generic response functions includes in principle the SC-like part of the
response. It is the dominant term in the diffusive limit kF l ∼ ϵτ ≫ 1, where τ is the effective
relaxation time of bare eigenstates at the Fermi level introduced by disorder (see Chapter
5). To deal with the out of equilibrium problems, in the next section we present the Keldysh
technique that will be the main tool of our work.

2.3 Out of equilibrium formalism

2.3.1 The Keldysh technique

In this section we present shortly the Keldysh formalism for the treatment of out of equi-
librium interacting many–body systems [119]. It provides a systematic way to study non
equilibrium systems, usually based on the two-point functions corresponding to excitations in
the system. The main mathematical object in the Keldysh formalism is the non-equilibrium
Green’s function (NEGF), which is a two-point function of particle fields. In this way,
it resembles the Matsubara formalism [120], which is based on the equilibrium Green’s
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functions in imaginary-time and treats only equilibrium systems. Let us consider a system
with a time-dependent perturbation Hi(t), the full Hamiltonian reads

H(t) =H0 +Hi(t), (2.26)

where H0 represents the free diagonalizable part of H while Hi contains the interactions
between particles. We are interested to treat the transport problem beyond semiclassical
approximation considering the so-called quantum corrections. In general, at quantum level,
one obtains a set of equations which are very complicated. In some important cases, they can
be approximated in such a way that they may solved. Now, we consider an Hermitian operator
O in the Heisenberg picture. It is time-dependent but not the state ψ. The expectation value
of the operator O(t) is given by

⟨O(t)⟩ = ⟨ψ|U †(t,0)O(0)U(t,0)|ψ⟩, (2.27)

where O(t) = U †(t,0)O(0)U(t,0) represents the time evolution operator in the Heisenberg
picture while U(t1, t2) is the time-evolution unitary operator. It is written as the time-ordered
exponential of Hamiltonian integral as follows

U(t2, t1) = T
(
e

−i
∫ t2

t1
H(t′)dt′)

. (2.28)

If the Hamiltonian at a certain time commutes with the Hamiltonian at different times, the
time-ordered product disappears in the formula Eq.(2.28). In the quantum field theory, the
interaction picture is often more convenient to describe the perturbative quantum mechanics.
From this point of view, the operator reads

OI = U †
0(t,0)O(0)U0(t,0), (2.29)

where U0(t1, t2) = e−iH0(t1−t2). Then, one can define the naturally time-ordered S−matrix
as follows

S(t1, t2) = U †
0(t1, t2)U(t1, t2) = T

(
e

−i
∫ t1

t2
Hi(t′)dt′)

. (2.30)

Using the S−matrix, the Eq.(2.27) can be rewritten as3

⟨O(t)⟩ = ⟨ψ|S†(t,0)OIS(t,0)|ψ⟩ = ⟨ψ|S†(t3,0)S(t3, t)OIS(t,0)|ψ⟩, (2.31)

3Here we use the following relation for the time-evolution unitary operators U(t3, t2)U(t2, t1) = U(t3, t1).
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Figure 2.1: The Keldysh contour in the complex t-plane. It starts at t = 0, proceeds to t = ∞, and
then returns to t = 0.

where t3 is a time value greater than t. The problem is how to connect the time evolution
of the S−matrix in the interaction picture with the relation between the free and interacting
states of the Heisenberg picture. An important step in this procedure is the so-called adiabatic
switching on in the "far" past and off in the "far" future of interactions (i.e. in the far past
and future there is no interaction). This assumption assures that at t−→ ±∞ the system lies
in the same eigenstate as the non-interacting part H0. In terms of state vectors, this means

ψI(±∞) = ψH0 , ψI(0) = ψ (2.32)

or, at all time,

ψ = S(0,−∞)ψH0 , ψI(t) = S(t,0)ψ. (2.33)

Using these relations and by introducing S(†) ≡ S(†)(−∞,∞), the Eq.(2.31) becomes

⟨OI⟩ = ⟨ψH0|S†OI(t)S|ψH0⟩, (2.34)

where now the average is not over the interacting state but the free one. At this stage, the
problem is that S† is anti-time ordered while S is time-ordered. A solution is to replace the
operator OI(t) with a contour-ordered operator. The contour C parametrizes the contour path
on the time axis starting at t = 0, proceeding to t = ∞ , and then returning to t = 0. This
path is known as the Keldysh contour and is shown in Fig.[2.1]. In this way one can consider
both time and anti-time ordered operator via the ordering operators TC defined as

TC{ψ(t1)ψ(t2)} =

 ψ(t1)ψ†(t2), t1 >C t2

±ψ†(t2)ψ(t1), t1 <C t2
(2.35)
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where the ± sign corresponds to bosons ad fermions. With this notation, the Eq.(2.34)
becomes

⟨OI(t)⟩ = ⟨ψH0 |TC(OI(t)SC)|ψH0⟩, (2.36)

where SC ≡ TC(e−i
∫

C Hi(t′)dt′
). One of the important consequence of the Keldysh time path

is that the definition of the Green’s function is like the equilibrium case, i.e.

G(x1,x2) = −i⟨TCψ(x1)ψ†(x2)⟩, (2.37)

with xi = (xi, ti) the space-time coordinates. The price to pay is that there are actually
several Green functions to calculate. For this reason it is convenient to introduce a matrix
structure in the so-called Keldysh space as

GC(x1,x2) 7→G≡

Ĝ11 Ĝ12

Ĝ21 Ĝ22

 . (2.38)

A matrix element Ĝij corresponds to x1 ∈ Ci,x2 ∈ Cj . Explicitly one has

Ĝ11(x1,x2) = −i⟨T
(
ψ(x1)ψ†(x2)

)
⟩,

Ĝ12(x1,x2) = G<(x1.x2) = +i⟨ψ†(x2)ψ(x1)⟩,
Ĝ21(x1,x2) = G>(x1,x2) = −i⟨ψ(x1)ψ†(x2)⟩,
Ĝ22(x1,x2) = −i⟨T̃

(
ψ(x1)ψ†(x2)

)
⟩,

where T̃ (...) is the anti-time-ordering operator. Furthermore, the Green’s functions are not
all independent and obey the causality condition [121] that reads

Ĝ11 + Ĝ22 = Ĝ12 + Ĝ21. (2.39)

A convenient representation was introduced by Larkin and Ovchinnikov [98, 122], i.e.

Ǧ≡ Lσ3GL
†, (2.40)
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with L = 1/
√

2(σ0 − iσ2) and σi the Pauli matrices where i = 0,1,2,3. In this way the
Green’s function reads

GR(x1,x2) = −iθ(t1 − t2)⟨
{
ψ(x1),ψ†(x2)

}
⟩, (2.41)

GA(x1,x2) = iθ(t2 − t1)⟨
{
ψ(x1),ψ†(x2)

}
⟩, (2.42)

with
{
ψ(x1),ψ†(x2)

}
= ψ(x1)ψ†(x2)+ψ†(x2)ψ(x1). Otherwise GK , the Keldysh compo-

nent of Ǧ that carries information about system distribution, is

GK(x1,x2) = −i⟨
{
ψ(x1),ψ†(x2)

}
⟩. (2.43)

In the end, with this representation the Keldysh Green’s function Eq.(2.38) can be rewritten
as

Ǧ≡

GR GK

0 GA

 . (2.44)

To appreciate the physical meaning of the retarded/advanced and Keldysh Green’s function,
it is useful to consider the simple case of Fermi gas [123]. In this case the field operator has
the form of the wave function and the GR(A) Fourier transform reads

GR(A)(k,ω) = ∓ i

ℏ

∫
dt′ei(ω−ϵ(k)/ℏ)t′

= 1
ℏω− ϵ(k)± i0+ , (2.45)

where ϵ(k) is the system energy dispersion and ω the energy. While the Keldysh component
can be written as

GK(k,ω) = [GR(k,ω)−GA(k,ω)]F (ω), (2.46)

with F (ω) the distribution function. The Eqs.(2.45)-(2.46) tell us that GR(A) have the
information about the spectrum of the excitations, whileGK about their statistical occupation.
At equilibrium, F (ω) is fixed and reads

F (ω) = tanh
(
ω

2T

)
. (2.47)
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The equation of motion for GK , the quantum kinetic equation, can be thought of as a
generalization of the Boltzmann equation. In fact, in the semiclassical limit it reduces to the
Boltzmann result. The representation given by the Eq.(2.44) is particularly convenient since
its triangular structure is preserved whenever one deals with a string of (triangular) operators
O1,O2, ...On (standard matrix multiplication is assumed)

O1O2...On = O′ =
(O′)R (O′)K

0 (O′)A

 . (2.48)

Such a string is the kind of object Wick’s theorem produces. In other words, in this represen-
tation the structure of the Feynman diagrams is the simplest possible. We will not go deeper
in this discussion (for details see [98]), but we will rather move on to study the equation
of motion of Ǧ in the quasiclassical approximation. In the following we go further in the
quasiclassical approximation and, from now, on spin-1/2 fermions we will considered.

2.3.2 Quasiclassical approximation

In this section we want to show how to compute the quantum corrections to electrical
transport. As mentioned in the previous section, the equation for GK is equivalent to the
Boltzmann one. The first step in this direction is to consider the Dyson equation and its
complex conjugate [97, 98], i.e.

[Ǧ−1
0 (x1,x2)− Σ̌(x1,x2)]⊗ Ǧ(x2,x

′
1) = δ(x1 −x′

1), (2.49)

Ǧ(x1,x2)⊗ [Ǧ−1
0 (x2,x

′
1)− Σ̌(x2,x

′
1)] = δ(x1 −x′

1), (2.50)

where the symbol "⊗" indicates convolution in space-time. The matrix multiplication in the
Keldysh space is

Ǎ(x1,x2)⊗ B̌(x2,x
′
1) ≡

∫
dx2

AR AK

0 AA

(x1,x2)
BR BK

0 BA

(x2,x
′
1) (2.51)

and the δ−function has to be interpreted as

δ(x1 −x′
1) =

δ(x1 −x′
1) 0

0 δ(x1 −x′
1)

 . (2.52)
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Furthermore, the inverse of the free Green’s function Ǧ−1
0 reads4

Ǧ−1
0 (x1,x2) ≡ [i∂t1 −H0(x1)]δ(x1 −x′

1) (2.53)

and the self-energy Σ̌ that contains the effects due to interactions (electron-phonon, electron-
electron and so on, but also disorder) has the same triangular matrix structure of the Eq.(2.44),
i.e.

Σ̌(x1,x2) ≡

ΣR ΣK

0 ΣA

 . (2.54)

The Dyson equation contains too much information for our purposes. What we are looking
for is a kinetic equation with as clear and simple structure as possible - that means a good
compromise between physical transparency and amount of information retained. The trick
is to subtract the two Dyson equations Eqs.(2.49)-(2.50) so that the delta functions cancel.
With this in mind, we introduce the Wigner coordinates defined as follow

x = x1+x2
2 , t= t1+t2

2

r = x1 −x2, η = t1 − t2.

(2.55)

From this point of view, by taking the Fourier transform with respect to r and η, the Green’s
function and the self-energy will depend on x, t and k,ω. The key assumption in the
derivation of the transport equation is that the center-of-mass space-time variable x, t is a
slow variable compared to the fast one k,ω. One can start from the left-right (LR) subtracted
Dyson equation

[(
Ǧ0(x1,x2)

)−1
, Ǧ(x2,x1′)

]
=
[
Σ̌(x2,x1′), Ǧ(x2,x1′)

]
, (2.56)

and perform the gradient expansion [124] obtaining for Ǧ(x, t,k,ω) ≡ Ǧ the following
equation (here we set e= 1 for simplicity)

∂tǦ+ 1
2
{
σ·,(∇−E∂ω)Ǧ

}
+ i

[
h(k) , Ǧ

]
− 1

2
{
E·,∇kǦ

}
= −i

[
Σ̌, Ǧ

]
. (2.57)

4External fields, like electromagnetic one, can also be included.
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Here, h(k) is the disorder-free Hamiltonian density evaluated on the eigenstates of the
momentum and the square and curly brackets define the commutating and anticommutating
operation. The inclusion of an external electromagnetic field is achieved by means of the
standard minimal replacement −i∇ + A, with A the vector potential. In the Eq.(2.57), a
uniform and static electric field via the gauge choice k = A(t) = −Et with no electric
potential is chosen. In a compact form, the Eq.(2.57) is an equation for all the components
of the Green’s function Eq.(2.44). For the reasons discussed in the previous section, we are
looking for the Keldysh component to derive the kinetic equation. In particular, the RHS
term of the Keldysh component of the Eq.(2.57) is usually named collision integral and
in the language of the Boltzmann equation can be divided in a in- and out-term. Using
the triangular structure given by the Eqs.(2.44) and (2.54), one can perform the matrix
multiplication and select only the Keldysh component, i.e. the collision integral, that reads

I ≡ −i
[
Σ̌, Ǧ

]K
= −i

(
ΣRGK −GKΣA

)
+ i

(
GRΣK −ΣKGA

)
≡ Iout + Iin. (2.58)

At this stage one can integrate the Eq.(2.57) over the energy ω, corresponding to the equal-
time limit, in order to obtain a semiclassical kinetic equation. Introducing the more familiar
distribution function as [97, 98]

f(k,x, t) = 1
2

(
1+

∫ dω

2πiG
K(x, t,k,ω)

)
, (2.59)

which reduces to the Fermi function in equilibrium, we obtain the Boltzmann equation for
impurity scattering (f(k,x, t) ≡ f )

∂tf + 1
2 {σ·,(∇−E∂ω)f}+ i [h(k) ,f ]− 1

2 {E·,∇kf} = I , (2.60)

where

I =
∫ dω

2πiI. (2.61)

Another way is to introduce the quasiclassical Green’s function that is usually defined as
follow [125]

ǧ (x, t,n,ω) .= i

π

∫
C

dξǦ(x, t,k,ω) , (2.62)
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where we have introduced the variable measuring the distance from the Fermi energy ε
as ξ = ϵ(k) − ε. The integration contour C captures the contribution of the pole of the
Green’s function. The ξ-integration leaves unaffected the dependence on the orientation of
the momentum n = k/ |k|. The so-called Eilenberger equation is then obtained by applying
the ξ-integration to the Eq.(2.57) by reasonably assuming that the self-energy does not have a
further singular behavior, which may add to the pole of the Green’s function. The Eilenberger
equation then reads

∂tǧ+ 1
2 {σ·,(∇−E∂ω) ǧ}+ i [h(kF) , ǧ] = −i

[
Σ̌, ǧ

]
. (2.63)

Notice that h(kF ) is the Hamiltonian density at the Fermi energy. The quasiclassical Green’s
function has the same triangular matrix structure of the original Green’s function, i.e.

ǧ =
 gR gK

0 gA

 . (2.64)

and in the clean system, the retarded (advanced) quasiclassical Green’s function at certain
band is

gR(A) = ±P (kF ) , (2.65)

with P (kF ) the projector at the Fermi level for that band. For instance, in the single-band
effective mass Hamiltonian with free-particle dispersion gR(A) is the unity. At this stage, one
selects only the Keldysh component of the Eq.(2.63) and obtains (gK ≡ g)

∂tg+ 1
2 {σ·,(∇−E∂ω)g}+ i [h(kF) ,g] = I, (2.66)

where

I = i

π

∫
C
dξI. (2.67)

In the end, once the solution for quasiclassical Green’s function g is known one may obtain
the observables as the electrical current, the spin polarization and the spin current. According
with the general recipe in the Abelian case [126], we can write the density matrix as the
integral over the momentum of the Green’s function. Using the notation [98]
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∫ dk
(2π)2

∫ dω

2πi ≈NF

∫ dk̂
2π

∫ dω

2πi

∫
dξ, (2.68)

with NF the density of state (DOS) at the Fermi level, if O indicates a generic observable,
one has5

⟨O⟩ = i
∫ dω

2π

∫ dk
(2π)2 Tr

(
OG< (k,ω)

)
= −NF

4

〈∫
dωTr(Og)

〉
, (2.69)

where ⟨. . .⟩ indicates the average over the angles.
In the next Chapter we discuss in details the minimal Dirac-Rashba model first and then the
generalised one. In the first case, we provide a parameterization never used before and we
are able to write the eigenstates in a simple way that will be used for the transport equation in
the Chapter 5. In the second case, we focus on specific SOC which is named spin−valley

coupling. In particular, for such a system we present a very compact notation to write the
eigenstates that will be useful to derive the kinetic equations (see Chapter 6)

5Here we use the relation G< = 1
2GK + i

2A, with A a contribution does not depend on the state of system
and shall henceforth be dropped when non equilibrium is considered [98].
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Overview

To set the basis of our study of the spin-orbit phenomena in honeycomb layers, we discuss
the fundamental electronic properties of the 2D Dirac materials with broken mirror symmetry
z −→ −z, starting from low-energy continuum models (see Appendix B for details). In this
respect, the starting point is the minimal 2D Dirac-Rashba model, where the bare graphene
Hamiltonian is supplemented with a Rashba interaction resulting from the interfacial breaking
about the 2D plane (e.g. in the presence of a substrate). From a symmetry standpoint, this
is described by the C6v group of the hexagonal lattice (see Appendix C for more details).
Honeycomb layer with C6v symmetry are invariant under six-fold rotations about the ẑ
axis, such that the A,B sublattice sites remain equivalent; however asymmetric spin-flip
hopping among nearest-neighbours is allowed [see Fig.3.1(b)]. Another important class is
represented by honeycomb layers which are invariant under the C3v point symmetry group
[see Fig.3.1(c)]. This is the case of graphene/TMD heterostructures, where the small lattice
mismatch produces different effective fields on the A,B carbon atoms sitting closer to either
the chalcogen or the metal element. In the continuum limit, this is reflected in the appearance
of additional orbital and SOC terms in the Hamiltonian. In the following, we discuss the
properties of the minimal 2D Dirac-Rashba without disorder. In particular we show how
diagonalize the Hamiltonian and evaluate the projectors of the system. In the end, the
spin−valley interaction interaction is included. We present a compact parameterization to
write the eigenstates of the system that will be useful for the analysis of the kinetic equation.
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Figure 3.1: Point-group symmetries of the honeycomb lattice. a) The bare hexagonal plaquette is
characterised by the D6h point symmetry group. b) Breaking of inversion symmetry about the 2D
plane (e.g. by application of perpendicular electric field, or a substrate) reduces the point symmetry
group D6h −→ C6v. c) If the sublattice symmetry is also broken, the symmetry group is further
reduced C6v −→ C3v. The latter model is representative of graphene/TMD system we are interested
in. Figure adapted from Ref.[5]

3.1 The minimal clean Dirac-Rashba model

The effective low-energy Hamiltonian describing the electronic properties of 2D Dirac
fermions in a clean system subject to a uniform Rashba interaction is (Appendix B)

H = τz(ℏvσ ·k +λ(σ ×s) · ẑ), (3.1)

where v is the bare velocity of massless Dirac fermions, k = −i∇ is the 2D momentum
operator, λ is the SOC strength and τi,σi, si (i = x,y,z) are Pauli matrices associated
respectively with valley, sublattice (pseudospin) and spin DOFs. To simplify the notation,
we use in the following discussion the natural units (ℏ ≡ 1 ≡ e). It is convenient to define
the Hamiltonian density on a given valley K,K′ associated with index τz = +1(−1). At this
stage, to simplify the discussion, we also neglect intervalley scattering processes. Fixing the
valley index τz = 1, the Hamiltonian Eq.(3.1) can be rewritten as

H = (kxσx +kyσy)+λ(σxsy −σysx) , (3.2)

where v = 1 for simplicity. For entire work we use the Clifford algebra [127, 128] to describe
the system under study. It is generated by the product

γµ,ν = σµ ⊗ sν , (3.3)

where σ is the pseudospin and s the spin DOF. The momentum components are kx =
k cos(θ) and ky = k sin(θ). We define the unit versor along the direction of the momentum
k̂ = (cos(θ) ,sin(θ)) and the unit versor θ̂ = (−sin(θ) ,cosθ)), which is perpendicular to
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k̂. Given the structure of the Hamiltonian Eq.(3.2), it is useful to define the following
combinations of Pauli matrices

σk = k̂ ·σ, σθ = θ̂ ·σ, sk = k̂ · s, sθ = θ̂ · s. (3.4)

Using the above relations, the Eq.(3.2) becomes

H = kσk +λ(σksθ −σθsk) . (3.5)

The eigenstates of σk that diagonalize the Hamiltonian in the absence of Rashba SOC are

|±1⟩σk
= 1√

2

 1
±eiθ

 , (3.6)

while we define the eigenvalues of sθ as

|±1⟩sθ
= 1√

2

 1
±ieiθ

 . (3.7)

For sake of simplicity we call α and a the states of σk and sθ respectively (α = ±1,a= ±1).
By defining the direct product of states as

|α,a⟩ ≡ |±1,±1⟩ = |±1⟩⊗ |±1⟩, (3.8)

it is easy to see that

(kσk +λσksθ) |α,a⟩ = (αk+αaλ) |α,a⟩. (3.9)

We also note that the action of the other two matrices on these eigenstates is

σθ|α⟩ = −iα|−α⟩, sk|a⟩ = ia|−a⟩. (3.10)

From the above, it is clear that the last term of the Hamiltonian Eq.(3.5) couples the states
defined in Eq.(3.8) in pairs: i) |1,1⟩, |−1,−1⟩; ii) |1,−1⟩, |−1,1⟩. In the first case the
Hamiltonian reads

H4,2 =
 λ+k −λ

−λ λ−k


and has eigenvalues ϵ4 = λ+

√
k2 +λ2 and ϵ2 = λ−

√
k2 +λ2. In the second case the

Hamiltonian reads
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Figure 3.2: a) Energy dispersion of the Dirac-Rashba model around the K point. The splitting of the
Dirac bands leads to a spin gap or pseudogap of width 2λ. b) Tangential winding of the spin texture
in regimes I and II.

H3,1 =
 −λ+k λ

λ −λ−k


and has eigenvalues ϵ3 = −λ+

√
k2 +λ2 and ϵ1 = −λ−

√
k2 +λ2. The subscripts of energy

dispersion (i = 1,2,3,4) indicate the 4 bands of system under study as showed in the
Fig.[3.2(a)]. It is now useful to define the coherence factors1 as

u=

√√√√1
2

(
1+ k√

k2 +λ2

)
, v =

√√√√1
2

(
1− k√

k2 +λ2

)
, (3.11)

for which we have the following relations

u2 −v2 = k√
k2 +λ2 , 2uv = λ√

k2 +λ2 . (3.12)

As a result we obtain the explicit relations of eigenvalues and eigenvectors as (they are
numbered such that 1 is the lowest and 4 the highest in the energy scale)

ϵ4 = λ+
√
k2 +λ2, |4⟩ = u|1,1⟩−v|−1,−1⟩,

1Note that u2 +v2 = 1.
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ϵ3 = −λ+
√
p2 +λ2, |3⟩ = u|1,−1⟩+v|−1,1⟩,

ϵ2 = λ−
√
k2 +λ2, |2⟩ = v|1,1⟩+u|−1,−1⟩,

ϵ1 = −λ−
√
k2 +λ2, |1⟩ = −v|1,−1⟩+u|−1,1⟩.

In the end the energy dispersion relation associated with the Hamiltonian Eq.(3.2) can be
written

ϵln(k) = lλ+n
√
λ2 + |k|2, (3.13)

where l,n= ±1 represents the various subbands [see Fig.3.2(a)]. While the quantum index n
is associated to the carrier polarity, n= 1 (n= −1) for electrons (holes), l is related to the spin
chirality of energy states. It is known that the Rashba interaction aligns the electron spin at
right angles to the wavevector [51], the so-called spin-momentum locking configuration [see
Fig.3.2(b)]. For Fermi energy |ϵ|> 2|λ| (region II), the split Fermi surface displays counter-
rotating spin textures reminiscent of (non chiral) 2DEGs with Rashba interaction [123]. A
regime (region I) where the Fermi energy intersects a single subband, with electronic states
having well-defined spin helicity, extends for energy |ϵ|< 2|λ|, which is strictly similar to
the situation for surface states of TIs [129, 130]. In the conventional 2DEG this circumstance
only happens at a single point, i.e. the intersection between the parabolic bands. For brevity
of notation, we assume ϵ,λ > 0 in the remainder of this work.
For the following discussion and explicit calculation of Green’s function, we need to construct
the projectors of the system to derive the self-energy and then the kinetic equation (see the
Chapter 4). The projectors in terms of fermionic field are defined as

Pln(k) = |ψ(k)ln⟩⟨ψ(k)ln| (3.14)

with l,n the band indices an ψ the state. After some manipulation, they become (also shown
schematically in the Table 3.1)

P4 ≡ P11 = 1
4 (σ0 ⊗ s0 +σk ⊗ sθ)+ u2−v2

4 (σ0 ⊗ sθ +σk ⊗ s0)− uv
2 (σz ⊗ sz +σθ ⊗ sk) ,

P3 ≡ P1−1 = 1
4 (σ0 ⊗ s0 −σk ⊗ sθ)− u2−v2

4 (σ0 ⊗ sθ −σk ⊗ s0)+ uv
2 (σz ⊗ sz −σθ ⊗ sk) ,
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P2 ≡ P−11 = 1
4 (σ0 ⊗ s0 +σk ⊗ sθ)− u2−v2

4 (σ0 ⊗ sθ +σk ⊗ s0)+ uv
2 (σz ⊗ sz +σθ ⊗ sk) ,

P1 ≡ P−1−1 = 1
4 (σ0 ⊗ s0 −σk ⊗ sθ)+ u2−v2

4 (σ0 ⊗ sθ −σk ⊗ s0)− uv
2 (σz ⊗ sz −σθ ⊗ sk) .

σ0 ⊗ s0 σp ⊗ sθ σ0 ⊗ sθ σp ⊗ s0 σz ⊗ sz σθ ⊗ sp

P11 1 1 u2 −v2 u2 −v2 −2uv −2uv
P1−1 1 −1 −(u2 −v2) (u2 −v2) 2uv −2uv
P−11 1 1 −(u2 −v2) −(u2 −v2) 2uv 2uv
P−1−1 1 −1 +(u2 −v2) (u2 −v2) −2uv 2uv

Table 3.1: Clifford’s algebra decomposition of projectors with k̂ and θ̂ versor. A factor 1/4 in front is
omitted for the sake of simplicity. The columns represent the operators that appear in the Clifford’s
algebra decomposition. It is evident that all the columns sum up to zero except the one for the identity
σ0 ⊗s0.

In certain circumstances, as the derivation of the kinetic equation reported in the Chapter 4,
we need to take the average over the angle θ, i.e.

⟨. . .⟩ = 1
2π

∫ 2π

0
dθ . . . . (3.15)

So, one obtains ⟨σk⟩ = 0,⟨σθ⟩ = 0, ⟨sk⟩ = 0,⟨sθ⟩ = 0. In particular one has the following
relations (in Table 3.2 we list the result of the averaged projectors)

⟨σk ⊗ sθ⟩ = ⟨k̂iθ̂j⟩σi ⊗ sj = 1
2(σ1 ⊗ s2 −σ2 ⊗ s1) ≡ 1

2γR (3.16)

and

⟨σθ ⊗ sk⟩ = ⟨θ̂ik̂j⟩σi ⊗ sj = −1
2(σ1 ⊗ s2 −σ2 ⊗ s1) ≡ −1

2γR, (3.17)

where γR is the Clifford’s matrix defined as γR = σ1 ⊗ s2 −σ2 ⊗ s1.
In terms of the projectors, the momentum propagators are2

2Here we refer to the spectral theorem for which a linear operator or a matrix can be written in terms of
system projectors.



3.2 The generalised clean Dirac-Rashba model 47

σ0 ⊗ s0 γR/2 σz ⊗ sz −γR/2
⟨P4⟩ 1 1 −2uv −2uv
⟨P3⟩ 1 −1 2uv −2uv
⟨P2⟩ 1 1 2uv 2uv
⟨P1⟩ 1 −1 −2uv 2uv

Table 3.2: Clifford’s algebra decomposition of averaged projectors. Of course, also in this case, all
the columns sum up to zero except the one for the identity σ0 ⊗s0.

GR(A)(k,ω) =
∑
ln

Pln(k)
ω− ϵln(k)± i0+ , (3.18)

where ϵln(k) is the energy dispersion given by the Eq.(3.13). In the next section we discuss
the generalised Dirac-Rashba model. In this case other SOC and massive terms can be add to
the minimal DR-Hamiltonian.

3.2 The generalised clean Dirac-Rashba model

We now focus on the C3v model. In the broken sublattice-symmetry conditions, the bare
Hamiltonian in Eq.(3.1) has to be supplemented by sublattice-resolved intrinsic SOC terms
λA,B

zz , plus an orbital mass ∆. Re-introducing here for convenience the valley index, the
associated Hamiltonian density reads

H = τz(σ ·k +λ(σ ×s) · ẑ+∆σz)+ (σz + τzσ0)sz

2 λA
zz + (σz − τzσ0)sz

2 λB
zz. (3.19)

It is convenient to define the following parameters

λA
zz ±λB

zz

2 = {λzz,λsv}. (3.20)

Whereas the average of λA
zz,λ

B
zz yields the intrinsic SOC- compatible already with C6v

symmetry. A non vanishing difference between them encodes the broken sublattice symmetry,
with the associated term commonly referred to as spin−valley interaction. Making use of
these newly-defined parameters, the Eq.(3.1) takes the form

H = τz(σ ·k +λ(σ ×s) · ẑ+∆σz +λsvsz)+λzzσzsz. (3.21)

The intrinsic-like SOC λzz, also known as Kane-Mele term [43], however is typically very
small in graphene-based heterostructures of interest for this thesis and can therefore be
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ignored here [131]. The orbital sublattice-staggered potential (∝ ∆) due to the proximity
effect is believes to play a minor role in graphene/TMD bilayers and is neglected in the
following discussion [132]. While λsv is the strength of spin-valley coupling which acts as a
Zeeman interaction [133]. We focus only on this latter interaction. So that the Hamiltonian
density for massive Dirac fermions with Rashba and spin-valley coupling under study reads
(for a single valley)

H = σ ·k +λ(σ ×s) · ẑ+λsvσ0sz (3.22)

and the corresponding eigenvalues can be written in a compact way as

ϵln(k) = l
√
k2 +M2

n, (3.23)

where Mn =
√

2λ2 +λ2
sv +2n

√
λ4 +k2(λ2 +λ2

sv) and l,n= ±1 label polarity and spin as
before. It is easy to see that one recover the energy dispersion Eq.(3.13) if λsv −→ 0.
Inverting the Eq.(3.23) and evaluating the energy dispersion at the chemical potential ϵln = ε,
one obtains the generic expression of the Fermi momentum kln = k(ϵln = ε) in terms of SOC
constants, i.e.

k =
√
λ2

sv + ε2 ±2
√

−λ2λ2
sv +λ2ε2 +λ2

svε
2. (3.24)

Writing the momentum as a plane wave kln = kln(cos(θ),sin(θ)), the eigenvector has the
following dependence on it

Φ(kln, θ) =


e−iθ

iα

β

iγeiθ

 (3.25)

with

α = (ϵln −λsv)2 −k2
ln

2λkln
, β = ϵln −λ

kln
, γ = (ϵln −λsv)2 −k2

ln

2λ(ϵln +λsv) . (3.26)

Due to the particle-hole symmetry of the energy dispersion Eq.(3.23), in the pure Dirac-
Rashba model there are only two bands crossing the Fermi energy ε [see Fig.3.2]. Otherwise
the presence of a non-zero spin-valley coupling generates a Mexican hat dispersion as shown
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Figure 3.3: Energy bands and spin texture in systems with spin-valley coupling. As result a gap is
opened and the Dirac spectrum at the Fermi energy, is splitted into 3 branches: regions I, II and III.
For visualisation purposes, the bands are plotted along kx (spins lie only in the yz plane).

in Fig.[3.3]. The spin-valley coupling opens a gap and splits the Dirac spectrum, at the Fermi
energy, into 3 branches. In the Chapter 6, we focus only in one of the regime when the Fermi
energy ε is in the range

λsv < ε <
√

4λ2 +λ2
sv, (3.27)

i.e. the so called regime II in the Fig [3.3]. In this case only one band, (l= 1, n= −1) crosses
the Fermi energy with one Fermi momentum (k1−1 as given in the Eq.(3.24)). In the Chapter
6 we use the formalism here presented to derive the kinetic equation for the quasiclassical
Green’s function. This system parameterization will be useful to write all physical quantities
in a very compact way.
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Conclusions

In this chapter we have presented a convenient way to diagonalize the Dirac-Rashba Hamilto-
nian not previously reported in the recent literature. We made use of the Clifford’s algebra to
do that and recover the well-known energy dispersion relation associated to the Dirac-Rashba
Hamiltonian. Thanks to this, we have been able to write the projectors of such a system.
Then, using the Clifford’s algebra decomposition of projectors, the momentum propagators
are defined. After, we discussed briefly the generalised Dirac-Rahsba model with all intrinsic
SOC and massive terms. In particular we went deeper in the Dirac-Rashba Hamiltonian
with spin-valley coupling that reduces the symmetries of the system C6v −→ C3v. The
parameterization here presented for such a system is very compact and easy to manipulate.
In fact, we were able to write eigenvector and eigenstates with a simple algebra that will be
useful to derive the kinetic equation in the following.



4 The first steps: from Dirac fermions to
graphene

Overview

In this Chapter we want to prove the consistency of the quasiclassical approximation. We
start from a simple system like the massive Dirac fermions. This means to consider only the
orbital sublattice-staggered potential, i.e. the massive term, without intrinsic- or extrinsic-like
SOC. This represents the minimal model to see the anomalous Hall effect (AHE). The idea is
to derive the physical observable from both the kinetic equations and verify that the results
coincide. As shown in the Chapter 2, starting from the Hamiltonian operator, we are able to
write both the BTE and Eilenberger equations. For the system under study, we evaluate the
physical current, i.e. the Hall current, in the clean and stationary system using both approach.
Furthermore, we show the preparatory calculation with the density matrix because it helps to
understand some physical features useful for the more complex case with SOC. In particular,
we learn how manipulate all the component of the density matrix function and which of these
gives the proper result. In fact, thanks to it, we are able to derive the well-known result for
the spin Hall conductivity in the 2D Dirac-Rashba model only selecting the perpendicular
component of the density matrix function. The spin Hall result differs from zero despite the
stationary model we are studying. As we shall discuss below, this is not in contradiction with
the conservation law for the spin current and it can be physically explained.
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4.1 The kinetic equations for Dirac fermions

We can start from a simple model of the massive Dirac fermions without intrinsic- or
extrinsic-like SOC. This means ∆ ̸= 0 and λ= λsv = 0 in the Eq.(3.21), i.e. only an orbital
sublattice-staggered potential due to the proximity effect is taken into account. This minimal
model has both ingredient to see the AHE, i.e. the magnetization (∝ ∆) and the spin-orbit
interaction. The former breaks time-reversal symmetry and exerts a force acting on electron
spins while the latter couples the spins to orbital DOF thus giving rise to the transport effect.
Many ferromagnetic materials exhibit this finite Hall effect, i.e. transverse voltage in response
to a current, without applying external magnetic field [134]. So that quite generally the
Hamiltonian operator takes the form (for a single valley)

H = σ · (−i∇)+∆σz + eσ ·A(r, t)− eΦ(r, t), (4.1)

where as known k = −i∇. The fermions velocity is v and ∆ is their mass. Φ and A are
the electromagnetic scalar and vector potential respectively. As a first simple example that
shows how the formalism works, we study a stationary system with a uniform and constant
external field along the x-direction, i.e

E = (Ex,0,0), B = (0,0,0) (4.2)

for which the Hamiltonian Eq.(4.1) becomes

H = v(−i∇ ·σ)+∆σz + eE · r. (4.3)

Now, it is easy to write the Hamiltonian density vector of the Eq.(4.3) as

h(k) ≡ hk = (vkx,vky,∆). (4.4)

Inserting the Hamiltonian density vector Eq.(4.4) in the Eqs.(2.60) and (2.66), one obtains
the BTE and the Eilenberger equation respectively for the Dirac fermions system. In the
following, we study first the clean case and than we add the Rashba SOC in the Boltzmann
kinetic equation. For the clean case, we also discuss the quasiclassical approximation in
order to prove the equivalence between the two approaches.
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Figure 4.1: Schematic diagram of the band structure and spin orientation for massive Dirac fermions.
The presence of a massive term opens a gap between the valence and the conduction band.

4.1.1 The linearized BTE

In this section, we find the Hall conductivity with the kinetic equation for the density
distribution function in the simple clean model (no disorder and SOC). As mentioned in
the Chapter 2 on the linearized BTE Eq.(2.10), the matrix distribution function for systems
slightly out of equilibrium will be of the form f = feq + δf , where feq describes a state of
local equilibrium [135]. Assuming that f vanishes at ±∞, the Boltzmann kinetic equation
for such a system reads

− eE ·∇kfeq + i[hk ·σ, δf ] = 0, (4.5)

where hk is the Hamiltonian density vector Eq.(4.3). Using the spectral theorem for the
equilibrium density matrix feq, we have

feq(k) =
∑

l

Pl(k)fF D(ϵl(k)− ε), (4.6)

where Pl(k) are the projectors of the two bands [see Fig.4.1] of the system with index l = ±1
and ε is the Fermi energy. ϵl are the corresponding eigenvalues. For the Hamiltonian Eq.(4.3)
one has two eigenvalues which we call ϵ+1,−1 ≡ ±h, so that at T = 0 one obtains

feq(k) = σ0 + ĥk ·σ
2 Θ(h− ε)+ σ0 − ĥk ·σ

2 Θ(−h− ε), (4.7)

where Θ(±h−ε) is the well-known Heaviside function and ĥk = hk/hk the versor. If ε > 0,
the function Θ(−h− ε) = 1, then
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∇kfeq(k) = ∇k(ĥk ·σ)Θ(ε−h)−1
2 + σ0 + ĥk ·σ

2 δ(ε−h)(−∇kh) (4.8)

and

∇k(ĥk ·σ) = ∇k

(hk
iσi

hk

)
= − hk

hk
3 hi

kσ
i + 1

hk
∇k(hk

iσi). (4.9)

Now, we can project the kinetic equation Eq.(4.5) in the basis of Pauli matrices, i.e. δf =
δf0σ0 + δf · σ and choose only the vectorial component (we are interested in the current
physical response). Using the commutation property [a · σ,b · σ] = 2i(a × b) · σ, we find
the following simple equation of motion

c = 2hk ×δf , (4.10)

where c = −eE · ∇kfeq represents the vector of known terms. Multiplying both side of
equation by the vector hk we can write1

hk ×c = hk ×hk ×δf = −hk
2(δf − ĥ(ĥ ·δf)). (4.11)

The right hand side term of Eq.(4.11) selects only the "perpendicular" component of δf . The
product ĥ(ĥ ·δf) defines the "parallel" one. In particular, this means we have to subtract the
parallel part from the total equilibrium density matrix. From this point of view, the δ-term of
the Eq.(4.8) disappears and the kinetic equation becomes (δf ≡ δf⊥)

e
(1−Θ(ε−h))

2 E ·
(

∇k
hk
hk

)
= 2hk ×δf . (4.12)

Following the strategy discussed before with the field choice Eq.(4.2), i.e E = Ex̂ one has

δf = −e

4
hk
hk

3 (1−Θ(ε−h))(E ·∇khk) = −e

4(1−Θ(ε−h))Ehk × x̂

hk
3 v, (4.13)

where v = ∇khk = vσ. To derive the (anomalous) Hall response, we select the y-component
of density matrix function

1Here we use the property a×b×c = b(a ·c)−c(a ·b)
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δfy = −evE

4 (1−Θ(ε−h))hz
hk

= evE

4 (1−Θ(ε−h)) ∆
(v2k2 +∆2)3/2 (4.14)

and using the Eq.(2.12), the physical current density reads

jy = (−e)v
∫ dk

(2π)2 2δfy, (4.15)

where the factor 2 takes into account the sum over spin DOF. If one call t =
√
v2k2 +∆2,

after some manipulation one obtains

jy = e2E

2
∆
2π

∫ ∞

∆

dt

t2
(1−Θ(ε− t)) = e2

4π
∆
ε
E ≡ σyE. (4.16)

In the Eq.(4.16), jy defines the Hall current according to the chosen geometry. It is written
in response to the electric field where σy is the intrinsic component of the anomalous Hall
conductivity [134]. In the end we demonstrate only selecting the perpendicular component
of density matrix δf , one can recover the proper result. This gives us information about the
possibility to neglect some term of the density matrix in order to have the right description of
our system of interest. In the next section we perform the calculation of Hall current for the
same system but with the help of the quasiclassical approximation.

4.1.2 The Eilenberger equation

In the following we show the kinetic equation for the quasiclassical Green’s function ǧ(ε,k) ≡
g in the same clean and stationary system. This calculation aims to verify the equivalence
between the Boltzmann and the Eilenberger equation. As done in the previous section for the
density matrix, we write the linearized Eilenberger equation for g = geq + δg as

i[hF ·σ, δg]− 1
2{evσ ·E,∂ωgeq} = 0, (4.17)

where hF is the density Hamiltonian at the Fermi level and ω is the energy. Note that the
integration over the variable ξ automatically sets the physical quantities at the Fermi energy,
by definition. In equilibrium, the quasiclassical Green’s function in terms of the upper band
projector2 reads (we assume positive Fermi energy as usual)

geq(ω) = 2tanh
(
ω

2T

)
σ0 +ĥF ·σ

2 . (4.18)

2For the massive Dirac fermions system under study the projectors of the two bands are P± = σ0±ĥF·σ
2 ,

where ± indicates the upper and the lower band respectively [119, 136].
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Following the procedure shown in the previous section, we project the quasiclassical Green’s
function in the basis of Pauli matrices and choose only the vectorial component δg. Setting
E = Ex̂, one has

−2hF ×δg − evE

2 ∂ωtanh
(
ω

2T

)
x̂= 0. (4.19)

Using the commutation property already mentioned and multiplying both side by vector hF ,
we obtain the following equation

−2hF ×hF ×δg = evE

2 ∂ωtanh
(
ω

2T

)
hF × x̂. (4.20)

Performing the vectorial product, we automatically select the perpendicular component. So
the relation for the quasiclassical Green’s function δg⊥ becomes

δg⊥ = evE

4 ∂ωtanh
(
ω

2T

)hF × x̂

h2
F

. (4.21)

At this stage, take into account the density Hamiltonian vector Eq.(4.4) and setting the Fermi
energy hF ≡ ε, we can write the y-component of the quasiclassical Green’s function in the
form

δgy = evE

4 ∂ωtanh
(
ω

2T

)∆
ε2 . (4.22)

According to the Eq.(2.69), the current density along the y-direction becomes

jy = (−e)
(

− NF

2

)∫
dωvδgy = eεv

4v2π

(
evE

∆
ε2

)
= e2

4π
∆
ε
E, (4.23)

whereNF = ε/2πv2 is the density of the states (DOS) at the Fermi level. This result coincides
with the Eq.(4.16) and confirms the consistence of the quasiclassical approximation.
In the next section we go further in the calculation and move on the Dirac-Rashba model
without disorder. For such a system we find the spin Hall conductivity reported in the
literature using the components manipulation here discussed.

4.2 Dirac-Rashba model with the density matrix

In this section, we show the density matrix evaluation of the spin Hall conductivity for
graphene with Rashba spin-orbit interaction in the same stationary and clean system. The
method is similar to one explained in the Section 4.1.1 for f . From the Eq.(3.21), the density
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Hamiltonian in the presence of Rashba interaction λ ̸= 0 is (we consider as usual single
valley τz = 1 and v = 1 for simplicity)

HRSC = (σxkx +σyky)+λ(σxsy −σysx). (4.24)

Of course, the kinetic equation for the density matrix function is in the form of the Eq.(4.5),
i.e.

− eE ·∇kfeq + i[HRSC , δf ] = 0, (4.25)

where now the equilibrium distribution function can be written as

feq(k) =
∑
ln

Pln(k)fF D(ϵln(k)− ε), (4.26)

with Pln (k) = |Φ(k, θ)ln⟩⟨Φ(k, θ)ln| the projector corresponding to the eigenvalue with
indices ln. Here the eigenstates are given by the Eq.(3.23) with λsv = 0. The index l,n= ±1
label the eigenstates ϵln reported in the Eq.(3.25). As done before we set the chemical
potential as positive, i.e. ε > 0. From the kinetic equation Eq.(4.25), it is evident that
the parallel component of δf commutes with the Hamiltonian. This means that only the
perpendicular part of the derivative of the equilibrium function Eq.(4.26) has to be selected,
i.e.3

∂kf
(y)
eq (k) =

∑
ln

(∂kPln)fF D. (4.27)

Both f = feq + δf and HRSC ≡H live in the matrix space. Let {ta} be a basis in the space
of N ×N matrices, we project the Eq.(4.25) on this basis4

− eE ·∇kt
afa

eq + i

N
Tr
(

[ta,H]tb
)
δf b = 0, (4.28)

where

feq =
∑
a
tafa

eq, δf =
∑

b

tbδf b. (4.29)

3The total derivative of equilibrium distribution function reads ∂kf
(y)
eq (k) =

∑
ln(∂kPln)fF D +∑

ln Pln(∂kfF D). Of course, the second term commutes with HRSC because the projectors and the Hamilto-
nian are in the same basis and this automatically defines the parallel component of feq .

4In this passage we consider the identity Tr(A[B,C]) = Tr(ABC −ACB) = Tr([A,B],C).
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In the space of 4 × 4 matrices, ta is referred to the Clifford’s algebra previously defined
in the Eq.(3.3). If one consider ty ≡ σ0 ⊗ sy, i.e. the spin operator along y-direction, the
commutator term of the Eq.(4.28) becomes

[σ0 ⊗ sy,H] = −λ[sy,σysx] = i2λσy ⊗ sz. (4.30)

Then the kinetic equation reads

− eE ·∇kf
(y)
eq −2λδf (yz) = 0 (4.31)

or

δf (yz) = −eE ·∇k
2λ f (y)

eq . (4.32)

According to the Eq.(2.12), the physical spin current along y-direction and with z-polarization
reads (here we renintroduce the velocity v)

jz
y = v

∫ dk
(2π)2 2δf (yz) = −ev

λ

∫ d2k
(2π)2 E ·∇kf

(y)
eq , (4.33)

where the factor 2 takes into account the sum over the spin DOF. As done in the Section
4.1.1, using the field choice Eq.(4.2), the spin Hall conductivity is

σz
yx = −ev

λ

∫ dk
(2π)2∂kxf

(y)
eq (4.34)

and by looking at the Eq.(4.27), we need the explicit form of projector P (y)
ln (or in the

Clifford’s sense P (02)
ln ). According to what reported in the Section 3.1, the y-component of

projector reads5

P
(y)
ln (k) = 1

4
∑
ln

ln(u2 −v2)σ0 ⊗ (θ̂sy) = 1
4
∑
ln

ln
vk√
v2k+λ2

cos(θ), (4.35)

where we use the definition of coherence factor Eq.(3.12) and tan(θ) = ky/kx. As a conse-
quence, the Eq.(4.34) becomes

σz
yx(k) = −ev

λ

∫ dk
(2π)2

1
4
∑
ln

∂kx

(
ln

v√
v2k2 +λ2kx

)
fF D(ϵln(k)− ε). (4.36)

5Note that our Hamiltonian parameterization gives the same results reported in literature [127, 128], i.e. the
σ0 ⊗s2-projector reads P

(02)
ln =

∑
ln ln 1

cosh(θl)
cos(θ), where θl = arcsinh(−lλ/vk).
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In the T −→ 0 limit, the Fermi-Dirac function reduces to the Heaviside-theta function.
For ε > 0, the contribution from the fully occupied bands vanishes so that Θ(ε− lλ+√
v2k2 +λ2) = 1 for both l = ±1 where n= 1. After the angle average and the integration,

one finds the spin Hall conductivity in agreement with the Ref.[127, 137], i.e.

σz
yx = − e

16πλ

[
ε(ε+2λ)
ε+λ

−Θ(ε−2λ)ε(ε−2λ)
ε−λ

]
, (4.37)

where the Heaviside step function takes into account the regime outside the pseudogap,
while is zero when 0< ϵ < 2λ. This result needs a comment. We recall here the covariant
conservation law of the spin current for the 2DEGs subject to a uniform Rashba interactions
[138]. The spin-y component satisfies the following relation

∂tj
y
0(x, t)+∂ijy

i (x, t) = −2λmjz
y(x, t), (4.38)

where ja
0 (a = x,y,z) is the spin density, ja

i is the pure spin current flowing in the i = x,y

direction and m is the effective electron mass. The main difference with respect to the charge
continuity equation originates from the non-Abelian nature of spin. The Eq.(4.38) suggests
that, in the steady state of a homogeneous system, jz

y is zero. The apparent contradiction
of the finite result Eq.(4.37) for the spin Hall conductivity6 is resolved by recalling that,
without disorder, there is no true stationary state. The electric field E transfers energy to
the electrons which are accelerated. In order to obtain a zero conductivity, some relaxation
mechanism needs. In fact, the suppression of the SHE occurs in the presence of an arbitrary
small concentration of scalar impurities. Formally, the disorder corrections resulting from the
resummation of ladder diagrams exactly cancel the “clean” spin Hall conductivity [139–141].
In the Chapter 5 we discuss the presence of disorder in the 2D Dirac-Rashba model for which
the spin Hall response vanishes. In the end, the evaluation reported in the Section 4.1 on the
massive Dirac-fermions tells us how manipulate all the components of the density matrix.
In the following we add some comments on the finite result given by the Eq.(4.37) showing
some interesting feature.

4.2.1 About the spin Hall conductivity

The spin Hall conductivity in the absence of disorder found in the previous section and
reported in the Eq.(4.37) has two contributions. The first term in the square bracket is due
to the 3rd−band, i.e. ϵ1−1 as given in the Eq.(3.23). While the second term is due to the
4th-band, i.e. ϵ11. For both bands one can divide the contribution in two terms, or rather (we
omit the electrical charge e for simplicity)

6The finite result for σz
yx is also found using the linear response theory [127, 128, 137].
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σ
(3)
sH = − ε

16πλ
ε+2λ
ε+λ

= − 1
16π

ε

λ
− 1

16π
ε

ε+λ
(4.39)

and

σ
(4)
sH = − ε

16πλ
ε−2λ
ϵ−λ

= 1
16π

ε

λ
− 1

16π
ε

ε−λ
. (4.40)

According to the Streda equation [142] as discussed in the Chapter 2, we have two contri-
butions to the spin Hall conductivity. The contribution proportional to the Fermi energy
(∝ ε) describes the processes "far" from the Fermi surface (σII), whereas the second term
(∝ ε/(ε±λ)) is due to processes "at" the Fermi surface (σI ). It is easy to note that σII = 0
while

σI = − 1
8π

ϵ2

ϵ2 −λ2 . (4.41)

This discussion is consistent with what reported in Ref.[127]. The ω-integration first, which
leads to the equation for the density matrix, reproduces the Eq.(4.37). On the other hand the
ξ-integration, which leads to the equation for the quasiclassical Green’s function, captures the
processes "at" the Fermi surface. The reason why the ξ-integration only gets the contribution
σI is evident from the expression of σII Eq.(2.25), that for spin Hall observable reads [127]

σII
sH ∝ Re(Tr[GR(ϵ)jz

y∂kG
R(ϵ)vx]), (4.42)

where vx = vσ1s0 is the bare charge current vertex. The Eq.(4.42) contains only retarded
Green’s functions and would give zero upon residue integration. On the contrary, the type I
contribution to the conductivity Eq.(2.24) results to be

σI
sH ∝ Tr[jz

yG
R(ϵ)vx∂kG

A(ϵ)], (4.43)

for which the residue integration of the retarded/advanced combination of Green’s function
doesn’t give zero. This explains why only the σI contribution does not vanish after integration
over ξ. This observation is very important to understand the results obtained with the
quasiclassical approximation which we will discuss in the next Chapters.
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Conclusions

In this chapter we have briefly exposed how to derive the kinetic equations for the massive
Dirac fermions. In particular, the Hall conductivity in the clean and stationary system is
obtained using the linearized BTE. According with the chosen geometry, we found the
well-known linear relation between the current and the external field. In order to obtain the
proper result, we showed that one has to select only one component of the density matrix.
Using the same procedure, we derive the spin density current with the Eilenberger equation
selecting only the "perpendicular" component of the quasiclassical Green’s function. The
agreement between the two obtained results confirms the consistence of the quasiclassical
approximation. What we have learned so far help us to study a quite complicated system, i.e.
the massive Dirac fermions with Rashba SOC. In the same clean and stationary condition,
we performed the calculation for the physical spin current with the linearized BTE. As done
for the massive Dirac fermions, we neglected the "parallel" component of the equilibrium
density matrix. By doing this, we obtained the spin Hall conductivity result reported in the
recent literature. In particular the type II contribution to the conductivity is zero according
to the Ref.[127], while the total σI (outside the pseudogap ϵ > 2λ) without disorder does
not vanish, as expected. This can be explained by recalling that there is not a true stationary
state in such a system without disorder and this is not in contradiction with the covariant
conservation law for the spin current.
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Overview

In the following we describe the disorder effects in the transport equation. The presence
of disorder breaks the translation invariance that is restored only after the average over
all possible impurity configurations. In order to consider all the possible diagrams, the
well-known T−matrix approximation is presented thanks to which we are able to write
all the components of the self-energy in the Keldysh technique. To do that, one needs the
disordered-average Green’s function. We choose the so-called white noise potential, i.e. a
scalar impurities point-like random potential, for which the average is simple to perform.
Here we derive one of the main result of the work of this thesis, i.e. the expression for
the collision integral that appears in the kinetic equation. This expression is of course in
terms of disordered-average T−matrix and is completely generic. We also prove that the
detailed balance is obeyed, as expected. Then, we go further in the self-consistent Born
approximation, i.e. the lowest order in the T−matrix expansion. In particular we find the
expression of the retarded (advanced) self-energy with the help of the Clifford’s algebra
for both regimes (I and II). In the end, we focus on the single-band regime. To derive
the Eilenberger kinetic equation, an ansatz for the Keldysh quasiclassical Green’s function
needs. It can be motivated by physical reasons and it is sufficient for our scopes. Thanks to
it, we derive a generic expression for the scattering kernel of the kinetic equation. The latter
is an equally important result. From it, we see in details the Born approximation and derive
the physical observable such as the spin density and the charge current. In this chapter, the
reader can find part of the original work of this thesis.
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5.1 The T-matrix approach

In this section we want to illustrate the T−matrix approach that takes into account the effects
of disorder. To do that, we have to consider a scattering potential different from zero, i.e.
V (x) ̸= 0 in the form of the Eq.(2.3). From this point of view the retarded/advanced Green’s
function is rewritten as

Ga(x1,x2;ω) = ⟨x1| 1
(Ga

0(ω))−1 −V
|x2⟩, (5.1)

where Ga
0(ω) is the Green’s function of free 2D Dirac-Rashba fermions introduced with the

relation Eq.(3.18) and a=R(A). In the presence of disorder randomly distributed across the
material, translation invariance is broken and the Green’s function depends on both the spatial
coordinates x1,x2. The standard procedure requires a Feynman expansion of the two-point
Green’s function in terms of interaction lines with the scattering potential. This produces
a series of diagrams with an arbitrary number of interaction vertices. These diagrams
are then averaged over all possible impurity configurations, which yields contractions of
scattering potential legs u0 with impurity density ni crosses (to all orders in ni and u0)
as shown in Fig.[5.1]. After the disordered-average procedure, translational invariance
is restored and the averaged Green’s function only depends on the difference x1 − x2:
Ga(x1 −x2,ω) =Ga(x1,x2;ω). The latter — whose diagrammatic representation is reported
in Fig.[5.1] — is in fact the central quantity in our approach. Its momentum representation is

Ga(k) = 1
[Ga

0(k)]−1 −Σa(k,ω) , (5.2)

where

Σa(k,ω) =
∫
d(x −x′)e−ik(x−x′)⟨x′|V 1

1−Ga
0(ω)V |x⟩, (5.3)

is the disordered-average self-energy within the non-crossing approximation. The latter
neglects coherent multiple impurity scattering corrections, which justified in the diffusive
regime with ωτ ≫ 1 [143]. In fact, generally Σa contains two physically different class
of diagrams that are higher order in the impurity density ni: those with crossing impurity
lines and those without. The former describe correlated scattering processes off multiple
impurities, while the latter describe uncorrelated processes taking place at higher impurity
density. For this reason, terms without crossing impurity lines can be easily included in the
T−matrix in a self consistent way. On the other hand, crossing diagrams are not in general
easy to re-sum; however, these diagrams are associated with an extra factor of smallness
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Figure 5.1: Diagrammatic representation of the disordered Green’s function and of self energy. In the
first line, the disorder-average Green’s function (blue arrow), which can be represented as a function of
the self-energy Σ. The other lines contains the Gaussian and the T-matrix approximation respectively.
In the first case one only consider the "triangle diagram" ΣG with an impurity density cross ni (red
cross). While in the second one all diagrams to all powers in the scattering potential u0 (dashed legs
with dots) but with one impurity density insertion are taken into account.

of the order (kF l)−1, where kF is the Fermi momentum and l is the mean free path. In our
case, the self-energy associated with the short-range spin-transparent (scalar) impurities is
k−independent, Σa(k) ≡ Σa(ω) and hence we drop this index in what follows. The retarded
(advanced) local (i.e. evaluated at coinciding space arguments) Green’s function obeys the
Dyson equation of the type (we omit the energy dependence for simplicity of notation1)

Ga =Ga
0 +Ga

0ΣaGa. (5.4)

In the presence of random diluted nonmagnetic impurities, the retarded and advanced disorder-
averaged Green’s functions are obtained once are known the corresponding self-energies.
According to the Eq.(5.3), the retarded (advanced) self-energy is given by the average over
disorder (≺ ...≻) of the T−matrix expansion as shown in the Fig.[5.1], i.e.

Σa = T a ≡≺ T a ≻= u0G
a
0 +u0G

a
0u0G

a
0 + ....= u2

0G
a
0

1−u0Ga
0
, (5.5)

where T a is the single-impurity T-matrix in the R/A sector and the disorder average is defined
by

1We underline that the energy dependence is not relevant for static impurities.
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≺ V (x) ≻ = u0

≺ V (x)V
(
x′
)

≻ = u2
0δ
(
x −x′

)
≺ V (x)V

(
x′
)
V
(
x′′
)

≻ = u3
0δ
(
x −x′

)
δ
(
x′ −x′′

)
,

and so on and so forth. The self-consistent approach gives a way to write the Green’s function
in terms of non-interacting one [144] in the form

Ga =Ga
0 +Ga

0T
aGa

0. (5.6)

We underline that keeping the full T−matrix structure one effectively re-sum all topologically
equivalent two-particle non-crossing diagrams at all orders in V . The additional terms
generated by the T−matrix insertions encompass not only the skew-scattering from arbitrarily
strong potentials (see Chapter 6), but also important corrections we discuss in the following.
In the kinetic equation one determines the Green’s function self-consistently by replacing Ga

0
with the disordered-average one Ga. If one stops at the lowest order in u0 in the Eq.(5.5), only
the first term of the series is kept. This define the so-called Born approximation. Considering
high-order terms in the T−matrix expansion, also the skew-scattering mechanism is included
that is well discussed in the Chapter 6. In the following, we present and discuss one of the
main result of this work that is the general expression of the collision integral Eq.(2.58) of
the kinetic equation in terms of T-matrices.

5.1.1 The detailed balance

Here we discuss how to rewrite the collision integral Eq.(2.58) with the T−matrix approxi-
mation. This is one of the main result of the work of this thesis. We start from the definition
of T−matrix and the self-energy Eq.(5.5), the out−contribution of the collision integral
Eq.(2.58) becomes

Iout = −i
(
T RGK −GKT A

)
. (5.7)

Let us now turn our attention to the Keldysh self-energy, which determines the in-contribution
of the collision integral in Eq.(2.58). The reason why we call it in− will be clear in a while.
The perturbation expansion of the Keldysh Green function reads quite different from Eq.(5.6).
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At each order in u0 there are many terms as positions in which the Keldysh component can
be placed with the additional requirement that on the left of the Keldysh component there
can be only retarded Green functions, whereas the advanced one must be always on the right.
This feature is a consequence of the triangular matrix structure of the Green’s function (see
Chapter 2). In the end, the Keldysh self-energy then reads

ΣK =≺ u0G
Ku0 ≻=≺ TRGKTA ≻, (5.8)

where it is understood that the disordered-average only concerns the T−matrices, because
GK is already meant to be the self-consistent disordered-average Green’s function. We then
see that in the Keldysh self-energy there appears the disordered-average of the product of the
retarded and advanced T-matrices. This corresponds to the T−matrix insertion in the vertex
correction of the Kubo linear response formalism. The in−contribution to the collision
integral Eq.(2.58) finally reads

Iin = i
(
GR ≺ TRGKTA ≻ − ≺ TRGKTA ≻ GA

)
. (5.9)

To make more transparent the formulae obtained, one can introduce explicit dependence on
momenta (it is possible because we use disordered-average Green’s functions). Then it is
convenient to define

Ga
0 ≡

∫ dk′

(2π)2 Ga
k′ (5.10)

and to introduce the following notation

T a = u2
0Ga

0 T a
, (5.11)

where

T a = 1
1−u0Ga

0
. (5.12)

Using the relations Eqs.(5.10) and (5.11), the in− and out−contributions Eqs.(5.9)-(5.7)
become respectively

Iin = iu2
0

(
GR

k T RGK
0 T A −T RGK

0 T AGA
k

)
(5.13)

and
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Iout = −iu2
0

(
GR

0 T RGK
k −GK

k GA
0 T A

)
. (5.14)

The above expressions makes obvious the link with the Boltzmann language. Making explicit
GR,A,K

0 given by Eq.(5.10) and remembering that the Keldysh Green’s function describes the
distribution function, it is easy to see that the Eq.(5.13) provides the in− scattering processes,
i.e. k′ −→ k, while the Eq.(5.14) the out− processes k −→ k′.
It is evident that the two contributions (Iin and Iout given by the Eqs.(5.13) and (5.14)) have
not the same structure, so some manipulation is required. We focus on Iout term and project
it in the basis in which GR(A)

0 (and then also T R(A) ) is diagonal. So, the (ij)-element reads

(Iout)ij = −iu2
0

(
GR

0,iT
R
i GK

k,(ij) −GK
k,(ij)G

A
0,jT

A
j

)
(5.15)

= −iu2
0GK

k,(ij)

(
GR

0,iT
R
i −GA

0,jT
A
j

)
.

Using the expression Eq.(5.12), one can rewrite it as

(Iout)ij = −iu2
0GK

k,(ij)

( GR
0,i

1−u0GR
0,i

−
GA

0,j

1−u0GA
0,j

)
= (5.16)

= −iu2
0GK

k,(ij)

(
GR

0,i −GA
0,j

)
T R

i T A
j .

From the above result, we can recover the matrix relation for the out−term being careful of
the position of each element. In particular one obtains

Iout = −iu2
0

(
GR

0 T RGK
k T A −T RGK

k T AGA
0

)
. (5.17)

The latter expression has the same matrix structure of the in−relation Eq.(5.13), as expected.
In the end, if we make explicit the GR,A,K

0 using the Eq.(5.10), one obtains a completely
generic equation for the collision integral I = Iin + Iout, i.e.

I = iu2
0

∫ d2k′

(2π)2

(
GR

k T RGK
k′ T A −T RGK

k′ T AGA
k −GR

k′T RGK
k T A +T RGK

k T AGA
k′

)
. (5.18)
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From the point of view of the kinetic equation, k and k′ are the momentum before and
after the scattering, depending whether one considers the in- and out-contributions. One
can easily check that the detailed balance is obeyed in the Eq.(5.18). If k −→ k′ (and vice
versa), the in− and out−terms are interchanged and then the microscopic reversibility of the
scattering probability is preserved [145]. The general expression Eq.(5.18) is an important
result and it will be useful in the following discussion. For instance, the specific case of the
Fermi gas with Gaussian white-noise correlation can be easily obtained by neglecting the
matrix structure. In the next section, we go further in the Born-approximation and study the
Eilenberger kinetic equation for the 2D Dirac-Rashba graphene Hamiltonian.

5.2 The Born approximation

In this section we present the so-called Born approximation from which only the first term in
the expansion of the Eq.(5.5) is taken into account, i.e. T a −→ 1. From this point of view,
the corresponding self-energies given by the Eq.(5.5) are

Σa = T a = u2
0

∫ dk′

(2π)2G
a
k′ = ∓iπu2

0Nln ⟨Pln (kF )⟩ , (5.19)

where l= 1,n= ±1 for the two bands crossing the positive Fermi energy (ε> 0), i.e. the third
and fourth one, and Nln the corresponding DOS at the Fermi level ε. In the Eq.(5.19), ⟨. . .⟩
indicates the angle average over the direction of the versor n and a=R(A). In the Chapter 3,
we derived the projectors for all the bands of the 2D Dirac-Rashba model. Using the results
of the Section 3 as the energy dispersion Eq.(3.13) and the Clifford’s algebra decomposition
of the projectors [see Table 3.1], one can compute the corresponding self-energy. Let us
evaluate the DOS of the two bands under study first, i.e. N11 and N1−1 as

dϵ11 = d(λ+
√
k2 +λ2) = kdk√

k2 +λ2 →N4 ≡N11 = 1
2π (ε−λ) (5.20)

and

dϵ1−1 = d(−λ+
√
k2 +λ2) = kdk√

k2 +λ2 →N3 ≡N1−1 = 1
2π (ε+λ). (5.21)
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It is then useful to introduce a basic scattering time in terms of the DOS of pure graphene
(N0 = ε/(2π)) without the SOC as

1
τ

= 2πN0u
2
0. (5.22)

As a result, the total self-energy in the regime II (ϵ > 2λ), when both bands are occupied
[see Fig.3.2], reads

Σa
II = ∓i 1

2τ σ0 ⊗ s0. (5.23)

When the Fermi energy is in the regime I (0 < ϵ < 2λ) with only one band occupied, the
self-energy is

Σa
I = ∓i 1

4τ

((
1+ λ

ε

)
σ0 ⊗ s0 − 1

2(σx ⊗ sy −σy ⊗ sx)+ λ

ε
σz ⊗ sz

)
. (5.24)

In the Table 5.1 we report the contributions from the various components of the Clifford’s
algebra for all the bands. It is evident from the Eqs.(5.23) and (5.24) that the disordered-
average self-energy in regime II has a simpler matrix structure then the one in regime
I , but the presence of the two bands crossing the Fermi energy makes the mathematical
description quite complicated. For this reason, we focus on the one-band regime first, while
the two-band regime will be discussed in the Chapter 7. In particular, in the rest of this
Chapter we derive the kinetic equation for the quasiclassical Green’s function in the Born
approximation. Otherwise, in the Chapter 6 we go beyond this approximation and the
skew-scattering mechanism will be presented.

σ0 ⊗ s0 γR/2 σz ⊗ sz −γR/2
Σ4 1−λ/ε 1−λ/ε −λ/ε −λ/ε
Σ3 1+λ/ε −1−λ/ε λ/ε −λ/ε
Σ2 1−λ/ε 1−λ/ε −λ/ε −λ/ε
Σ1 1+λ/ε −1−λ/ε λ/ε −λ/ε

Table 5.1: Clifford’s algebra decomposition of the retarded self-energy for all the bands in units of
−i/(4τ) = −iεu2

0/4. Σ3 is the expression of the self-energy in the regime I reported in the Eq.(5.24),
while the sum Σ3 +Σ4 is the regime II one given by the Eq.(5.23).

5.3 The one-band regime

In order to derive the Eilenberger equation in the presence of disorder, we start from
the kinetic equation Eq.(2.63). Again, we focus on the stationary case. Performing the
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ξ−integration of the collision integral Eq.(5.18) and using the definition of the scattering
time Eq.(5.22), one has

I = − 1
2τ

[(〈
gR
〉

T R
gT A −T R

gT A
〈
gA
〉)

−
(
gRT R ⟨g⟩T A −T R ⟨g⟩T A

gA
)]
. (5.25)

Here for brevity gR,A,K ≡ gR,A,K (θ) and
〈
gR,A,K

〉
=
〈
gR,A,K (θ′)

〉
with θ and θ′ the angles

of k and k′, respectively. From the Eq.(5.25) one can confine oneself to the Born approxi-
mation if the matrices T a are evaluated to lowest order in the disorder potential u0, when it
reduces to unity. To proceed further, following the Ref.[129], we make an ansatz for the
Keldysh quasiclassical Green’s function of a single band (l = 1,n= −1) in the form

g(kF ) = P1−1(kF )g0(θ), (5.26)

where g0 is a scalar function and kF = kF (cos(θ), sen(θ)) is the momentum at the Fermi
energy. Notice that, although g is still a matrix, its structure is entirely constrained. The
ansatz can be motivated by the following argument. Inspection of the Eq.(2.66) shows that,
at leading order in the weak-disorder expansion (ετ ≫ 1), the solution must commute with
the Hamiltonian and be of order g ∼ τ . In such a way, the commutator in the left hand side
(LHS), although of order ετ ≫ 1 vanishes and the remaining terms in the equation are of
order of the unity. Notice that the ansatz may not be sufficient when one is dealing with
sub-leading terms in the weak-disorder expansion. In the work of this thesis, the physical
observables which we are interested in (like the extrinsic spin Hall and Edelstein effect which
are relevant in recent experiments in graphene WS2 systems [96]) are of the order of the
momentum relaxation time so the ansatz is justified. It is useful to recall here that from the
Eq.(2.46) it is easy to see that in equilibrium the scalar function reads

g0 (ω) = f (ω) = 2tanh
(
ω

2T

)
. (5.27)

Using the Eq.(3.18) one can verify that the retarded/advanced component of the quasiclassical
Green’s function in the regime I is

ga = i

π

∫
dξGa(k,ω) = i

π

∫
dξ
P1−1(k,ω)
−ξ± i0+ = ±P1−1(kF ). (5.28)

i.e. it coincides with the projector of the band crossing the Fermi level. Now we have all the
ingredients to rewrite the collision integral after the ξ−integration. By taking the trace of the
Eq.(5.25) and using the Eqs.(5.26) and Eq.(5.28), one gets a scalar collision integral for g0,
i.e.
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I0 = −
∫ 2π

0

dθ′

2π W (ϑ)
[
g0 (θ)−g0

(
θ′
)]
, (5.29)

where the scattering kernel is a function of angle difference that from now we call ϑ≡ θ−θ′.2

It reads

W (ϑ) = NF

N0

1
τ

Tr
(
P1−1(kF , θ)T

R
P1−1(kF , θ

′)T A
)
, (5.30)

with NF the DOS of the third band. In the self-consistent Born approximation, which
amounts to confine to second order in the disorder potential expansion (T R(A) −→ 1), the
effective transport equation Eq.(2.66) for the scalar quasiclassical Green’s function becomes3

E∂ωf ·veff = 1
2π

2π∫
0
dθ′W (ϑ)

(
g0 (θ,ω)−g0

(
θ′,ω

))
. (5.31)

In the above kinetic equation we introduced the effective velocity vertex as

veff (kF , θ) = 1
4Tr(σP1−1 (kF, θ)). (5.32)

In this case, only the first term in the T−matrix expansion of the Eq.(5.30) is selected, so
that the effective scattering kernel reads

W (ϑ) = NF

N0

1
τ

Tr
(
P1−1 (kF , θ) ,P1−1

(
kF , θ

′
))
. (5.33)

Because a common shift θ → ψ, θ′ → ψ cannot change the trace due to the periodicity of the
projectors, the effective scattering kernel can only depend on the difference of the two angles.
Furthermore, due to the cyclic property of the trace, the expression is symmetric under the
interchange of the two angles, implying that the effective kernel is an even periodic function
of the difference ϑ≡ θ− θ′. The transport equation Eq.(5.31) together with the expressions
of the effective kernel Eq.(5.33) and the velocity vertex Eq.(5.32), defines a complete theory
for charge and spin response in the projected band crossing the Fermi energy. This is one
of the main result of the present thesis. In order to show how the formalism can be used let
us consider the case when there is no spin-valley SOC first, i.e. λsv = 0. In this case NF is
given by the Eq.(5.21) and the Eq.(5.33) becomes

2We underline that W (ϑ) is the effective scattering kernel from momentum state kF (cos(θ),sen(θ)) to
kF (cos(θ′),sen(θ′)).

3Note that the commutator term of the Eq.(2.66) does not give contribution because h(kF ) ≡ εP1−1(kF ).
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W (ϑ) = 1
τ

((2λ+ ε)cos(θ− θ′)+ ε)2

2ε(λ+ ε) . (5.34)

In this case no spin Hall effect can be expected, as already discussed in the Chapter 4. As
mentioned, the presence of impurity scattering gives rise a relaxation mechanism that makes
spin Hall conductivity zero. Notice that W (ϑ) (Eq.(5.34)) contains only the first three even
harmonics of the angle difference. The velocity vertex, with the electric field choice Eq.(4.2),
reads

veff,x = −1
4

√
ε(ε+2λ)
ε+λ

cos(θ) , (5.35)

so that a possible solution for g0(θ,ω) can be written in the form

g0(θ,ω) = A(ω)cos(θ), (5.36)

with A(ω) a function of the model parameters. Let us define

W0 = ⟨W (ϑ)⟩, ⟨W (ϑ)g0(θ′)⟩ ≡W1 cos(θ), (5.37)

with ⟨...⟩ the angle average, from the Eq.(5.31) the equation for A becomes (here we reintro-
duce the electrical charge e)

A= − 1
(W0 −W1)(−eEτ∂ωf)1

4

√√√√ε(2λ+ ε)
(λ+ ε)2 . (5.38)

In the end, the solution for the transport equation is

g0(θ,ω) = (eEτ∂ωf)
ε
√
ε(2λ+ ε)

4λ2 + ε2 cos(θ). (5.39)

By inserting this last relation in the Eq.(2.69) with O = (1/2)σ0 ⊗ s2, which is the spin
density along the y−direction and after integration over ω, one has4

sy = −eEτ ε2(2λ+ ε)
16π(4λ2 + ε2) , (5.40)

while the charge current along the x−direction reads5

4Here the inverse spin-galvanic vertex results Tr(σ0 ⊗s2P1−1(kF ,θ)) = −
√

ε(ε+2λ)
ε+λ cos(θ).

5Here the inverse charge vertex results Tr(σ1 ⊗s0P1−1(kF ,θ)) = +
√

ε(ε+2λ)
ε+λ cos(θ).
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jx = −2Sy. (5.41)

The Eqs.(5.40) and (5.41) above coincide exactly with the results for the electric-field-induced
spin polarization [37] obtained via the Kubo linear response theory [128] and confirm the
equivalence of the present approach. Otherwise the spin Hall response vanishes as expected.
To see the spin Hall effect, we consider the T−matrix expansion beyond the second order. In
the Chapter 6, we carry out the expansion of T−matrix to third order.
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Conclusions

In this chapter we discussed the presence of disorder in the system under study and how it
modifies the analytical expression of the Green’s function. Here we introduced the T−matrix
approximation to derive the self-energy in terms of the disordered-average Green’s function.
In particular, we derived a completely generic equation for the collision integral for which we
proved that the detailed balance is obeyed. This represents one of the most important results
of the work of this thesis. Then we selected only the first term in the T−matrix expansion,
i.e. the so-called Born approximation, to derive the self-energies in both regime of the 2D
Dirac-Rashba model (ϵ > 2λ and 0 < ϵ < 2λ). They are obtained in the Clifford’s algebra
matrix decomposition. The achieved results tell us that the disordered-average self-energy in
regime II has a simpler matrix structure than one in regime I . However the presence of two
bands makes the manipulation of the equations more difficult. For this reason we derived
the kinetic equation for the single-band regime first. For such a system, we use an ansatz
for the Keldysh quasiclassical Green’s function for which g results to be proportional by
scalar function to the band projector. This assumption is motivated by physical arguments
and is sufficient to derive the physical observables of the order of the momentum relaxation
time. Hence we wrote the effective transport equation for the scalar quantity and, from it,
the physical observables are found. Another important result is the generic expression of the
scattering kernel in terms of the projector of the third band and the T−matrix. In the end
we found the spin density and the charge current in the self-consistent Born approximation.
These results agree with what has been reported in the literature and confirm the consistency
of the quasiclassical approximation.





6 Beyond the Born approximation and the
skew-scattering mechanism

Overview

In the following we go beyond the Born approximation and present the so-called skew-
scattering mechanism thanks to the T−matrix formalism discussed in the previous Chapter.
This means to consider higher order term in the T−matrix expansion so that we expect to
see the (extrinsic) spin Hall effect. We now turn our attention to consider a more interesting
system with finite spin-valley coupling. Precisely, in the system under study we have to
consider two types of SOC variables, i.e. Rashba (λ) and spin-valley (λsv). We start to
provide the solution of the transport equation. In order to do that, in such a system, we
rewrite the scattering kernel of the kinetic equation. Using the formalism discussed in the
Section 3.2, we are able to write in a very compact way the additional term in the presence of
skew-scattering. Thanks to its periodicity properties, we can derive the solution of the kinetic
equation similar to what done at the Born level for the 2D Dirac-Rashba model. Of course in
this case the manipulation is more complicate. In such a manipulation, we need to define
two different scattering rates (parallel and perpendicular component) from which we learn
a lot about the system response. In the end, we provide the explicit analytical expressions
of physical observables such as the spin Hall and the Edelstain effect. In the end, from the
numerical analysis of these expressions, we discuss the behaviour of the physical system
response as a function of SOC variables in the presence of the skew-scattering. Here the
reader can find the heart of the work of this thesis with all the original results.
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6.1 The skew-scattering mechanism

In the following, we discuss how to include the so-called skew-scattering1 mechanism in the
transport equation. The effect of skew-scattering can be included by considering higher-order
terms in the T−matrix expansion Eqs.(5.11) and (5.12). In the language of diagrammatic
representation, it means to take into account also the graph with three legs and one impurity
density insertion [see the third line in the Fig.5.1]. It is clear that one can directly evaluate
this diagram with the Feynman rules and then add it to the previous one (see Appendix E
for a pedagogical exposition). Otherwise, one can start from the generic scattering kernel
Eq.(5.30) and use the formalism presented in the previous Chapter. Explicitly, when the
potential is not too strong, one may expand the matrices T a Eq.(5.12) as2

T a ≃ 1+u0ReGa
0 ∓ iu0ImGa

0 . (6.1)

It is important to underline that the real part in the expansion Eq.(6.1) does not give contri-
bution to the skew-scattering mechanism, but only renormalizes the lowest-order scattering
amplitude. This is apparent from the fact that the sign of this correction in the Eq.(6.1) is the
same for both the retarded and advanced T−matrix. The sign of the imaginary part depends,
instead, on the retarded/advanced nature of the T−matrix and gives rise to the skewness in
the effective scattering kernel, as shown below. By inserting the expression Eq.(6.1) into the
right hand side of the Eq.(2.66), one obtains an additional term on the right-hand side of the
Eq.(5.31), i.e. W →W +Wss with

Wss (ϑ) = −2πiu0NF
NF

N0

1
τ

×Tr
(〈

P1−1
(
θ′′
)〉[

P1−1 (θ) ,P1−1
(
θ′
)])

, (6.2)

where all the projectors are evaluated at the Fermi momentum kF and ⟨. . .⟩ indicates the
average over the angle θ′′. NF is the DOS of the third band, as usual. The commutator under
the trace implies that Wss vanishes when θ = θ′. Furthermore it is odd upon the interchange
of θ and θ′ because this amounts to interchange the matrices in the commutator. A common
shift θ+ψ, θ′ +ψ clearly leaves Wss unchanged because of the periodicity with respect to
both angles, and hence there can be no dependence on the sum θ+ θ′. As a result, Wss must
be an odd periodic function of ϑ and of the form3

1In the following we use the subscript ss to indicate the skew-scattering contribution.
2Here we write Ga

0 = ReGa
0 ± ImGa

0 .
3The subscript n + 1 will be useful for the Fourier expansion of the total scattering kernel Eq.(6.10). In

particular, the coefficients W0 and W1 are linked to the kernel at the Born level.
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δWss (ϑ) =
∞∑

n=1
Wn+1sin

[
n
(
θ− θ′

)]
(6.3)

where the coefficients Wn+1 will be functions of the parameters of the Hamiltonian. In the
next section we study a model with also spin-valley coupling. For such a system we expect
to see the spin Hall effect and we show that it is possible to write the analytical expressions
for the physical observables.

6.2 The kinetic equation for spin-valley Hamiltonian

We now turn to consider the more interesting situation with finite spin-valley coupling λsv ̸= 0
in the Hamiltonian Eq.(3.21). Before considering the results, we provide the formal solution
to the transport equation Eq.(5.31). We consider the effective kernel in the form

W (ϑ) =W (ϑ)+Wss(ϑ) (6.4)

and we introduce the skew-scattering dimensionless coupling gss as

gss = 2πu0NF . (6.5)

Here we use the Hamiltonian parameterization discussed in the Section 3.2 for the generalised
Dirac-Rashba model. For such a system the projector P1−1(kF , θ) is a complicated matrix.
According to what done in the Chapter 5, quite generally, we write a solution of the kinetic
equation in the form

g0(θ) = (−eE∂ωf)veff,x(λ,λsv,kF )g̃0(θ), (6.6)

where4

veff,x(λ,λsv,kF ) ≡ V = 1
4Tr{σ1 ⊗ s0P1−1(θ,kF )} (6.7)

generalizes to the case with finite spin-valley coupling the velocity vertex of the Eq.(5.35).
In the end, the final equation can be written as

cos(θ) = −⟨W (ϑ)⟩g̃0(θ)+ 1
(2π)

∫ 2π

0
dθ′W (ϑ)g̃0(θ′). (6.8)

4Note that veff,x(λ,λsv,kF ) = A(λ,λsv,kF )cos(θ), see the Eq.(6.14).
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To solve the above equation for g̃0(θ), one may consider the Fourier expansion for all
quantities. In particular, according to the Eqs.(5.33) and (6.3), one can write5

y(θ) ≡ cos(θ) = y1e
iθ +y−1e

−iθ (6.9)

W (ϑ) = W0 +W1cos(ϑ)+W2sen(ϑ)+W3sen(2(ϑ)).

In this picture, the coefficients that we need for the calculation are

y1 = y−1 = 1
2 , W0 = ⟨W (ϑ)⟩, W1 = 2⟨W (ϑ)cos(ϑ)⟩, W2 = 2⟨W (ϑ)sen(ϑ)⟩.

As a result, if we call Q≡ −⟨W (ϑ)⟩ in the Eq.(6.8), we find the coefficients for the Fourier
expansion of g̃0(θ)− function in the form

g̃
(n)
0 = yn

Q+Wn
. (6.10)

It is evident that, in this picture, we need only the coefficients with n = ±1. After some
manipulation, the solution Eq.(6.6) reads6

g0(θ) = (eEτ∂ωf)V

 τ−1
∥

(τ−1
∥ )2 +(τ−1

⊥ )2 cos(θ)+ τ−1
⊥

(τ−1
∥ )2 +(τ−1

⊥ )2 sen(θ)

 , (6.11)

where we defined two different scattering rates, i.e. the parallel τ−1
∥ and the perpendicular

component τ−1
⊥ as

τ−1
∥ = 1

2π

2π∫
0
dθ′W (ϑ)

(
1− cos(ϑ)

)
, (6.12)

τ−1
⊥ = 1

2π

2π∫
0
dθ′W (ϑ)sen(ϑ). (6.13)

5Note that the even term of W (θ −θ′) comes from the effective kernel at Born level, while the rest odd part
from the additional contribution due to the skew-scattering.

6Note that the Fourier expansion is g0(θ) = g
(1)
0 eiθ +g

(−1)
0 e−iθ.
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a)

Figure 6.1: Numerical color plots of a) τ−1
∥ and b) τ−1

⊥ as function of SOC variables in units of τ
and skew-scattering coupling gss. The parallel component becomes more relevant for high values of
SOC, while the perpendicular one increases with λsv for small values of the Rahsba one. In particular,
the numerical results show an order of magnitude difference between the two rates. For both plots
ετ = 10 with ε = 1. Furthermore, the Rashba and spin-valley parameters are in units of the Fermi
energy.

To understand better these results, in the Fig.[6.1] we report the Eqs.(6.12) and (6.13) in
units of τ and gss (note that only τ−1

⊥ depends on the skew-scattering coupling). The SOC
variables are chosen in units of the Fermi energy ε and may map a range of values according
to the regime II condition given by the Eq.(3.27). At the same time, we choose ετ = 10 in
agreement with the good metal limit (ετ ≫ 1). First of all we note that τ−1

∥ becomes more
relevant for high values of SOC, while τ−1

⊥ increases with λsv at small values of Rashba
coupling. Then, at the same SOC conditions, there is an order of magnitude difference
between the parallel and perpendicular component. This means that one can neglect (τ−1

⊥ )2

in the Eq.(6.11). In the next section, we discuss better this point and comment the results.
The Eq.(6.11) is the general solution for the scalar Green’s function in the system under study.
It is clear that, using the relation Eq.(2.69) one can evaluate the physical observable. In the
next section we derive the analytical expression for the Drude conductivity, the Edelstein and
spin Hall effect. Furthermore, we perform the numerical calculation for each observable and
discuss the obtained results.

6.3 The physical observables

In this section we evaluate the physical observables for the 2D Dirac-Rashba model with
spin-valley coupling. We focus on the charge current, spin Hall and Edelstein effect evaluated
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at the leading order in the relaxation time due to the chosen ansatz Eq.(5.26). The expressions
found in the following represent part of the original results of the work of this thesis.
Keeping in mind the expression for the averaged observable Eq.(2.69), we define the effective
vertices for the charge (Veff = 4V), the inverse-spin galvanic and the spin Hall response
respectively as

Veff = Tr(σx ⊗ s0P1−1 (kF, θ)) = 2(β+αγ)
1+α2 +β2 +γ2 cos(θ), (6.14)

Sy
eff = Tr(σ0 ⊗ syP1−1 (kF, θ)) = 2(α+βγ)

1+α2 +β2 +γ2 cos(θ), (6.15)

Jz
y,eff = Tr(σy ⊗ szP1−1 (kF, θ)) = 2(β−αγ)

1+α2 +β2 +γ2 sin(θ), (6.16)

where α,β and γ depend on the parameters of the Hamiltonian and on the Fermi energy, as
defined in the Eq.(3.25). To understand better the effect of SOC, we perform a numerical
calculation of these vertices in units of cos(θ) and sin(θ), respectively. We call them

V eff = Veff

cos(θ) , S
y
eff =

Sy
eff

cos(θ) , J
z
y,eff =

Jz
y,eff

sin(θ)

and report the results in the Fig.[6.2]. As done before, we chose the same dimensionless
SOC-values in units of the Fermi energy and fix ε= 1 with ετ = 10. It is interesting to notice
that the effective charge vertex decreases slowly and quite linearly with SOC variables. While
the Edelstein and spin Hall one show a quite complementary behaviour. In particular, this
result tells us that Jz

y,eff is bigger in absolute value when the spin-valley becomes strong.
For the following calculation we need the expression of the DOS at the Fermi level in the
regime II Eq.(3.27) for the spin-valley Hamiltonian Eq.(3.21), i.e.

Nsv
F =

ε(λ2 +λ2
sv +

√
λ2ε2 +λ2

sv(ε2 −λ2))

2π
√
ε2(λ2 +λ2

sv)−λ2λ2
sv

. (6.17)

It is easy to see that we recover the DOS of the pure Dirac-Rashba graphene model Eq.(5.21)
if λsv → 0. Finally, by recalling the expression Eq.(2.69) for the physical observables, the
Drude conductivity, the Edelstein and the Spin Hall response read respectively

Jx = −NF

4

∫ 2π

0

dθ

2πg0(θ)4veff (θ) = −NF

8
τ−1

∥

(τ−1
∥ )2 +(τ−1

⊥ )2
(β+αγ)2

(1+α2 +β2 +γ2)2 , (6.18)
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<latexit sha1_base64="wR1cDJfG/mRONsCiBbumOhRKtzo=">AAAB9XicbVC7TsNAEDzzDOEVoKQ5ESFBE9mREJSRaKhQEOQhJVa0vmzCKeeH7tagyMon0EJFh2j5Hgr+Bdu4gISpRjO72tnxIiUN2fantbS8srq2Xtoob25t7+xW9vbbJoy1wJYIVai7HhhUMsAWSVLYjTSC7ynseJPLzO88oDYyDO5oGqHrwziQIymAUumWw+mgUrVrdg6+SJyCVFmB5qDy1R+GIvYxIKHAmJ5jR+QmoEkKhbNyPzYYgZjAGHspDcBH4yZ51Bk/jg1QyCPUXCqei/h7IwHfmKnvpZM+0L2Z9zLxP68X0+jCTWQQxYSByA6RVJgfMkLLtAPkQ6mRCLLkyGXABWggQi05CJGKcVpKOe3Dmf9+kbTrNeesZt/Uq43ropkSO2RH7IQ57Jw12BVrshYTbMye2DN7sR6tV+vNev8ZXbKKnQP2B9bHNyNVkdU=</latexit>
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<latexit sha1_base64="SAMFsYsB3/zJthECwqbhD8aV8KQ=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoOgTbgLiJYBGyuJYkwgOcLcZhKX7H2wOxcIR/6BrVZ2Yuv/sfC/eHdeoYmverw3w7x5XqSkIdv+tEorq2vrG+XNytb2zu5edf/gwYSxFtgWoQp11wODSgbYJkkKu5FG8D2FHW9ylfmdKWojw+CeZhG6PowDOZICKJXuxNmgWrPrdg6+TJyC1FiB1qD61R+GIvYxIKHAmJ5jR+QmoEkKhfNKPzYYgZjAGHspDcBH4yZ50jk/iQ1QyCPUXCqei/h7IwHfmJnvpZM+0KNZ9DLxP68X0+jSTWQQxYSByA6RVJgfMkLLtALkQ6mRCLLkyGXABWggQi05CJGKcdpJJe3DWfx+mTw06s553b5t1Jo3RTNldsSO2Slz2AVrsmvWYm0m2Ig9sWf2Yk2tV+vNev8ZLVnFziH7A+vjG89Vka0=</latexit>
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<latexit sha1_base64="c8HpVhSDyZQ6kWcGOtiMLePaRZM=">AAAB9HicbVA9SwNBEN2LXzF+RS1tFoOgTbgLiJYBGyuJYkwgOcLcZhKX7H2wOxcIR/6BrVZ2Yuv/sfC/eHdeoYmverw3w7x5XqSkIdv+tEorq2vrG+XNytb2zu5edf/gwYSxFtgWoQp11wODSgbYJkkKu5FG8D2FHW9ylfmdKWojw+CeZhG6PowDOZICKJXuvLNBtWbX7Rx8mTgFqbECrUH1qz8MRexjQEKBMT3HjshNQJMUCueVfmwwAjGBMfZSGoCPxk3ypHN+EhugkEeouVQ8F/H3RgK+MTPfSyd9oEez6GXif14vptGlm8ggigkDkR0iqTA/ZISWaQXIh1IjEWTJkcuAC9BAhFpyECIV47STStqHs/j9Mnlo1J3zun3bqDVvimbK7Igds1PmsAvWZNesxdpMsBF7Ys/sxZpar9ab9f4zWrKKnUP2B9bHN83Fkaw=</latexit>

b)

Figure 6.2: Numerical color plots of the effective vertices for a) the charge, b) inverse-spin galvanic
and c) spin Hall response. The plots show the coefficients of cos(θ) and sin(θ) in the Eqs.(6.14)-
(6.16). The vertex V eff decreases slowly and linearly with the spin-valley and Rashba variables.
While Sy,eff and J

z
y,eff show a quite complementary behaviour in terms of the SOC values. For all

the plots we fix ετ = 10 with ε = 1. Furthermore, the Rashba and spin-valley parameters are in units
of the Fermi energy.
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where g0(θ) is the final expression Eq.(6.11) andNF is defined in the Eq.(6.17). The Fig.[6.3]
shows the numerical evaluation of the analytical expressions Eqs.(6.19) and (6.20) at the
same fixed Fermi energy and in the same metallic regime. Defining g0

ss = πu0N0, the
skew-scattering coupling Eq.(6.5) becomes

gss = 2g0
ssNF

N0
(6.21)
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b) <latexit sha1_base64="FhZDvn1QZxEPw/ZAtA6GoIB1NIg=">AAAB9nicbVC7TsNAEDyHVwivACXNiQiJKrIjISgjEAK6IMhDSqzofNkkp5zP1t0aEVn5BVqo6BAtv0PBv2AbF5Aw1WhmVzs7XiiFQdv+tApLyyura8X10sbm1vZOeXevZYJIc2jyQAa64zEDUihookAJnVAD8z0JbW9ykfrtB9BGBOoepyG4PhspMRScYSrd3F1d9ssVu2pnoIvEyUmF5Gj0y1+9QcAjHxRyyYzpOnaIbsw0Ci5hVupFBkLGJ2wE3YQq5oNx4yzrjB5FhmFAQ9BUSJqJ8HsjZr4xU99LJn2GYzPvpeJ/XjfC4ZkbCxVGCIqnh1BIyA4ZrkVSAtCB0IDI0uRAhaKcaYYIWlDGeSJGSSulpA9n/vtF0qpVnZOqfVur1M/zZorkgBySY+KQU1In16RBmoSTMXkiz+TFerRerTfr/We0YOU7++QPrI9vCkSSUQ==</latexit>
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Figure 6.3: Numerical color plots show the behaviour of physical observables for the spin-valley
and Dirac Rashba graphene system in regime II: a) the Spin Hall response increases slowly with the
spin-valley coupling at small values of the Rahsba one; while b) the Edelstein effect becomes relevant
for small values of SOC. For both graphs we fix g0

ss = 0.1 and ε = 1 with ετ = 10. Furthermore, the
Rashba and spin-valley parameters are in units of the Fermi energy.

and, for both plots, we fix g0
ss = 0.1. In particular, the SHE increases slowly with the spin-

valley coupling at small λ and the ISGE is relevant for small values of SOC. The resulting
plots give us also information about the behaviour of the two different physical responses
and confirm the presence of the spin Hall effect when the spin-valley coupling starts to be
relevant.
From the physical observable expressions Eqs.(6.18)-(6.20), it is evident that the dependence
of skew-scattering is only in the scattering-rate combination. As mentioned in the previous
section, one can neglect (τ−1

⊥ )2 in the Eq.(6.11) and then in the expressions of the physical
observables Eq.(6.18)-(6.20). The result is that only Jz

y , i.e the spin Hall response, is affected
by the skew-scattering mechanism, unlike Jx and Sy. To investigate in details the effect of
skew-scattering, we perform a numerical calculation for Jz

y and Sy using g0
ss as a variable

according to the Eq.(6.21). As expected, for small values of g0
ss the behaviour of the Edelstein

response does not change significantly, so only the SHE analysis is reported in the Fig.[6.4].
We choose some skew-scattering values that show a modification in the system response. In
particular, for small values of skew-scattering coupling the SHE is relevant only in the high
range of spin-valley coupling at small values of the Rashba one. When g0

ss grows, the system
response becomes significant also for small values of SOC.
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Figure 6.4: SHE color plots for different values of the skew-scattering coupling g0
ss = n with

n = 1, ..6. The spin Hall response is significant for high values of spin-valley coupling when the
skew-scattering is small. On the contrary, when g0

ss becomes high, the effect starts to be relevant also
for small values of SOC. For all the graphs ετ = 10 with ε = 1. Furthermore, the Rashba and spin
valley parameters in units of the Fermi energy.
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Conclusions

In this Chapter we presented the original treatment of the transport problem via the Eilen-
berger equation for the 2D Dirac-Rashba model with spin-valley coupling. For such a system,
we analysed the skew-scattering mechanism in the one-band regime. We showed how take
it into account from the T−matrix approximation, i.e. considering higher order term in
the T−matrix expansion. From this point of view, we derived the new scattering kernel of
the kinetic equation that results to be a sum of two terms. The first one coincides with the
one found at the Born level, the second is an additional contribution due to the presence of
the skew-scattering mechanism. In particular, this new term results to be an odd periodic
function of the angle difference so that one can easily write it using the Fourier expansion.
Hence, we introduced the skew-scattering coupling gss to write the Eilenberger equation
in a compact way. After some manipulation, we found the solution of the kinetic equation
from which we derived the analytical expressions of the physical observables that represent a
very important result. To do that, we introduced two scattering rates, i.e. the parallel and the
perpendicular component. After a numerical analysis, we found that the parallel scattering
rate is one order of magnitude larger than the perpendicular one. This means that the latter
can be neglect in the general solution of the kinetic equation, i.e. g0(θ). Furthermore, τ−1

∥ is
also the component that doesn’t depend on the skew-scattering mechanism. This explains
why the Edelstein effect is not significantly affected by the skew-scattering, while the SHE
shows a more interesting modification. In particular, when the skew-scattering parameter g0

ss

grows, the system response becomes relevant also for small Rashba coupling.



7 The two-band regime

Overview

In this last Chapter, the two-band regime in the simpler Dirac-Rashba Hamiltonian is dis-
cussed, i.e. the regime II (ε > 2λ) [see Fig.3.2]. In particular, we analyse the clean 2D
DR model first for both density matrix and quasiclassical Green’s function. We show that
in the stationary case, the kinetic equation can be written as a simple linear system in the
basis of the Clifford’s algebra. In order to take into account only the correct component of
the density matrix function, we perform a commutation operation that automatically selects
the perpendicular one (as already discussed in the Chapter 4). We find the well-know result
for the spin Hall observable, as expected. This kind of matrix manipulation helps us to
deal with the problem of disorder. As we emphasize in the following, the presence of two
bands crossing the Fermi level in the regime II makes the definition of the quasiclassical
Green’s function not obvious. It is clear that the problem is how to write the variable ξ,
i.e. the variable measuring the distance from the Fermi energy. In the clean case, we take
advantage of the Clifford’s algebra expansion to bypass the problem. While in the presence
of disorder we use a suitable trick that is one of the main result of the work of this thesis.
In this latter case, we show how manipulate the kinetic equation before the ξ−integration
and rewrite the problem in terms of a simple linear system. The latter is quite easy to solve,
apart from the complicated matrix structure of the linear operators. Thanks to it, we find
the spin Hall conductivity in the particular good metal limit (ετ ≫ 1) and we recover the
suppression of the SHE due to the presence of the vertex corrections, as expected. In the
end we discuss in details the algebra used for this calculation and the connection with the
well-known diagrammatic evaluation.
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7.1 The clean case

In this section we evaluate the spin Hall conductivity in the simple stationary case of the
clean Hamiltonian in the presence of Rashba SOC given by the Eq.(3.1). It is evident that
we expect the same result found in the Section 4.2, i.e. the spin Hall conductivity given by
the Eq.(4.37), but the manipulation here is quite different. We show this calculation because
it is useful to understand the algebra in the presence of disorder that we will discuss in the
Section 7.2. From the Dyson equation, as already mentioned, one can recover the equation
for the density matrix function or for the quasiclassical Green’s function. The difference lives
in the type of integration one performs. Having said that, we start from LR subtrcted Dyson
equation Eq.(2.56) with no disorder Σ = 0. In a stationary system, the kinetic equation can
be written as follows (we set e= 1 for simplicity)

i[h(k),G] = Y , (7.1)

where Y = σ · E∂ωGeq is the vector of the known terms that comes from the equilibrium
Green’s function and h(k) is the density 2D Dirac-Rashba Hamiltonian Eq.(4.24). At this
stage we define the matrix M as

M .= i[h(k),G], (7.2)

i.e. the commutator of matrix G with the Hamiltonian. The matrix is in principle 16 by 16.
However, each element of the matrix is obtained by the trace of the commutator between two
elements of the algebra1 multiplied by the Hamiltonian (it is clear that each element of the
algebra commutes with the identity matrix), i.e.

Mab = i

4Tr[h(k)(tatb − tbta)] with a,b= 1, ...,16 , (7.3)

where the Clifford’s matrices are ordered as reported in the Table. C.1. The resulting
matrix is showed in the Appendix F. In the Eq.(7.2), the part of G which commutes with the
Hamiltonian is in the null-space of the linear system. To find the solution of G which is not
in the null-space, we take the commutator with h(k) of both the terms2, i.e.

[h(k), [h(k),G]] = [h(k),Y ]. (7.4)

1As already pointed out several times, for the system under study we refer to the Clifford’s algebra
ta ≡ γij = σi ⊗sj .

2We note that the commutation operation selects automatically the perpendicular component of G.
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The linear operation of commutation with h(k) is described by the matrix M. Hence the
double commutator is given by the square of the matrix M = M2 (also reported in the
Appendix F). In order to solve the equation in the presence of an electric field such as the
Eq.(4.2), we must invert the matrixM . To do that, we investigate the null space of this matrix.
In particular, the matrix M has four vectors in this subspace that means M−1 does not exist.
This suggests that we need to manipulate this matrix in order to solve the linear system
Eq.(7.1). In the following, we use the density matrix approach first and then the quasiclassical
Green’s function to solve the kinetic equation. For both, we recover the well-know spin Hall
conductivity but the algebra used below helps us to discuss the effect of disorder.

7.1.1 The density matrix evaluation

We start from the kinetic equation Eq.(7.1). After ω integration, we obtain an equation for
the density matrix function. As discussed in the Chapter 4, we are looking for the linearized
BTE with f = feq + δf . We assume as usual that f vanishes at ±∞. According to what
we learned so far, one has to select only the perpendicular component of feq that does not
commute with the Hamiltonian. It has the form3

∂kxfeq =
∑
ln

(∂kxPln)fF D ≡ yln, (7.5)

where we use the field choice Eq.(4.2). We also underline that Y = Ex∂kxfeq with e= v =
ℏ = 1 in the Eq.(7.1). Now, we concentrate on the projector of the third-band first (P1−1), and
then on the one of the fourth one (P11). To simplify the discussion, we call yeff

ln = M·yln.
When only one band crosses the Fermi level, i.e. the regime I , the RHS of the Eq.(7.4) is the
vector

yeff
1−1 =

{
0,0, λ

2
√
λ2 +k2 ,

1
2k2

(
λkx

2
√
λ2 +k2 −ky

2
)
,0,0,0, (7.6)

1
2k2kxky

(
λ√

λ2 +k2 +1
)
,− ky

2
√
λ2 +k2 ,0,0,0,0,0,0,0

}
,

where we use the plane waves definition kln = kln(cos(θ), sin(θ)) ≡ (kx,ky) with here
kln = k1−1 and k2 = k2

x +k2
y . On the contrary, the LHS of the kinetic equation Eq.(7.2) is

described by M−matrix. The latter has a quite complicated structure (as showed in the
Appendix F) and, as already mentioned, its inverse doesn’t exist. After a careful analysis,

3Here we refer to the expression Eq.(4.27).



90 The two-band regime

one can observe that the sub-block defined by the rows and columns 3 and 7 decouples from
the others. We stress that the third element of the Clifford’s algebra is connected to the spin
Hall observable, i.e. t3 = σy ⊗sz , we are interested in (look at the Table C.1). For this reason
we define a two by two matrix Meff with the elements of this sub-block, i.e.

Meff
(3,7) =

 −4
(
kx

2 +λ2
)

4kxky

4kxky −4
(
ky

2 +λ2
) ≡ M . (7.7)

Now, the system becomes easier to manipulate. In fact, one can solve the restricted problem
for the density matrix δf , i.e. the linear system can be written as

δf = M −1 ·xeff , (7.8)

where

xeff = (yeff
1−1[3],yeff

1−1[7]) (7.9)

is the restricted vector of the known terms. Solving the Eq.(7.8), the solution for the non
equilibrium density matrix in the one-band regime reads

δf1−1 =
{ −λ2 −ky

2

8λ(λ2 +k2)3/2 ,−
kxky

8λ(λ2 +k2)3/2

}
. (7.10)

The angle average selects only the first component of δf1−1 that is linked to the physical
observable of the spin Hall effect. Performing the integration over the angle θ, one obtains
the following relation (k1−1 ≡ k)

δfsH
1−1 =

−k2

2 −λ2

8λ(k2 +λ2)3/2 . (7.11)

After the integration over the momentum, according to the Eq.(2.12) and taking into account
with what was done in the Chapter 4, one can write the spin Hall conductivity in the well-know
form for the third band (here we reintroduce the electrical charge e)

σsH
1−1 = − e

16πλ

(
ε(ε+2λ)
ε+λ

)
. (7.12)

At this stage, one can perform the same calculation for the fourth band. Of course, the
matrices M and M are the same while now the projector is P11. One can manipulate the
linear system in the same way done above so that the result for the spin Hall observable is
(the reader can verify the result performing the same calculation)
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σsH
11 = e

16πλ

(
ε(ε−2λ)
ε−λ

)
. (7.13)

It is evident that the results Eqs.(7.12) and (7.13) agree with the expression Eq.(4.37). In
fact, the total spin Hall conductivity in the two-band regime (regime II) is the sum of both
terms, i.e. the contribution of the third and the fourth band. It reads

σsH = σsH
1−1 +σsH

11 = − e

8π

(
ε2

ε2 −λ2

)
, (7.14)

according to what reported in the literature Ref.[127, 128]. We stress that the integration over
the energy ω captures both contributions to the conductivity (σI and σII ), as already discussed
in the Section 4.2. We recall here that the far−contribution to the conductivity vanishes,
i.e. σII

1−1 + σII
11 = 0. So, in the Eq.(7.14) only the terms at− the Fermi surfaces appear.

In the following, we evaluate the spin Hall observable with the help of the quasiclassical
Green’s function. We use the same algebra here discussed that prepares the basis for the next
calculation in the presence of disorder.

7.1.2 The quasiclassical Green’s function evaluation

We now turn to the ξ-integration and focus on the Keldysh component gK ≡ g. Again,
we focus in the clean and stationary 2D Dirac-Rashba system. We want to check if the
linear operators manipulation discussed in the previous section gives us the proper result.
Of course this calculation is preparatory for the more interesting model with the disorder
effect. In the two-band regime, one has to take into account the presence of the two Fermi
surfaces. In particular, the definition given in the Eq.(2.62) is not obvious. The problem is
that the ξ-variable measures the distance from the Fermi energy, as already discussed for the
one-band regime. In this case we have two Fermi energies, so evidently the problem must
be faced in an another way. In the rest of this section, we go beyond this problem using the
expansion in the basis of the Clifford’s algebra. As painted in the Chapter 4 and from what
discussed above, the kinetic equation has the same form of the Eq.(7.1) but f −→ g. Using
g = geq + δg, one has the following equation

i[h(kF ), δg] = Y , (7.15)

where, as before, Y is the known term linked to the equilibrium Green’s function. In
particular, from the Eq.(2.63), it reads

Y = 1
2{σx ⊗ s0,geq} ≡ 1

2yln, (7.16)
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with the field choice Eq.(4.2). Furthermore, in the Clifford’s language t1 = σx ⊗ s0. One
can use the spectral theorem to write the equilibrium Green’s function and expand the
anticommutator in the Clifford’s algebra, i.e.

yb
ln = 1

4Tr[(Plnt
1 + t1Pln)tb] with b= 1, ...,16, (7.17)

with tb the Clifford’s matrices, as usual. We report the resulting matrix in the Appendix F.
Again to solve the Eq.(7.15), one can take the commutator of both sides of the equation to
select only the perpendicular component. The h(k)-commutation means to use the same
matrices M and M found in the previous section. Similarly, we denote with yeff

ln the vector
that comes from the product M · yln. We focus on the third band first (yeff

1−1) and then on
the fourth one (yeff

11 ). The reader can find their explicit expressions in the Appendix F. As
for the density matrix function -since the matrices are the same- we can solve the restricted
problem for δg. The linear system is quite similar to the Eq.(7.8), in fact it reads

δg = M −1 ·xeff , (7.18)

but now the restricted vector of the known term is

xeff = 1
2

(
yeff

1−1[3],yeff
1−1[7]

)
. (7.19)

In the end, solving the Eq.(7.18), the solution for the Green’s function is4

δg1−1 =


(√

k2 +λ2 +λ
)

sin2(θ)−λ

4(k2 +λ2) ,

(√
k2 +λ2 +λ

)
sin(2θ)

8(k2 +λ2)

 . (7.20)

According to the Eq.(2.69), after the integration over the angle θ and using the DOS given by
the Eq.(5.21), the corresponding contribution to the spin Hall conductivity is

σsH
1−1 = − ε

16π(ε+λ) . (7.21)

As expected, this is the contribution due to processes "at" the Fermi surface for the third
band, i.e. when the chemical potential is positive and less than 2λ. If we want to consider
also the fourth band, we have to do the same calculation done before but for the projector
P11 and with the DOS given by the Eq.(5.20). Of course the reader can verify this statement.
The obtained result reads

4Here we use the relation k2 = k2
x +k2

y .
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σsH
11 = − ε

16π(ε−λ) . (7.22)

This contribution describes the processes at− the Fermi surface when the chemical potential
is positive and bigger than 2λ. These agree with the result Eq.(4.37). It is evident that the sum
of the Eqs.(7.21) and (7.22) reproduces the total σI contribution to the spin Hall conductivity
Eq.(4.41). In the next section we discuss the presence of disorder for the 2D Dirac-Rashba
system in the two-band regime. What has been done so far helps us to manipulate the kinetic
equation with a non-zero self-energy.

7.2 The disorder effect

In this section we want to take into account also the presence of disorder in the 2D Dirac-
Rashba system, this means Σ ̸= 0. As already mentioned, the definition of the quasiclassical
Green’s function is not obvious in the regime II so that the Eilenberger equation is not easy
to derive. The presence of two Fermi surfaces makes difficult the definition of the ξ−variable
that measures the distance with respect to the Fermi energy. For the reasons here exposed,
we need to start from the kinetic equation before the integration over the variable ξ. Let
us consider as usual the field choice Eq.(4.2). Having in mind the Eqs.(2.57) and (2.58),
for the Keldysh component we have the following kinetic equation (GK ≡G and e= 1 for
simplicity)

−Ex∂kxGeq(k)−Ex
1
2
{
σx,∂ωGeq(k)

}
+ i [h(k),G(k)] = (7.23)

−i
{
ΣR,G(k)

}
+ i

(
GR(k)ΣK −ΣKGA(k)

)
.

As already mentioned in the previous section, h(k) is the density 2D Dirac-Rashba Hamilto-
nian Eq.(4.24). In the regime II the retarded/advanced self-energy in the Born approximation
is given by the relation Eq.(5.19), so the above equation can be rewritten as

L(k)G(k) = E∂kxGeq(k)+E
1
2
{
σx,∂ωGeq(k)

}
+ i

(
GR(k)ΣK −ΣKGA(k)

)
, (7.24)

with the linear operator L(k) defined as follows (see Appendix F for its explicit form)

1
τ
G(k)+ i [h(k),G(k)] ≡ L(k)G(k). (7.25)
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It is important to stress that the presence of disorder makes the matrix L(k) non-singular.
This means that L(k)−1 exists and the kinetic equation can be solved. Formally the Eq.(7.24)
for the Green’s function can be written as

G(k) = L−1(k)
(
E∂kxGeq(k)+E

1
2
{
σx,∂ωGeq(k)

}
+ i

(
GR(k)ΣK −ΣKGA(k)

))
.

(7.26)
Here we use an alternative trick to rewrite the above equation, i.e. the integration over the
momentum k instead of the variable ξ. Using the following notation

∫
k

≡
∫ dk

(2π)2 , (7.27)

one can integrate both members of the Eq.(7.26) and obtain5

∫
k
G(k) = E

∫
k

L−1(k)1
2
{
σx,∂ωGeq(k)

}
+ (7.28)

+ iu2
0

∫
k

L−1(k)
(
GR(k)

∫
k′
G(k′)−

∫
k′
G(k′)GA(k)

)
.

Here the Keldysh self-energy is defined as follows

ΣK = u2
0

∫
k′
G(k′), (7.29)

with u0 the strength of the well-known scalar potential Eq.(2.3). By a careful analysis of the
Eq.(7.28) one may notice that by defining the quantity

X ≡
∫

k
G(k), (7.30)

the kinetic equation can be rewritten as6

X = Y +
{
R,X

}
. (7.31)

Above we have introduced the quantities Y and R as follows

Y ≡ E
∫

k
L−1(k)1

2
{
σx,∂ωGeq(k)

}
(7.32)

and7

5Here we use the expression Eq.(2.46), so that the first term on the RHS of the Eq.(7.26) vanishes.
6Note that the retarded and advanced component of the Green’s function has different sign.
7Here we use the relation u2

0 = 1/τε.
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R ≡ iu2
0

∫
k

L−1(k)GR(k) = i

τε

∫
k

L−1(k)GR(k). (7.33)

Now we assume that the poles, as function of momentum k, are only in the retarded Green’s
function GR(k). Having in mind the Eq.(5.19), by considering the two Fermi surfaces and
performing the integration, one has

R = π

τε
⟨
(
L−1(k1−1)N1−1P1−1(k1−1)+L−1(k11)N11P11(k11)

)
⟩, (7.34)

where the two DOS are given by the Eqs.(5.21) and (5.20). Furthermore k2
1−1 +λ2 = (ε+λ)2

and k2
11 +λ2 = (ε−λ)2. In a similar way, the reader can verify that the Eq.(7.32) becomes

Y = E⟨
(
L−1(k1−1)N1−1

{
σx,P1−1(k1−1)

}
+L−1(k11)N11

{
σx,P11(k11)

})
⟩, (7.35)

where the Keldysh equilibrium Green’s function is in the form given by the Eq.(2.46). To
proceed further, the idea is to expand all the matrices in the Clifford’s basis ta. So, the linear
system Eq.(7.31) becomes

Xa = Y a +RabXb, (7.36)

where

Y a = 1
4Tr(taY ), Rab = 1

4Tr
(
R
{
ta, tb

})
with a,b= 1, ...,16. (7.37)

We stress that the term Y a in the RHS represents the "bare bubble" in the presence of
disorder, whereas the term RabXb are the vertex corrections. In the next section we discuss
and comment in details this significant result. We report the explicit form of the vector Y and
the operator R in the Appendix F. It is important to underline here that the linear operator
R shows the 4 by 4 sub-blocks structure according to the symmetries of the system (see
Appendix C for details). At this stage one can introduce the operator Qab as (in the Appendix
F we report explicitly its matrix structure)

Qab = δab −Rab, (7.38)

so that the final system becomes

QabXb = Y a. (7.39)
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One can notice that the matrix Q has the same sub-block structure of R, as expected.
As already pointed out, this stresses the symmetries of the system. The linear equation
Eq.(7.39) is a closed system and describes the entire model, so one can solve it without
any approximation. To proceed further, we focus on the first sub-block of the operator Q,
i.e. the sub-block linked to the Γ1−group of matrices (see Appendix C). Furthermore, the
vector Y has only the first four components non vanishing (the explicit form is reported in
the Appendix F). We recall here that the third line in the matrix structure is connected to the
spin Hall observable and we expect to see the suppression of the SH conductivity, as pointed
out several times. The linear system in the Γ1−subspace reads

QΓ1XΓ1 = YΓ1 (7.40)

with

QΓ1 =



(ε2−2λ2)
2(λ2−ε2) +1 − λε

2λ2−2ε2 − ε
4ετ(λ2−ε2)

λε
4ετ(λ2−ε2)

− λε
2(λ2−ε2)

(ε2−2λ2)
2(λ2−ε2) +1 − ε3

4ετ(λ3−λε2)
ε2

4ετ(λ2−ε2)
ε2

4ετ(λ2−ε2)
ε3

4ετ(λ3−λε2) 1 0
− λε

4ετ(λ2−ε2) − ε2

4ετ(λ2−ε2) 0 1


. (7.41)

The linear system Eq.(7.40) can be solved by first looking at leading terms in ετ ≫ 1 (good
metal condition) and for strong SOC (λτ ≫ 1). In fact, in the weak-disorder limit, the vector
of the known terms can be rewritten as

YΓ1 =
(

−
ετ
(
ε2 −2λ2

)
4π (ε2 −λ2) , − ετ(λε)

4π(λ2 − ε2) , − ε2

8π (ε2 −λ2) ,
λε

8π(λ2 − ε2)

)
. (7.42)

From the above expression, it is easy to note that the first two elements of the vector YΓ1 are
of order (ετ)1, while the others of order (ετ)0. One can notice that the third element of the
Eq.(7.42) is exactly the SH conductivity (σI ) at leading order in the expansion of the inverse
relaxation time τ−1, i.e. the "empty bubble" solution without disorder Eq.(4.41). If one has a
look at the matrix Eq.(7.41), it is immediately possible to notice that the 2 by 2 sub-blocks
are independent from each others. Furthermore, the off-diagonal 2 by 2 sub-blocks are of
order (ετ)−1, while the others of the order of the unity. In particular, the 2 by 2 sub-block at
the bottom right is the identity matrix. This means that the problem can be decoupled and
one can control the dominant terms in ετ and the sub-leading ones. Solving the linear system
Eq.(7.40) with these ingredients, one easily obtains



7.2 The disorder effect 97

XΓ1 =
(
ετ

2 , −λτ, 0, 0
)
. (7.43)

In other words we recover the suppression of the spin Hall effect (X3
Γ1

= 0), as expected. This
happens thanks to the vertex corrections that are of order (ετ)0 and cancel out the "empty
bubble" spin Hall conductivity. This result agrees with what reported in the Ref.[127]. The
empty bubble SH conductivity is precisely counteracted by the corresponding empty bubble
for the spin density-charge current response function (σSG ∝ σ0 ⊗ sy). This means that the
absence of the SHE is linked to the onset of a current-induced in-plane spin polarization,
i.e. the spin-galvanic effect. This manipulation is very compact and powerful. In fact, if
one considers an electric field along a different direction (instead of the x one), the problem
is reduced to solve the linear system in the another subspace or sub-block. Finally, if we
consider only the "bare bubble" solution in the presence of disorder without the vertex
corrections, i.e.

XΓ1 = YΓ1 , (7.44)

in the good metal limit and for λτ arbitrary, the spin Hall conductivity reads

σsH = − 1
8π

(
ε2

ε2 −λ2 − 1
1+4λ2τ2

)
, (7.45)

according to what reported in the Ref.[127]. Here it is important to emphasize that, while
the good metal condition constrains ετ , the quantity λτ is completely arbitrary. Of course,
this is possible only in the regime II . In the following, we discuss better the meaning of the
linear system here discussed and we stress the connection with the diagrammatic evaluation.

7.2.1 About the ladder diagrams

Here we want to discuss about the manipulation done in the previous section to solve the
problem in the presence of disorder. The interesting result that needs a comment concerns
the linear operator Rab (reported in the Appendix F). The matrix shows a block structure
that reflects the symmetries of the system [132]. The 2D Dirac-Rashba model is invariant
under the group C∞v, which is an emergent symmetry of the continuum long-wavelength
theory (see Appendix C for more details). For example, the rotation of π around the ẑ−axis
exchanging sublattice and valley (C2) or the reflection over the x̂−axis (Rx) are relevant. One
has also the pseudospin (valley) rotation Λx,y,z [146, 147]. From the expansion Eq.(7.37),
it is clear that under the symmetry transformations only the Clifford’s algebra elements
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can change sign8. If ta −→ ±ta and tb −→ ±tb, the result is not zero. Otherwise, when
ta −→ ±ta and tb −→ ∓tb the element Rab vanishes. The 4 by 4 sub-block structure of the
R−matrix makes this property manifest. Another important result of this work is that while
we cannot define a proper quasiclassical Green’s function, all bubble diagrams can be taken
into account thanks to this manipulation. We shortly explain how this happens. Before each
manipulation, one can write the following relation

R ≡ i
∫

k
L−1(k)

(
GR(k)ΣK −ΣKGA(k)

)
=
∫

k
L−1(k)

(
GR(k)ΣKGA(k)

)
, (7.46)

that is easy to verify in the scalar case. Writing the (ij)−element of the linear operator R
and using a simple algebra, one can prove the above relation in the matrix case (we let the
reader to verify it). If one neglects for the moment the known term in the Eq.(7.28), the
kinetic equation in the Clifford’s basis becomes

Xa = u2
0
1
4Tr

(
ta
∫

k
L−1(k)GR(k)tbGA(k)

)
Xb, (7.47)

where we use the definition Eq.(7.30). This result tells us that R is the summation of non-
crossing two-particle ladder diagrams. In other words, the Eq.(7.47) represents the linear
response theory where R has the same form of the susceptibility reported in the Ref.[132],
i.e.

χab
i ∝

∑
k

Tr{γ0iGR(k)γ̄abGA(k)}, (7.48)

where i= x,y,z is a generic component and γ̄ab is the dressed vertex. Of course, in our case,
the operator L−1(k) takes into account the the presence of disorder that gives rise to the
vertex corrections. Summing up briefly, using the trick of integration over the momentum k
one can solves the problem of the two Fermi energies in the regime II . Furthermore, since
the effect of disorder makes the operator L(k) not singular, one can evaluate all terms in the
kinetic equation and, in particular, is able to take into account all the ladder diagrams.

8The Green’s function is invariant under symmetry transformations because is a function of the system
Hamiltonian.
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Conclusion

In this Chapter we studied the two-band regime for the 2D Dirac-Rashba Hamiltonian. The
spin Hall observable obtained with the kinetic equation for the density matrix function and
for the quasiclassical Green’s function confirms what already discussed about the "two"
contributions of the conductivity, i.e. the Kubo-Streda formula. From the ω−integration we
obtained both terms, while the ξ−one captures only the processes at− the Fermi surface, as
expected. These results are well-known, but the matrix manipulation of the kinetic equation
sheds new light on the problem. As mentioned, the quasiclassical Green’s function can
not be defined in the ordinary way due to the presence of the two Fermi surfaces. We
showed that although we are unable to write g, the kinetic equation can be manipulated in an
innovative way. The trick of the integration over the momentum k, makes the equation easy
to solve (apart the complicated 16 by 16 matrix structure). However, the linear operators
show the correct symmetries of the system, as expected. This makes all the problem easier to
manipulate. In fact, the 4 by 4 sub-block structure helps us to solve the system. Furthermore,
we proved that the power of this manipulation lies in the fact that one can take into account
all the non-crossing ladder diagrams. In fact, the linear operator R has the same matrix
structure of the susceptibility that comes from the linear response theory. In particular, in the
limit of a good metal and for strong SOC, we recovered the suppression of SH conductivity,
as expected. This cancellation is due to the presence of vertex corrections linked to the
spin density-charge current response. In the end, we recovered the well-know result for the
"empty bubble" spin Hall conductivity reported in the recent literature.





Conclusions

In this thesis we have studied the coupled charge/spin dynamics in the 2D honeycomb layers
with strong proximity-induced spin-orbit interactions. Our system of interest is one of the
most promising for the next generation of spintronics nanodevices and nanoelectronics.
The multiple spin− like DOFs in 2D graphene-layers (pseudospin, spin and valley) offer
unprecedented possibilities to explore unconventional spin dynamics and charge-to-spin
conversion. The innovative approach in the work of this thesis consists in the derivation
of the Eilenberger equation for the quasiclassical Green’s function for such a system. To
make that, we stressed first the equivalence between the Boltzmann kinetic equation end the
quasiclassical approximation. After the short derivation of the kinetic transport equation for
the density matrix and quasiclassical Green’s function, we went deeper in the calculation.
For the simple system of the massive Dirac fermions with no static disorder, we proved
the consistency of the two methods performing the calculation of the (anomalous) Hall
conductivity. We showed how only selecting the perpendicular component of the density
function we can obtain the correct linear relation between the current and the applied
electric field. This result helped us to manipulate the quasiclassical Green’s function in
the proper way. The expression obtained for the Hall conductivities with both approaches
overlap and this confirms the consistency of the quasiclassical approximation. Using what
has been discovered about the simple massive Dirac fermions, we were able to write the
Boltzmann equation for the 2D Dirac-Rashba model and evaluate the spin Hall observable.
This result agrees with what reported in the literature and shows the two contributions ”far”
and ”at” the Fermi surface according to the Kubo-Streda equation. This allowed us to
immediately point out that the ξ−integration in the quasiclassical approximation captures
only the processes ”at” the Fermi surface by definition. Furthermore, the σsH ̸= 0 is not in
contradiction with the conservation law for the spin current. In fact, the suppression of the
SHE occurs in the presence of an arbitrary small concentration of scalar impurities which
allow for a stationary.



102 Conclusions

After the clean cases, we went in details about the effect of disorder for the system under
study. We discussed how to treat the presence of disorder via the T−matrix approximation.
In particular we concentrated on the static scalar impurity scattering in order to perform
the disordered-average of the Green’s function. Here we found one of the main result of
the work of this thesis that is the completely generic expression for the collision integral
of the kinetic equation in terms of T−matrix. After a careful analysis of this expression,
we proved that the microscopic reversibility of the scattering probability is preserved, as
expected. Depending on which approximation one performs for the T−matrix, one can
write the collision integral for the system which is interested in. In fact, we studied the
2D Dirac-Rashba system first and, then, we added the spin− valley coupling. In the first
case, two regimes exist: regime I when |ϵ| < 2|λ| and regime II for |ϵ| > 2|λ|. In the
stationary case at the Born level (only the first term in the T−matrix expansion), we found
the corresponding self-energy for both regimes. We stressed that the matrix structure of
the disordered averaged self-energy in the regime II is simpler than the one in regime I .
However the presence of two Fermi surfaces makes the mathematical description quite
complex. For this reason we focused on the one-band regime first. For such a regime, we
derived the Eilenberger equation at the Born level and the physical observables. To do that,
we used an ansatz regarding the matrix structure of the quasiclassical Green’s function. The
latter can be justified by the argument that the physical observables we are interested in, like
the spin Hall or Edelstein effect, are of order of the relaxation time. The results found for
the spin density along the y−direction and the charge current along x−direction coincide
exactly with what reported in the recent literature obtained via the Kubo linear response
theory. Furthermore, in this case, the spin Hall response vanishes as expected.

After the results found for the 2D Dirac-Rashba Hamiltonian, we were confident to go
further and study the skew-scattering mechanism in the more interesting model with the
presence of spin-valley coupling. For such a system, we introduced a very compact notation
for its eigenstates that helped us to derive the Eilenberger kinetic equation. To do that, we
first went beyond the Born approximation including higher-order terms in the T−matrix
expansion and we used again the ansatz for the quasiclassical Green’s function. In the end, we
were able to write the kinetic equation and its analytic solution for the quasiclassical Green’s
function. Thanks to this result, we performed a numerical analysis of the physical quantities.
In particular, one of the most interesting result concerns how much the skew-scattering
affects the observables. For this purpose, we defined a skew-scattering coupling useful to
perform the numerical analysis. We showed that the behaviour of the Edelstein response
does not change significantly. This is also evident from a deeper analysis of its analytic
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formula in the limit of small skew-scattering. On the contrary, the spin Hall effect is
affected by the presence of the skew-scattering mechanism. In particular, for small values
of skew-scattering coupling the SHE is relevant only in the high range of spin-valley coupling.

In the last part of our work, we focused on the two-band regime (regime II). From
the definition of the quasiclassical Green’s function and the ξ−variable, it is evident that
in this case the definition of the distance from the Fermi energy is not trivial due to the
presence of two Fermi surfaces. We started from the manipulation of the kinetic equation
in the clean case for the density matrix first and the quasiclassical Green’s function after.
For both cases we recovered the well-know results for the spin Hall conductivity but with
a different matrix-manipulation. This helped us to understand how perform the calculation
in the presence of disorder. In fact, although we were not able to define the ξ−variable,
we found a different and powerful way to solve the kinetic equation. We reduced it to a
"simple" and closed linear system from which we recovered the (empty bubble) spin Hall
observable in the limit of a good metal and for arbitrary SOC, according to what reported in
the literature. Furthermore, thanks to the symmetries of the system, we reduced the problem
to the first sub-block, i.e. the sub-block that contains the spin Hall observable. Solving the
reduced problem, we found the cancellation of SH conductivity due to the presence of the
vertex corrections, as expected. The power of such a manipulation lies in the compactness of
the algebra used and, at the same time, in the control of the dominant and the sub-leading
terms. The most important feature here is the fact that the integration over momentum k
(instead of ξ) helped us to rewrite the kinetic equation in terms of two linear operators (Y and
R). These represent the "bare bubble" in the presence of disorder and the vertex corrections,
respectively. We discussed in details this concept stressing the equivalence between the linear
response theory and the diagrammatic evaluation. The main result here is that R represents
the summation of non-crossing two-particle ladder diagrams and has the same structure of
the susceptibility which comes from the linear response theory. This tells us that, with the
trick of k−integration instead of the ξ−one, we automatically can take into account all the
"bubble" diagrams.





A The Dirac equation and the SOC

Here we recall the derivation of spin-orbit coupling starting from the Dirac equation. The
latter one reads

iℏ∂tψ = (cα ·k +βmc2 +V )ψ (A.1)

with

α =
0 σ

σ 0

 , β =
1 0

0 −1

 , V = eV

1 0
0 1

 , ψ =
ψ1

ψ2

 ,
where we consider the presence of a static electric field described by eV , ψ1 and ψ2 are the
upper and lower components of the bispinor ψ. While σ are the Pauli matrices linked to
the spin of the electron σ = 2S/ℏ. Taking mc2 as the zero of energy, the Dirac equation
becomes

iℏ∂tψ1 = eV ψ1 + cσ ·kψ2, (A.2)

iℏ∂tψ2 = cσ ·kψ1 +(eV −2mc2)ψ2,

which shows that when eV and ck are small compared to the so-called Dirac gap 2mc2 (the
non-relativistic limit), ψ1 ∼ e−imc2t/ℏ and ψ2 ∼ eimc2t/ℏ. Now we want to derive an equation
for the upper component ψ1 when the Dirac gap is the largest energy scale. To this end
we use the second equation in the Eq.(A.2) expressing ψ2 in terms of ψ1 and we make an
expansion in the parameter 1/(2mc2)

ψ2 ≃ 1
2mc

(
1− iℏ∂t

2mc2 + eV

2mc2
)

σ ·kψ1. (A.3)
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In this way we can eliminate ψ2 in the equation for ψ1. The normalization condition for the
original wave function ⟨ψ|ψ⟩ = 1 implies

⟨ψ|ψ⟩ = ⟨ψ1|ψ1⟩+ ⟨ψ2|ψ2⟩ = 1. (A.4)

Therefore, if we define

ψ̃ =
(

1+ (σ · k)2

8m2c2

)
ψ1, (A.5)

ψ̃ satisfies ⟨ψ̃|ψ̃⟩ = 1 at order 1/(2mc2). The equation for ψ̃ then reads

iℏ∂tψ̃ =
(

1− k2

8m2c2

)[
eV + k2

2m +σ ·k eV

4m2c2
σ ·k

](
1+ k2

8m2c2

)
ψ̃. (A.6)

By calculating the product up to terms of order 1/c2, we get

Heff = eV + k2

2m − k4

8m3c2
+ eℏ∆V

8m3c2
+ eℏ

4m2c2
σ ·∇V ×k, (A.7)

where the first two terms represent the classical non-relativistic hamiltonian, the third term
is the first relativistic correction to the kinetic energy while the fourth term is the so-called
Darwin term. The last term is the so-called spin-orbit interaction we are interested in. Using
the relation k = −iℏ∇ with ℏ = 1, one obtains the Eq.(1.1).



B The Tight-Binding Low-Energy Model of
Graphene

Here we discuss the low-energy continuum limit of pure graphene. Graphene is a 2D allotrope
of carbon, with atoms arranged in a honeycomb lattice configuration. This structure stems
from the sp2 hybridisation of the electron orbitals of carbon producing three new orbitals:
sp2

1, sp2
2 and sp2

3. In the binding process, three out of four valence electrons per carbon
atom are involved in the formation of a strongly covalent σ−bond, determining the energetic
stability and the elastic properties of graphene. The remaining electron involved is a π−bond.
While σ−electrons form bands far away from the Fermi energy, π−electrons are responsible
for the electron properties at low energy [148–150]. The honeycomb structure can be seen as
a bipartite lattice (sublattices A and B) spanned by the basis vectors

a1 =
√

3ax̂, a2 =
√

3
2 a(x̂+

√
3ŷ), (B.1)

with a ≃ 0.142nm. The inequality of the two sublattices is readily seen by looking at the
position of the nearest neighbours for two inequivalent sites. While, say, a site on the A
sublattice has nearest neighbours in the north, south-east and south-west directions, a site on
the B sublattice has them in the south, north-east and north-west directions. The reciprocal
Bravais lattice [see Fig.B.1] is spanned by the vectors:

a∗
1 = 2π√

3a

(
x̂− ŷ√

3

)
, a∗

2 = 4π
3a ŷ. (B.2)

The corners of the Brillouin zone of inequivalent K and K′ = −K (Dirac points), explicitly

±K = ± 4π
3
√

3a
x̂. (B.3)
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Figure B.1: Lattice structure and band dispersion of bare graphene. (a) The honeycomb structure with
penetrating inequivalent Bravais lattices made up of A, B carbon atoms (red and blue respectively)
with lattice vectors a1 and a2. (b) In reciprocal space, two inequivalent corners K, K′ appear, with the
low-energy physics of this material being descried by excitations around those points. The Brillouin
zone of graphene has the highest symmetry point Γ. (c) Visualisation of graphene band structure,
where the linear dispersion (Dirac cone) in the vicinity of K, K′ can be recognised. Ref.[15, 81].

To study the low-energy properties of graphene we take into account a tight-binding (TB)
model for the π-electrons [151, 152]. Restricting our focus to nearest-neighbours interaction
only, the Hamiltonian reads

HG = −t
∑
⟨i,j⟩

(a†
ibj +h.c.), (B.4)

where a†
i (ai) and b†i (bi) creates (annihilates) a electron on a site i belonging to the A or B

sublattice respectively, while t≃ 2.7eV is the nearest-neighbours hopping-integral energy
between inequivalent sites. Expressing the creation-annihilation operators into their Fourier
components and substituting in the Eq.(B.4) one obtains

HG =
∑
q
F ∗

qa
†
qbq +h.c., (B.5)

with

Fq = −t
∑

α=1,2,3
eiqδα , (B.6)

and

δ1 = −a

2(
√

3,1), δ2 = a

2(
√

3,−1), δ3 = a(0,1). (B.7)

Simplifying the notation, one can write
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HG =
∑
q

(a†
qb

†
q)
 0 F+

q
Fq 0

aq

bq

 , (B.8)

from which, by analysing the Schrödinger equation, the dispersion relation is found as

ϵq = ±|Fq| = σt
√

3+
∑
α ̸=β

cos[q · (δα − δβ))], (B.9)

where σ = ±1 is a band index denoting the positive and negative branch of the spectrum re-
spectively. We can hence derive a low-energy continuum Hamiltonian describing excitations
around K and K′ points. Defining the relative momentum q ≡ ±k ∓K, we can write F±q in
terms of q. When q −→ 0, one has

F±k ≃ 3ta
2 (±kx + iky). (B.10)

Around the Dirac points, the matrix Hamiltonian becomes

HG,k = ℏv


0 kx − iky 0 0

kx + iky 0 0 0
0 0 0 −kx − iky

0 0 −kx + iky 0

 , (B.11)

with v = 3ta/2ℏ. The matrix Eq.(B.11) acts on the spinor Ψk =
(ΨKAk,ΨKBk,ΨK′Ak,ΨK′Bk)t. Therefore we see in the low-energy continuum model,
sublattices (A,B) and valleys (K, K′) are treated as SU(2) DOFs similar to electrons’ spin. In
the end, being HG,k diagonal in the valley DOF, we introduce a valley index τz = ±1 for the
K, K′ valley respectively, writing

HG,τzk = ℏv(τzσxkx +σyky), (B.12)

with σ = (σx,σy) being x,y Pauli matrices associated the sublattice two-fold space and with
the Fermi velocity of graphene v ≃ 106m/s.





C Symmetry Point Group of Graphene

The 2D Dirac-Rahsba Hamiltonian Eq.(3.2) is invariant under the group C∞v, which is an
emergent symmetry of the continuum (long-wavelength) theory. A lattice point group is
commonly defined as the collection of the set of symmetry operations about a lattice point
which is invariant under the applied symmetry operations. A hexagon is a regular polygon
of six sides [see Fig.B.1]. The inner angle between any two faces is 60◦. If one looks at
the hexagon figure from a symmetry point of view, one can count a total of 12 symmetry
operations. The symmetry operations of this hexagon consist of six rotation and six reflection
operations. The six rotation operations correspond respectively to rotations by 720◦, 120◦,
240◦, 360◦, 480◦ and 600◦. The six reflection operations include three mirror planes bisecting
the opposite faces of the hexagon, and three mirror planes bisecting the opposite vertices of
the hexagon. The unit cell of graphene in reciprocal space called the first Brillouin zone is
also highly symmetric. The highest symmetry point in the first Brillouin zone is the Γ point
[see Fig.B.1] which is isomorphic to the point group D6h. It is clear that for any symmetry
S, we have

S−1G
R(A)
0 S =G

R(A)
0 and S†S = 1. (C.1)

We consider two symmetry operations: the reflection over the x̂ and ŷ axis respectively, i.e.

Rx ≡ Σxy
v = σx ⊗ sy, (C.2)

Ry ≡ Σyx
v = σy ⊗ sx. (C.3)

For all the elements of Clifford’s algebra γab, we can perform these operations. The idea is
the following (for more details we refer the reader to other references as [127, 128, 132]).
Under a symmetry operation, one has
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Figure C.1: Equation for the vertex renormalization. The empty dot represents the bare vertex while
the black dots represent the scattering potential insertions. Ref.[127, 128].

S−1γabS = εabγab, (C.4)

with εab = ±1. In the diagrammatic language, the susceptibility is written in terms of the
dressed vertex [15, 51]. As shown in the Fig.[C.1], the equation for the dressed vertex γ̃αβ

can be written as [127, 128]

γ̃αβ = γαβ + 4
2πτN0

∑
k

GR
k γ̃αβGA

k , (C.5)

where γαβ is the bare vertex and 1
2πτN0

= u2
0. Projecting the above equation onto the elements

of the Clifford’s algebra γab = σa ⊗ sb, one has

γ̃αβab = δαaδβb +
∑

µν=0,x,y,z

Mµνab · γ̃αβµν , (C.6)

where

Mµνab = 4
2πτN0

∑
k

Tr{γµνGRγabGA}. (C.7)

To understand the properties of symmetry transformations, one has a look at the coefficient
Mµνab. Under symmetry transformations it becomes

Mµνab = εµνεabMµνab. (C.8)

The above expression means only when εµνεab = 1 the coefficients does not vanish. Further-
more, it is possible to divide the 16 elements of Clifford’s algebra in four groups where the
element in each group transform in the same way for both symmetry operation. We report
the result in the Table C.1. The four-block structure found is a very interesting feature of
our system. We find again these symmetries in the matrix structure of the linear operator
obtained in the Chapter 7.
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γab Rx Ry

σx + -
sy + -
σy sz + -
σz sx + -
σy - +
sx - +
σx sz - +
σz sy - +
σz - -
σx sx - -
σy sy - -
sz - -
σ0 s0 + +
σx sy + +
σy sx + +
σz sz + +

Table C.1: Symmetry operations of all the elements of Clifford’s algebra. Four groups of four
matrices transform in the same way, i.e. with same sign, under reflection transformation over x̂ and ŷ
axis.

For a easier visualization, we call the four sub-blocks in the following way

Γ1 = {σx ⊗ s0, σ0 ⊗ sy, σy ⊗ sz, σz ⊗ sx},
Γ2 = {σy ⊗ s0, σ0 ⊗ sx, σx ⊗ sz, σz ⊗ sy},
Γ3 = {σz ⊗ s0, σx ⊗ sx, σy ⊗ sy, σ0 ⊗ sz},
Γ4 = {σ0 ⊗ s0, σx ⊗ sy, σy ⊗ sx, σz ⊗ sz}

and note that Γ1 contains the elements linked to the charge (σx ⊗ s0), inverse-spin galvanic
(σ0 ⊗ sy) and spin Hall (σy ⊗ sz) response. This is true when E is along the x−direction,
as in the our case. If the electric field is along another direction, one has to change the
sub-block. We underline that all matrices found in the work of this thesis are projected onto
the Clifford’s algebra ordered as shown in the Table C.1.





D From the Kubo to the Streda formula

In the linear response approximation, Kubo has shown that the conductivity tensor is related
to a two-currents correlation function [115]

σij(ω) = Ω lim
x→0+

∫ β

0
dλ
∫
dte

it
ℏ (−ℏω+is)Tr⟨ρ0jj(0)ji(t+ iℏλ)⟩c, (D.1)

where it is assumed that the applied field leads to a time-dependent perturbation of the form
Hi(t) =H0exp( it

ℏ (−ℏω+ is)). Ω is the volume of the sample, β = 1/kBT , ρ0 is the density
matrix in equilibrium in absence of perturbation, ji is the i−component of the current density
operator in the Heisenberg representation and ⟨...⟩c denotes the configurational average.
Following the Ref.[153], one can use the independent electrons approximation. Introducing
the Fermi-Dirac distribution function f0(ϵ), the Eq.(D.1) becomes

σij(ω) = Ω lim
x→0+

∫ β

0
dλe−λ(δµ)

∫
dt
∑
mn

〈
f0(ϵm)(1−f0(ϵm))e

it
ℏ (−ℏω+is+δµ)Aij

〉
c
, (D.2)

with δϵ= ϵn −ϵm andAij = ⟨m|j̄j |n⟩⟨n|j̄i|m⟩. Here ϵn(m) is the eigenvalue associated to the
n(m)−eigenstate, while j̄ is the current density operator in the Schrödinger representation.
After the integration over λ (that simply the factor f0(ϵm)(1−f0(ϵm)) and performing the
t−integration one obtains

σij(ω) = iℏΩ lim
x→0+

∑
nm

〈
f0(ϵn)−f0(ϵm)

(ϵn − ϵm)(ϵn − ϵm −ℏω+ is)Aij

〉
c
. (D.3)

Now, at zero frequency, after some manipulation the Eq.(D.3) reduces to the Bastin formula.
This one can be expressed as
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σij = ie2ℏ
Ω

∫
dϵf0(ϵ)Tr

〈
vi
dGR(ϵ)
dϵ

viδ(ϵ−H)−viδ(ϵ−H)vj
dGA(ϵ)
dϵ

〉
c
, (D.4)

where we have introduced the Green’s function GR(A)(ϵ) = limx→0+(ϵ−H ± is)−1 and
the velocity through the relation j = −ev/Ω. This expression for the conductivity was first
obtained by Bastin et al. [154] but in the particular case of a Schröodinger Hamiltonian
and made explicit use of the form taken by the velocity operator in the Schröodinger case.
This formula is interesting because it expresses the conductivity as a product of velocities
and Green’s functions. However, it is still difficult to calculate because of the integration
over the energy ϵ. By making an integration by parts, a factor df0(ϵ)/dϵ appears instead
of the factor f0(ϵ) and the integration interval will be thus reduced. We express the delta
function in terms of Green’s functions using δ(ϵ−H) = −(GR(ϵ)−GA(ϵ))/2iπ. We keep
one half of the expression Eq.(D.4) and make an integration by parts on the second half
then we get the Eqs.(2.24)-(2.25). Using the relations dGR(A)(ϵ)/dϵ = −(GR(A)(ϵ))2 and
iℏvi = [ri,H] = −[ri,G

−1] and by performing one more integration by parts, the conductivity
can be written as a sum of two terms σij = σI

ij +σII
ij where

σI
ij = − e2ℏ

4πΩ

∫
dϵ
df(ϵ)
dϵ

Tr
〈
vi(GR(ϵ)−GA(ϵ))vjG

A(ϵ)−viG
R(ϵ)vj(GR(ϵ)−GA(ϵ))

〉
c

(D.5)
and

σII
ij = e2ℏ

4iπΩ

∫
dϵf(ϵ)Tr

〈
(GR(ϵ)−GA(ϵ))(rivj − rjvi)

〉
c
. (D.6)

The Eqs.(D.5)-(D.6) correspond to the formula obtained by Streda [117, 142] in the
Schrödinger case. The present brief discussion shows that it holds also in the Pauli and Dirac
cases. At zero temperature, the factor df(ϵ)/dϵ is equal to −δ(ϵ− ε), only electrons at the
Fermi level contribute to the conductivity (for both diagonal and off-diagonal components).
In conclusion, at ω = 0 and T = 0, the conductivity tensor can be expressed as a sum of these
two contributions

σI
ij = e2ℏ

4πΩTr
〈
vi(GR −GAvjG

A −viG
Rvj(GR −GA)

〉
c

(D.7)

and

σII
ij = − e2ℏ

4iπΩ

∫
dϵf(ϵ)Tr

〈
(GR −GA)(rivj − rjvi)

〉
c
, (D.8)
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where we have dropped the energy reference ε by introducing the Green’s functions at the
Fermi level GR(A) =G(ε± i0) = (ε± i0−H)).





E The diagrammatic evaluation of
skew-scattering

Here we want to consider the additional contribution to the self-energy reported also in the
Fig.[5.1]. The evaluation here reported takes into account the well-know Feynmann rules of
the diagram technique. The simplest term arises in the third order, i.e. the self-energy graph
with three legs, is (we omit other arguments for brevity)

Σ̌ss = u3
0

∫
dk′dk′′Ǧ

(
k′
)
Ǧ
(
k′′
)
, (E.1)

where k′ and k′′ are the integration variables according to the diagrammatic rules. By using
the triangular structure of the Keldysh technique one has the following expression for the
retarded (advanced) components (a=R(A))

Σa
ss = u3

0

∫
dk′dk′′Ga

(
k′
)
Ga

(
k′′
)
, (E.2)

whereas the Keldysh component becomes

Σss = u3
0

∫
dk′dk′′

(
GR

(
k′
)
G
(
k′′
)

+G
(
k′
)
GA

(
k′′
))
. (E.3)

From these expressions, it is easy to see that now the relations between the components of
self-energy and Green’s function are

gR = −gA ΣR = ΣA. (E.4)

Now, we need to start from L-R subtracted Dyson equation for the Keldysh component
Eq.(2.57) before all kind of manipulation, i.e.
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−eE∂kxG
K
eq −eE 1

2
{
σx,∂ωG

K
eq

}
+i
[
h(k),GK

]
= −i(ΣRGK +ΣKGA −GRΣK −GKΣA),

where GK
eq is the equilibrium Keldysh Green’s function. We focus on RHS term only for the

additive contribution due to skew-scattering. Writing Σ −→ Σ+ δΣ and using the relation
Eq.(E.4), the additive term to the collision integral becomes

δI = i{δΣK ,GR}− i[δΣR,GK ] = −i(δΣRGK −GKδΣR)+ i(δΣKGR +GRδΣK). (E.5)

After the integration over ξ and introducing the scattering time Eq.(5.22) as done in the
Chapter 6, we can define the skew-scattering coupling given by the Eq.(6.5). At this point
we rewrite the Eq.(E.5) as (gK ≡ g)

δI = igss
NF

N0

1
τ

(
[⟨gR(k′)⟩⟨gR(k′′)⟩,g]−{⟨gR(k′)⟩⟨gK(k′′)⟩−⟨gK(k′)⟩⟨gR(k′′)⟩,gR}

)
.

Now, as done for the calculation of the kinetic equation in the Chapter 5, using the definition
of retarded component gR and the ansatz Eq.(5.26), we rewrite the additional contribution
in terms of function g0 as (we omit the dependence from the Fermi momentum kF for
simplicity)

δI = igss
NF

N0

1
τ

(
[⟨P1−1(θ′)⟩⟨P1−1(θ′′)⟩,g0(θ)P1−1(θ)]+ (E.6)

−{⟨P1−1(θ′)⟩⟨g0(θ′′)P1−1(θ′′)⟩−⟨g0(θ′′)P1−1(θ′)⟩⟨P1−1(θ′′)⟩,P1−1(θ)}
)
.

After the integration over angles, the final total L-R subtracted Dyson equation for g0 reads1

1Here we reintroduce the contribute due to the Born approximation to write the total kinetic equation.
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−eE∂ωf{σx,P1−1(θ)} = −NF

N0

1
2πτ

∫ 2π

0
dθ′(g0(θ)−g0(θ′)){P1−1(θ′),P1−1(θ)}

+igss
NF

N0

1
(2π)2τ

∫ 2π

0
dθ′dθ′′

(
g0(θ)[P1−1(θ1)P1−1(θ′′),P1−1(θ)]+

+(g0(θ′)−g0(θ′′)){P1−1(θ′)P1−1(θ′′),P1−1(θ)}
)
.

By taking the trace of the equation, we may get a scalar equation for g0(θ) with total scattering
kernel in the form W =W +Ω. At this stage we obtain the following relations2

W (θ,θ′) = NF

N0
Tr{P1−1(θ′),P1−1(θ)}, (E.7)

Ω(θ,θ′, θ′′) = igss
NF

N0
Tr{P1−1(θ′)P1−1(θ′′),P1−1(θ)}. (E.8)

Now we focus on Ω(θ,θ′, θ′′)− contribution to the scattering kernel. We immediately note
the dependence on two different scattering angles (θ′, θ′′) is dummy because, changing the
variable name θ′′ → θ′, we can rewrite it as

∫ 2π

0
dθ′dθ′′Ω(θ,θ′, θ′′)(g0(θ′)−g0(θ′′)) =

∫ 2π

0
dθ′dθ′′[Ω(θ,θ′, θ′′)−Ω(θ,θ′′, θ′)]g0(θ′).

Using the Ω−potential definition Eq.(E.8), we note that

[Ω(θ,θ′, θ′′)−Ω(θ,θ′′, θ′)] N0
igssNF

=

= [Tr{P1−1(θ′)P1−1(θ′′)P1−1(θ)+P1−1(θ)P1−1(θ1)P1−1(θ′′)+
−P1−1(θ′′)P1−1(θ′)P1−1(θ)−P1−1(θ)P1−1(θ′′)P1−1(θ′)}].

After some manipulation we can rewrite the difference of Ω− potential as

2Note that W is the same scattering kernel at the Born level, while Ω is the additional term due to skew-
scattering.



122 The diagrammatic evaluation of skew-scattering

Ω(θ,θ′, θ′′)−Ω(θ,θ′′, θ′) =

= igss
NF

N0
Tr
(

{P1−1(θ), [P1−1(θ′),P1−1(θ′′)]}
)

= igss
NF

N0
2Tr

(
P1−1(θ)[P1−1(θ′),P1−1(θ′′)]

)
.

In the end, one can use the properties of the trace to manipulate this object. Using the identity
Tr{A[B,C]} = Tr{C[A,B]}, one may rewrite the additive term to the collision integral as

δI = igss
NF

N0

1
2π

∫ 2π

0
dθ′ 1

2π

∫ 2π

0
dθ′′g(θ′)2Tr

(
P1−1(θ′′)

[
P1−1(θ),P1−1(θ′)

])
. (E.9)

One can then integrate on the angle θ′′ before the trace operation

δI = igss
NF

N0

1
2π

∫ 2π

0
dθ′g(θ′)Tr

(
⟨P1−1⟩

[
P1−1(θ),P1−1(θ′)

])
, (E.10)

where

⟨P1−1⟩ = 1
2π

∫ 2π

0
dθ′′P1−1(θ′′). (E.11)

In such a way the quantity

Ω(θ,θ′) = igss
NF

N0
2Tr

{
⟨P1−1⟩

[
P1−1(θ),P1−1(θ′)

]}
(E.12)

only depends on θ and θ′. This is exactly the same contribution to the scattering kernel
obtained with the T−matrix approximation Eq.(6.2).



F Calculation details in the regime II

F.1 On the clean case

Here we report the details on the matrix calculation for the double-band regime discussed
in the Section 7.1. We stress that ta (a= 1, ...,16) are the Clifford’s algebra elements in the
same order reported in the Table C.1. As already mentioned, we select this matrix ordering
in order to verify the system symmetries. The resulting M matrix from the Eq.(7.3) is



0 0 0 −2λ 0 0 0 0 2ky 0 0 0 0 0 0 0
0 0 2λ 0 0 0 0 0 0 0 0 0 0 0 0 0
0 −2λ 0 0 0 0 0 0 0 0 0 0 0 0 0 −2kx

2λ 0 0 0 0 0 0 0 0 −2ky 0 0 0 0 2kx 0
0 0 0 0 0 0 0 −2λ −2kx 0 0 0 0 0 0 0
0 0 0 0 0 0 2λ 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −2λ 0 0 0 0 0 0 0 0 0 2ky

0 0 0 0 2λ 0 0 0 0 0 2kx 0 0 −2ky 0 0
−2ky 0 0 0 2kx 0 0 0 0 2λ 2λ 0 0 0 0 0

0 0 0 2ky 0 0 0 0 −2λ 0 0 2λ 0 0 0 0
0 0 0 0 0 0 0 −2kx −2λ 0 0 2λ 0 0 0 0
0 0 0 0 0 0 0 0 0 −2λ −2λ 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 2ky 0 0 0 0 0 0 0 0
0 0 0 −2kx 0 0 0 0 0 0 0 0 0 0 0 0
0 0 2kx 0 0 0 −2ky 0 0 0 0 0 0 0 0 0



.
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While the matrix M = M2 reads



−4
(
ky

2 +λ2
)

0 0 0 4kxky 0 0 0 0 8kyλ 4kyλ 0 0 0 −4kxλ 0
0 −4λ2 0 0 0 0 0 0 0 0 0 0 0 0 0 −4kxλ

0 0 −4
(
kx

2 +λ2
)

0 0 0 4kxky 0 0 0 0 0 0 0 0 0
0 0 0 −4

(
kx

2 +ky
2 +λ2

)
0 0 0 0 8kyλ 0 0 −4kyλ 0 0 0 0

4kxky 0 0 0 −4
(
kx

2 +λ2
)

0 0 0 0 −4kxλ −8kxλ 0 0 4kyλ 0 0
0 0 0 0 0 −4λ2 0 0 0 0 0 0 0 0 0 4kyλ

0 0 4kxky 0 0 0 −4
(
ky

2 +λ2
)

0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −4

(
kx

2 +ky
2 +λ2

)
−8kxλ 0 0 4kxλ 0 0 0 0

0 0 0 8kyλ 0 0 0 −8kxλ −4
(
kx

2 +ky
2 +2λ2

)
0 0 8λ2 0 0 0 0

8kyλ 0 0 0 −4kxλ 0 0 0 0 −4
(
ky

2 +2λ2
)

−8λ2 0 0 0 4kxky 0
4kyλ 0 0 0 −8kxλ 0 0 0 0 −8λ2 −4

(
kx

2 +2λ2
)

0 0 4kxky 0 0
0 0 0 −4kyλ 0 0 0 4kxλ 8λ2 0 0 −8λ2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4kyλ 0 0 0 0 0 4kxky 0 0 −4ky

2 0 0
−4kxλ 0 0 0 0 0 0 0 0 4kxky 0 0 0 0 −4kx

2 0
0 −4kxλ 0 0 0 4kyλ 0 0 0 0 0 0 0 0 0 −4

(
kx

2 +ky
2
)
.


.

The anticommutator expansion Eq.(7.17) we call yln is



1
2 −

λ
(

λ+
√

λ2+kx
2+ky

2
)

+kx
2

2
(

λ
(

λ+
√

λ2+kx
2+ky

2
)

+kx
2+ky

2
) 0 0 0 kxky

2
(

λ
(

λ+
√

λ2+kx
2+ky

2
)

+kx
2+ky

2
) 0 0 0 − ky

2
√

λ2+kx
2+ky

2 0 0 − kx

2
√

λ2+kx
2+ky

2
kx

2
√

λ2+kx
2+ky

2 0 0

1
2

kx
2− λky

2√
λ2+kx

2+ky
2

2(kx
2+ky

2) 0 0 0 − kxky

2
(

λ
(

λ−
√

λ2+kx
2+ky

2
)

+kx
2+ky

2
) 0 0 0 ky

2
√

λ2+kx
2+ky

2 0 0 − kx

2
√

λ2+kx
2+ky

2 − kx

2
√

λ2+kx
2+ky

2 0 0

1
2

λky
2√

λ2+kx
2+ky

2
−kx

2

2(kx
2+ky

2) 0 0 0 kxky

2
(

λ
(

λ−
√

λ2+kx
2+ky

2
)

+kx
2+ky

2
) 0 0 0 ky

2
√

λ2+kx
2+ky

2 0 0 kx

2
√

λ2+kx
2+ky

2 − kx

2
√

λ2+kx
2+ky

2 0 0

1
2

λky
2√

λ2+kx
2+ky

2
+kx

2

2(kx
2+ky

2) 0 0 0 − kxky

2
(

λ
(

λ+
√

λ2+kx
2+ky

2
)

+kx
2+ky

2
) 0 0 0 − ky

2
√

λ2+kx
2+ky

2 0 0 kx

2
√

λ2+kx
2+ky

2
kx

2
√

λ2+kx
2+ky

2 0 0


.

The yeff vectors from the relation M·yln for the two bands are explicitly (for simplicity we
call k = kx + iky and k̄ = kx − iky)

yeff
1−1 = {0,0,− λ

k2

(
λky

2
√
λ2 +k2 −kx

2
)
,λ− iky(4k̄−4k)

8
√
λ2 +k2 ,0,0,

− λkxky

λ
(
λ−

√
λ2 +k2

)
+k2

,
ikx(4k̄−4k)
8
√
λ2 +k2 ,

λky√
λ2 +k2 − 1

8i(4k̄−4k),0,0,− λky√
λ2 +k2 ,0,0,0,0}

and

yeff
11 = {0,0,− λ

k2

(
λky

2
√
λ2 +k2 +kx

2
)
,λ+ iky(4k̄−4k)

8
√
λ2 +k2 ,0,0,

λkxky

λ
(
λ+

√
λ2 +k2

)
+k2

,−ikx(4k̄−4k)
8
√
λ2 +k2 ,

− λky√
λ2 +k2 − 1

8i(4k̄−4k),0,0, λky√
λ2 +k2 ,0,0,0,0}.
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F.2 The disorder case

Here we report the calculation details in the presence of disorder discussed in the Section 7.2.
The linear operator L from the expression Eq.(7.25) is



−4
(
λ2 +ky

2
)

0 0 −2λ
τ 4kxky 0 0 0 2ky

τ 8λky 4λky 0 0 0 −4λkx 0
0 −4λ2 2λ

τ 0 0 0 0 0 0 0 0 0 0 0 0 −4λkx

0 −2λ
τ −4

(
λ2 +kx

2
)

0 0 0 4kxky 0 0 0 0 0 0 0 0 −2kx
τ

2λ
τ 0 0 −4

(
λ2 +kx

2 +ky
2
)

0 0 0 0 8λky −2ky

τ 0 −4λky 0 0 2kx
τ 0

4kxky 0 0 0 −4
(
λ2 +kx

2
)

0 0 −2λ
τ −2kx

τ −4λkx −8λkx 0 0 4λky 0 0
0 0 0 0 0 −4λ2 2λ

τ 0 0 0 0 0 0 0 0 4λky

0 0 4kxky 0 0 −2λ
τ −4

(
λ2 +ky

2
)

0 0 0 0 0 0 0 0 2ky

τ

0 0 0 0 2λ
τ 0 0 −4

(
λ2 +kx

2 +ky
2
)

−8λkx 0 2kx
τ 4λkx 0 −2ky

τ 0 0
−2ky

τ 0 0 8λky
2kx
τ 0 0 −8λkx −4

(
2λ2 +kx

2 +ky
2
)

2λ
τ

2λ
τ 8λ2 0 0 0 0

8λky 0 0 2ky

τ −4λkx 0 0 0 −2λ
τ −4

(
2λ2 +ky

2
)

−8λ2 2λ
τ 0 0 4kxky 0

4λky 0 0 0 −8λkx 0 0 −2kx
τ −2λ

τ −8λ2 −4
(
2λ2 +kx

2
)

2λ
τ 0 4kxky 0 0

0 0 0 −4λky 0 0 0 4λkx 8λ2 −2λ
τ −2λ

τ −8λ2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4λky 0 0 2ky

τ 0 0 4kxky 0 0 −4ky
2 0 0

−4λkx 0 0 −2kx
τ 0 0 0 0 0 4kxky 0 0 0 0 −4kx

2 0
0 −4λkx

2kx
τ 0 0 4λky −2ky

τ 0 0 0 0 0 0 0 0 −4
(
kx

2 +ky
2
)
.


.

While the linear operator R from the Eq.(7.37) has the form

R =


RΓ1 0 0 0

0 RΓ2 0 0
0 0 RΓ3 0
0 0 0 RΓ4

 , (F.1)

where the 4 sub-blocks are respectively

RΓ1 =



ετ(ε2−2λ2)
2(ε2−λ2)

λε2τ
2λ2−2ε2

ε2

4λ2−4ε2 − λε
4(λ2−ε2)

λε2τ
2λ2−2ε2

ετ(ε2−2λ2)
2(ε2−λ2)

ε3

4λ3−4λε2
ε2

4(ε2−λ2)
ε2

4(ε2−λ2) − ε3

4λ3−4λε2 0 0
λε

4λ2−4ε2
ε2

4λ2−4ε2 0 0


,

RΓ2 =



ετ(ε2−2λ2)
2(ε2−λ2) − λε2τ

2(λ2−ε2)
ε2

4(ε2−λ2) − λε
4(λ2−ε2)

− λε2τ
2(λ2−ε2)

ετ(ε2−2λ2)
2(ε2−λ2)

ε3

4λ3−4λε2
ε2

4λ2−4ε2

ε2

4λ2−4ε2 − ε3

4λ3−4λε2 0 0
λε

4λ2−4ε2
ε2

4(ε2−λ2) 0 0


,

RΓ3 =


0 0 0 0

ε3τ
8(ε2−λ2)

ε3τ
8λ2−8ε2 − ε

4λ
ε3τ

8λ2−8ε2
ε3τ

8(ε2−λ2) − ε
4λ

ε
4λ

ε
4λ 0 0

 ,
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RΓ4 =



ετ 0 0 0
0 3ε3τ

8(ε2−λ2)
ε3τ

8λ2−8ε2
λε2ε

2λ2−2ε2

0 ε3τ
8λ2−8ε2

3ε3τ
8(ε2−λ2)

1
4λτ

(
λ

√
k2+λ2

(λ−ε)2 + ε
λ+ε +1

)
0 λε2τ

2λ2−2ε2 − λε2τ
2(λ2−ε2) − λ2ετ

λ2−ε2

 .

The matrix structure of the linear operator R shows the 4 by 4 sub-block-structure as we
expected from the symmetries of the system (Appendix C).
The linear operator Q given by the Eq.(7.39) has the form

Q=


QΓ1 0 0 0

0 QΓ2 0 0
0 0 QΓ3 0
0 0 0 QΓ4

 , (F.2)

where the 4 sub-blocks are respectively

QΓ1 =



ετ(ε2−2λ2)
2ετ(λ2−ε2) +1 − λε2τ

2λ2ετ−2ε2ετ
− ε2

4λ2ετ−4ε2ετ
λε

4λ2ετ−4ε2ετ

− λε2τ
2λ2ετ−2ε2ετ

ετ(ε2−2λ2)
2ετ(λ2−ε2) +1 − ε3

4λ3ετ−4λε2ετ
ε2

4λ2ετ−4ε2ετ
ε2

4λ2ετ−4ε2ετ
ε3

4λ3ετ−4λε2ετ
1 0

− λε
4λ2ετ−4ε2ετ

− ε2

4λ2ετ−4ε2ετ
0 1

 ,

QΓ2 =



ετ(ε2−2λ2)
2ετ(λ2−ε2) +1 λε2τ

2λ2ετ−2ε2ετ
ε2

4λ2ετ−4ε2ετ
λε

4λ2ετ−4ε2ετ

λε2τ
2λ2ετ−2ε2ετ

ετ(ε2−2λ2)
2ετ(λ2−ε2) +1 − ε3

4λ3ετ−4λε2ετ
− ε2

4λ2ετ−4ε2ετ

− ε2

4λ2ετ−4ε2ετ
ε3

4λ3ετ−4λε2ετ
1 0

− λε
4λ2ετ−4ε2ετ

ε2

4λ2ετ−4ε2ετ
0 1

 ,

QΓ3 =


1 0 0 0
0 ε3τ

8λ2ετ−8ε2ετ
+1 − ε3τ

8λ2ετ−8ε2ετ
ε

4λετ 0
0 − ε3τ

8λ2ετ−8ε2ετ
ε3τ

8λ2ετ−8ε2ετ
+1 ε

4λετ 0
0 − ε

4λετ − ε
4λετ 1

 ,

QΓ4 =



0 0 0 0
0 3ε3τ

8λ2ετ−8ε2ετ
+1 − ε3τ

8λ2ετ−8ε2ετ
− λε2τ

2λ2ετ−2ε2ετ

0 − ε3τ
8λ2ετ−8ε2ετ

3ε3τ
8λ2ετ−8ε2ετ

+1 −
λτ
(

λ
√

k2+λ2
(λ−ε)2 + ε

λ+ε +1
)

4ετ

0 − λε2τ
2λ2ετ−2ε2ετ

λε2τ
2λ2ετ−2ε2ετ

λ2ετ
λ2ετ−ε2ετ

+1

 .
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Of course, the 4 by 4 sub-block-structure in the operator Q is preserved.
In the end, the vector Y from the Eq.(7.37) reads

Y =


YΓ1

YΓ2

YΓ3

YΓ4

 , (F.3)

with the following sub-block elements

YΓ1 =



ετ
(

128λ6(2ε2τ8+τ6)−64λ4τ4(6ε4τ4+2ε2τ2−1)+4λ2τ2(2ε2τ2+1)(16ε4τ4+3)+(2ε2τ2+1)(4ε2τ2+1)2
)

2(4λ2τ2+1)(4ε2τ2+1)
(

8τ2
(

2τ2(λ2−ε2)2+λ2+ε2
)

+1
)

4λ3ε2τ5(4τ2(λ−ε)(λ+ε)−3)
4τ2
(

16τ4(λ3−λε2)2+4τ2(3λ4+ε4)+3λ2+2ε2
)

+1
2λ2ε2τ4(3−4τ2(λ−ε)(λ+ε))

4τ2
(

16τ4(λ3−λε2)2+4τ2(3λ4+ε4)+3λ2+2ε2
)

+1
4λ3ε(τ6(4λ2−6ε2)+8ε2τ8(λ−ε)(λ+ε)+τ4)

(4λ2τ2+1)(4ε2τ2+1)
(

8τ2
(

2τ2(λ2−ε2)2+λ2+ε2
)

+1
)


,

YΓ2 = YΓ3 = YΓ4 =


0
0
0
0

 .

It is important to stress here that only the first sub-block of the vector Y , i.e. the subspace
linked to the Γ1-group of matrices, has non zero elements. This is a consequence of having
chosen the electric field along the x−axis. YΓ1 is the vector of the "bare bubble" that we use
in the Section 7.2 to solve the linear system Eq.(7.40).
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