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Marty: �Wait a minute.
Wait a minute Doc, uh,
are you telling me you built
a time machine...
...out of a DeLorean?�

Doc: �The way I see it,
if you're going to build
a time machine into a car,
why not do it with some style?�

(Back to the future, 1985)

Dune, novel by Frank Herbert, 1965: stylized image.
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Introduction

This thesis is based on the identi�cation and characterization of possible
anomalies in uranium (U) groundwater content and on the correlation be-
tween this observable and the seismicity of the sampling area. Such an analy-
sis is one of the �rst studies in this research �eld available so far, mainly due to
the uniqueness of the achievable observations. In fact, uranium groundwater
content is monitored within the framework of the INFN's scienti�c program
ERMES (Environmental Radioactivity Monitoring for Earth Sciences) since
June, 2008. The area under investigation was a�ected by a seismic swarm
from October, 2008 to December, 2009, with the main shock occurring at
01:33 UT on April 6th, 2009 (Ml=5.9).

Gran Sasso National Laboratories (LNGS-INFN) are located inside the
largest aquifer in central Italy and within the limestone formation of the
upturned syncline, near the main overthrust fault. This complex hydro-
geological system implies the separation of water masses belonging to two
di�erent creeks: the former, where the main laboratories are located, �ows
in well drained cretaceous formation, while the latter is within not drained
and poorly permeable dolomitic formations. Depending on the path and
on percolation features, water masses are therefore characterized by di�er-
ent chemical-physical properties. These physical observables have been con-
stantly monitored since June, 2008.

Uranium content is detected by Inductively Coupled Plasma Mass Spec-
trometer (ICP-MS).

The main aim of this work is to study the trend of uranium concentration
in groundwater, sampled weekly at LNGS-INFN for a time span of six years
in four sampling sites, as well as to identify local seismic activity.

This work is divided in four chapters:

• in Chapter 1, uranium chemical-physical properties in water, sediments
and soils are described in detail. In order to explain uranium transport
from the upper mantle to the aquifer, geophysical and petrological mod-
els are investigated. ERMES experiment and groundwater sampling
sites are also described;
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Introduction

• in Chapter 2, Inductively Coupled Plasma Mass Spectrometry (ICP-
MS) analysis is illustrated;

• in Chapter 3, the �rst part of the analysis is shown. The Italian Seis-
mological Instrumental and Parametric Data-Base is analyzed in detail.
The L'Aquila earthquake is studied from di�erent points of view: the
analysis centered at LNGS-INFN is compared with the analysis cen-
tered at the epicenter of the main shock (a posteriori analysis). Seis-
micity around Gran Sasso National Laboratories is studied with the
aim to distinguish periods of seismic activity from periods of mild seis-
micity; for this purpose, the intersection between the area of composite
seismogenic sources and the surface of the aquifer is considered and four
periods of relatively high seismic activity are identi�ed, also taking into
account the aftershocks of the L'Aquila earthquake;

• in Chapter 4, the optimization of a Fast Fourier Transform (FFT) al-
gorithm is described. We developed a script and enforced it to infer
information about the main features of the time series of an observable.
Such a procedure aims at identifying the main characteristic frequency
intervals and, after a �ltering procedure, at pointing out the outliers of
the residual distribution.

This method is tested on synthetic time series, for verifying its e�cacy.

The time series of U content in sites E1, E3, E3dx and E4 are studied in
detail, to �nd any possible correlation between uranium groundwater
anomalies and seismic energy release.

2



Chapter 1

Uranium chemical-physical
properties and geodynamic
processes

1.1 Uranium

Uranium (atomic number 92) is a silvery-white metallic chemical element
in the actinide series of the periodic table, with symbol U. If pure, U is
malleable, ductile and weakly paramagnetic, strongly electropositive and is
a poor electrical conductor (Hammond, 2000).

In nature, uranium is found as uranium-238 (99.274%), uranium-235
(0.719%), and a very small amount of uranium-234 (∼ 0.007%). It is also
found in traces as uranium-233 and uranium-236. The half-life of uranium-
238 is about 4.47 billion years and that of uranium-235 is 704 million years
(Krupka and Serne, 2002).

Uranium is present in low concentrations in every rock or soil (∼0,7÷11
10−6g/g) and basically in every water, combined with other elements (∼0,1÷50
10−9g/g). In particular, uranium is found in hundreds of minerals including
uraninite (the most common uranium ore), carnotite, autunite, uranophane,
torbernite, and co�nite. Signi�cant concentrations of uranium occur in some
substances such as phosphate rock deposits, and minerals such as lignite, and
monazite sands in uranium-rich ores (Hammond, 2000).

Uranium in groundwater plays a lead role in description and analysis of
deep aquifer. Transport of metals or radionuclides in porous means is strongly
conditioned by water-rock interactions. The knowledge of equilibrium and
mobility characteristics of uranium and of chemical reactions near water-rock
interface is essential for studying groundwater dynamics.
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Concentrated uranium deposits are spotted in uraninite, U(IV)O2. By
means of atmospheric agents on uraninite, secondary minerals containing
uranium(VI) are obtained: oxyhydroxides, phosphates, silicates, sulphates
and carbonated of uranium. These minerals are sources of mobility of ura-
nium.

The time-scales of sorption and precipitation-dissolution reactions (min-
utes to hours) are similar to the residence times of natural water systems
including groundwaters, and consequently many natural water systems are
not at chemical equilibrium (Langmuir, 1997).

In aqueous solution uranium can exist in oxidation states of +III, +IV,
+V, and +VI; however, under environmental conditions only the tetrava-
lent and hexavalent states are stable and their two corresponding oxides are
uranium dioxide (UO2) and uranium trioxide (UO3), respectively (Seaborg,
1968). Other uranium oxides such as uranium monoxide (UO), diuranium
pentoxide (U2O5), and uranium peroxide (UO42H2O) also exist.

The most common forms of uranium oxide are triuranium octaoxide
(U3O8) and uranium dioxide. Both oxide forms are solids that have low
solubility in water and are relatively stable over a wide range of environ-
mental conditions. Triuranium octaoxide is the most stable compound of
uranium and is the common form in nature.

Because of their stability, uranium oxides are generally considered the
preferred chemical form for storage or disposal (Krupka and Serne, 2002).

At high temperature (250◦C-300◦C), U reacts with hydrogen and pro-
duces uranium hydride. At higher temperature, hydrogen is reversibly re-
moved; this property make hydrides good for the formation of uranium dust.

Uranium hydride exists in two di�erent crystalline forms: α, stable at low
temperatures, β, produced if temperature is higher than ∼250◦C.

Uranium carbides and nitrides are both semi-metals, relatively inert,
hardly soluble in acids. They react with water and they could be �ammable
in air producing U3O8.

Common uranium carbides are UC, UC2 and U2C3. Both UC and UC2 are
produced adding carbon to melt uranium or processing uranium to carbon
monoxide at high temperatures. U2C3 is stable at temperature up to 1800◦C
and it is produced processing a mixture of UC and UC2 to mechanical strain.

Uranium nitrides are produced processing the metal directly to nitrogen,
e.g. UN, UN2 and U2N3 (Krupka and Serne, 2002).

1.1.1 Chemical features of uranium in water

The dissolution of uranium in water is favored by the transformation of rocks
and minerals that contain it, as a result of climate change and geological
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

processes.
Uranium is particularly concentrated in the sedimentary rocks, particu-

larly in organic schists; signi�cant amounts are also in the metamorphic and
igneous rocks, with higher concentrations in granite than in basalts.

The solubility of uranium in aqueous systems is controlled mainly by
three factors: oxidation-reduction potential (ORP), pH and the amount of
dissolved carbonates.

In aqueous solutions uranium in hexavalent state is considerably more
soluble than uranium(IV).

Uranium salts exist in all the four oxidation states. They are soluble in
water and they can be studied in aqueous solutions.

Oxidized products are U3+ (brown-red), U4+ (green), UO+
2 (instable) e

UO2+
2 (yellow).
U3+ ions release hydrogen in water, so they are highly instable. UO2+

2

ion is the realization of uranium(VI) and it generally forms compounds as
uranyl carbonate, uranyl chloride and uranyl sulphate species. Pourbaix
plot showing the domains of stability of dissolved and solid uranium species
is given in Figure 1.1. The vertical axis is labeled EH for the voltage potential
with respect to the standard hydrogen electrode (SHE) as calculated by the
Nernst equation (Kelly et al., 2002). The horizontal axis is labeled pH for
the -log function of the H+ ion activity. The dashed green lines show the
stability limits of water in the system.

As we stated before, uranium(VI) is considerably more soluble than ura-
nium(IV). Under reducing conditions, uranium(IV) complexes with hydrox-
ide or �uoride are the only dissolved species. The precipitation of ura-
nium(IV) under reducing conditions is the dominant process leading to nat-
urally enriched zones of uranium in the subsurface (Gascoyne et al., 1992).

In oxidizing aqueous environments, uranium (VI) is present as the lin-
ear uranyl dioxo ion (UO2+

2 ) and an array of mononuclear and polynuclear
hydrolysis species. With increasing carbonate concentrations, mononuclear
uranyl carbonate species become increasingly important (Giammar, 2001).

Dissolved uranium speciation as a function of pH in an open system is
plotted in Figure 1.2 for a total uranium concentration of 10 µM. Although
the speciation of dissolved U(VI) is likely to be dominated by hydrolysis and
carbonate complexes, in environmental systems complexes with sulphate,
�uoride, and organic ligands may also occur. Carboxyl groups on naturally
occurring humic and fulvic acids can strongly bind uranium (Gascoyne et al.,
1992).
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Figure 1.1: Uranium in carbonate solution (Krupka and Serne, 2002).

1.1.2 Uranium in sediments and soils

Uranium is immobile when present in a precipitated form or adsorbed to
immobilized solid media and mobile when present in the dissolved phase or
associated with mobile colloids.

The association of uranium with solid phases and the mobility of uranium
is obviously dependent on site-speci�c conditions, but it's possible to describe
the behavior of uranium in porous media by general trends.

When dissolved carbonate concentrations are high, uranium is highly mo-
bile due to the formation of uranyl-carbonate species. The sorption of ura-
nium to aquifer materials is frequently dominated by association with iron
oxyhydroxide minerals (Giammar, 2001).

In uncontaminated soils, the high sorption of uranyl was conferred to the
amount of contained goethite (FeO(OH)).

A study of �ve U.S. soils found out the relation between the solid-water
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Figure 1.2: Relative concentrations of uranium chemical forms in carbonate solu-
tion (Krupka and Serne, 2002).

partitioning of radionuclides and the distribution of particles among three
size classes: colloidal particles, humic acid polymers, and larger soil particles
(Sheppard et al., 1980).

A study of 13 French soils found out a strong correlation between uranyl
sorption and soil pH with sorption decreasing with increasing pH, an e�ect
related to the inhibition of uranium sorption by carbonate in the higher pH
soils (Echevarria et al., 2001).

The mechanism of transport of uranium in natural water has been studied
for long time and for many di�erent environmental systems; one of the most
e�cient is associated with colloidal phases in surface water (Porcelli et al.,
1997).

A large e�ort has been dedicated to measuring and modeling uranium
transport in groundwaters, for the purpose of hydrogeologic dating of ground-
water by uranium isotopic disequilibria. The isotope 238 is a parent of 234
and is less mobile than its daughter isotope. Surplus of 234U could be justi�ed
by the higher mobility, due to the high e�ciency to product UO2+

2 (highly
soluble) than 238U (which prefers oxidation state IV, almost insoluble).

The most sophisticated models attempt to describe the transport of the
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

uranium series radionuclides by including sorption and precipitation pro-
cesses in the transport equations (Harmon, 1992).

1.1.3 Uranium sorption on mineral surfaces

Sorption is a chemical-physical process, often reversible, that describes the
behavior of ions and atoms when they interact with the interface surface by
Van Der Waals forces or by electrostatic forces (physical sorption) or else by
chemical bindings (chemical sorption).

In a two-phase system, we de�ne the constant of the equilibrium distri-
bution K = C1/C2, where C1 and C2 are the concentrations of the sorbate
in the two phases, in equilibrium conditions (Giammar, 2001).

The most common model is Langmuir adsorption model. It is used to
quantify the amount of adsorbate adsorbed on an adsorbent as a function
of partial pressure or concentration at a given temperature. It considers
adsorption of an ideal gas onto an idealized surface. The gas is presumed to
bind at a series of distinct sites on the surface of the solid, and the adsorption
process is treated as a reaction where a gas molecule reacts with an empty site
to yield an adsorbed complex. In this case, each site has the same probability
to be occupied.

At low concentrations, the relationship between dissolved and sorpted
species is linear; for higher concentrations, surface saturates and the concen-
tration of sorpted species tends to an upper limit (single layer covering).

More rigorous interpretation of sorption behavior can be obtained by
changing the theoretical surface of the model (Giammar, 2001).

In natural systems like aquifer, chemical and physical processes in�uence
the kinetics of sorption of species in solution near mineral surfaces.

Chemical sorption of heavy metal's ions on the soil's minerals is usually
a fast process (that occurs on a ms time scale). However, this initial fast
sorption is normally followed by a slower sorption (that lasts for some days).
Slow chemical sorption has been explained as the coordination of a metal to
the mineral surface to form an inner-sphere complex, which occurred on a
time-scale of hours to tens of hours (Giammar, 2001).

Regarding iron oxyhydroxide, Uranium(VI) sorption occurs through the
formation of inner-sphere surface complexes, which frequently have bidentate
coordination to the mineral surface. Sorption increases from essentially none
to a maximum value across a sharp sorption edge around pH values of 4-6. In
presence of carbonate, sorption decreases at higher pH because of formation
of uranyl-carbonate complexes (Giammar, 2001).

Sorption on goethite can be enhanced by the addition of citrate, probably
through the formation of a ligand-bridging ternary surface complex (Jenne,
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

1998). In these studies, the sorption of uranium on goethite is considered as a
reversible phenomenon; however, uranium sorption is not entirely reversible
in the presence of a crystallizing goethite (Ohnuki et al., 1997).

Maximum sorption of uranium on goethite (FeO(OH)) in open systems
occurs between pH values of 5-6 with the decrease at higher pH values.

Surface complexation modeling of the uranium-hematite (Fe2O3) system
has been performed in numerous studies. Although sorption on hematite
does decrease with increasing carbonate concentration, spectroscopic and
electrophoretic mobility data indicate that uranyl-carbonate surface com-
plexes are formed with bidentate coordination to the hematite surface.

Ferrihydrite, an iron oxyhydroxide that can transform to form goethite
and hematite, also has a high sorption a�nity for uranium (Giammar, 2001).

1.2 Earth Mantle and CO2 lithosphere-asthe-

nosphere degassing beneath the Western

Mediterranean region

Earth Mantle occupies about 84% of Earth's volume. It's composed essen-
tially of ultraphemic rocks, stable at high temperatures, rich of Fe and Mg.
The upper limit of Earth Mantle is between 10 km and 35 km of depth and
it's called Mohorovicic discontinuity (Moho). This is revealed by the change
of the seismic waves velocity. The lower limit is at about 2890 km deep and
it is called Gutenberg discontinuity (Anderson, 1989).

The uppermost part of the Mantle is rheologically rigid. Together with
the Earth Crust, it composes the lithosphere (80-200 km deep). The inner
part has plastic characteristics and it composes the asthenosphere. This
plastic behavior is an integral part of the motion of plates. Lithospheric
plates �oat on the asthenosphere, interacting with themselves and with the
asthenosphere.

Mantle is di�erent from the Crust and the Core, because of its seismic,
rheological and mechanical features. These features are directly connected
with chemical composition (mineralogy) and physical properties.

Mantle's rocks up to 400 km deep are mainly composed by olivine, pyrox-
enes, spinel-structure minerals, and garnet (Anderson, 1989). The mineral
olivine (also called peridot and chrysolite) is a magnesium iron silicate with
the formula (Mg+2, Fe+2)2SiO

4−
4 . Pyroxenes are single chains of groups

SiO4−
4 , combined by sharing oxygen; spinel is a mineral composed by Mg

and Al (MgAl2O4); garnets are a group of silicate minerals, identi�ed by the
formula X3Y2(SiO4)3, where X is a divalent cation (Ca2+, Mg2+, Fe2+) and
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Y is a trivalent cation (Al3+, Fe3+, Cr3+) in an octahedral or tetrahedral
structure.

The typical rocks are thought to be peridotite, dunite (olivine enriched
by peridotite), and eclogite.

Below 400 km depth, olivine is no longer stable and it is replaced by
polymorphic materials, with similar composition (wadsleyite e ringwoodite).
Under 650 km deep, all Mantel composites become unstable. The most
abundant materials are similar to perovskite.

Mineralogical changes between 400 and 650 km produce characteristic sig-
nals on seismic records (similar to the Moho) and they are revealed by seismic
waves. These changes in mineralogy can in�uence convection processes be-
cause of di�erent densities; besides, they can absorb or release latent heat,
as well as to reduce or to elevate the depth of polymorphic phase transitions
in regions at di�erent temperatures.

The trend of mineralogical changes versus depth has been studied by
means of laboratory experiments, with the aim of reproducing high pressure
of the upper Mantle (Anderson, 1989; Jackson, 2000).

The temperature in the Mantle varies from 500◦C up to 900◦C close to
the top end, while it is over 4000◦C near by the bottom end (close to the Core
boundary). These temperatures are much higher than the melting point of
Mantle rocks; nevertheless, the Mantle is mainly solid: in fact, the melting
temperature varies with pressure, so melting processes are inhibited by the
large weight of the lithostatic pressure.

The upper Mantle is not isotopically and chemically homogeneous.
Because of the geochemical fractionation, there are variations in isotopic

composition. This is due to the formation of magma after subduction pro-
cesses: the melting of a polycrystalline material in particular P-T conditions.
The melting is controlled by the partial melting parameter F . Elements are
categorized in solid state and liquid state, by the coe�cient Di = Cs,i/Cl,i,
where Cs,i and Cl,i are the concentration in solid and liquid of the element i,
respectively (Allègre and Sutcli�e, 2008).

Some elements are called �incompatible elements�. In this case, D value
is very low. For these elements is

Cl,i ≃
Cs,i(0)

F
(1.1)

where Cs,i(0) is the initial concentration of the element in the solid, F is
the partial melting parameter. The lower is F , the most concentrated is the
liquid. This implies that ratio between the concentration of two elements i
and j is always constant in case of partial melting:
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Cl,i

Cl,j

=
Cs,i

Cs,j

(1.2)

This is true only for heavy elements (Th, U, Nd, Rb, Pb) with a low
distribution coe�cient D, only in particular conditions (Allègre and Sutcli�e,
2008).

The geophysical and petrological models show how e�cient is the carbon
cycle in upper mantle, beneath the western Mediterranean regions and Italy.

Decarbonation or melting of carbonate-rich lithologies from a subducted
lithosphere may a�ect the e�ciency of carbon release in the lithosphere-
asthenosphere system.

Melting of carbonated lithologies, induced by the progressive rise of man-
tle temperatures behind the eastward retreating Adriatic-Ionian subducting
plate, generates low fractions of carbonate-rich melts (Frezzotti et al., 2009).
These melts contain from a hundred up to a thousand times the concen-
tration in noble gases, heat-producing elements (e.g. U, Th, K and other
incompatible elements) than the primitive mantle.

The generation and evolution of deep-mantle derived CO2 has been delin-
eated integrating surface wave tomography with experimentally determined
melting relationships for carbonated peridotite and crustal lithologies, rele-
vant to recent mantle processes in the Western Mediterranean region.

Melting of sediments and/or continental crust of the subducted Adriatic
lithosphere at pressures greater than 4 GPa (120 km) and temperatures of
1200◦C generate carbonate-rich melts. Such melts are very mobile, due to
their low viscosity and density, so they migrate upward through the mantle
and form a carbonated partially molten layer recorded by tomographic im-
ages between 70 and 160 km of depth (Plastino et al. (2011) and references
therein).

When carbonate-rich melts start to be out of their P-T stability �eld (e.g.
at depths less than 60-70 km), they produce a massive outgassing of CO2 in
the lithosphere. Buoyancy forces allow the upwelling of the �uid through
deep lithospheric faults (also favored by the �uid overpressure), especially
where the continental crust is thin (Frezzotti et al., 2009). Figure 1.3 re-
ports a summary of recent CO2 emission measurements in Italy, based on
literature data. Active volcanoes represent a prominent natural source of
CO2. Degassing of �cold� CO2 in areas where volcanism activity is absent
or no longer active, occurs via di�use soil emission associated with fault and
fractures often of deep origin.
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

Figure 1.3: Distribution of main geological CO2 emission in Italy (gray area),
as derived from the on-line catalog of Italian gas emissions, INGV-DPCV5 project
(http://googas.ov.ingv.it), and of petrochemical a�nities and ages of the main Plio-
Quaternary magmatic centers in Italy, modi�ed from Peccerillo (2005). Volcanic
centers marked by white circle bear peridotites. Active volcanoes are marked in
black. Open symbols refer to outcrops below the sea level. Ages in parenthesis
(Frezzotti et al., 2009).

1.3 ERMES Experiment at LNGS-INFN

Gran Sasso National Laboratory (LNGS-INFN) is one of the four INFN na-
tional laboratories. It is the largest underground laboratory in the world and
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

it is located under the Gran Sasso massif, more precisely below the Mount
Aquila, between the towns of L'Aquila and Teramo, about 120 km far from
Rome. The Laboratory hosts experiments that require a low background en-
vironment in the �elds of astroparticle physics and nuclear astrophysics and
other disciplines that can pro�t of its characteristics and infrastructures.

The underground facilities are located on a side of the ten kilometers long
freeway tunnel crossing the Gran Sasso Mountain. They consist of three large
experimental halls (A, B and C), each about 100 m long, 20 m wide and 18
m high and service tunnels, for a total volume of about 180000 cubic meters.
The temperature inside is about 6-7 ◦ C.

The headquarters and the support facilities, among which o�ces, di�erent
services, library and canteen, are located in the external building. The Gran

Figure 1.4: Gran Sasso National Laboratory: underground facilities

Sasso National Laboratory is located inside the largest aquifer of the Central
Italy. The hydrological and hydrogeological properties have been monitored
and studied during construction of the highway tunnel and LNGS-INFN.
These studies have emphasized a complex structure of aquifer due to geo-
logical and lithological settings. The presence of semi-permeable and / or
impermeable structures produce di�erent hydrological and geochemical pat-
terns in the various compartments of the aquifer.

Within the framework of the LNGS-INFN scienti�c program ERMES
(Environmental Radioactivity Monitoring for Earth Sciences) radon (222Rn),
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Chapter 1. Uranium chemical-physical properties and geodynamic processes

radiocarbon (14C) and tritium (3H) are monitored in the groundwater in-
side the LNGS-INFN, and di�erent chemical, physical and �uid dynamical
characteristics of groundwater are detected.

The radioactivity of the materials used for the experiments has been stud-
ied in detail during the last few years. Unfortunately, not many information
about hydrological properties of the rocks due to the water-rock interactions
are available in literature.

Preliminary measurements of radon, radiocarbon and tritium in ground-
water have shown di�erent chemical-physical properties, associated to di�er-
ent percolation e�ects concerning snow melting or abundance of rain.

The uranium groundwater monitoring started on June, 2008 with the
aim of better de�ning the 222Rn groundwater transport processes through
the cataclastic rocks as well as to check its contribution to the neutron back-
ground at the LNGS-INFN. In fact, neutrons from cosmic radiation are prop-
erly shielded by dolomite and �int rocks (1400 meters of overlying rocks are
equivalent of 3100 meters of equivalent water (mwe)), while the contribution
of the spontaneous �ssion of rocks and water inside the underground facilities
is under investigation.

The uranium content detected in four di�erent sampling sites (see section
1.3.1) have shown di�erent features (Ciarletti, 2011). Two distinct groups
of water could be identi�ed: the former (E3 and E3dx) has shown higher
content of uranium and a strong variation, the latter (E1 and E4) showed
lower content of uranium and a milder variation (Plastino et al., 2011). The
uranium groundwater content followed a seasonal trend, with the exception
of some anomalous values observed until March, 2009.

One month later, on April 6th, 2009, at 01:33 UT, a violent earthquake
(MW = 6.3) occurred near L'Aquila (epicenter identi�ed at about 18 km from
LNGS-INFN). Seismic activity continued during the following days with two
main aftershocks of magnitude MW = 5.2 and MW = 5.4, occurred north
and south-east respect to the main shock, respectively.

The uranium content detected until March 31st, 2010, allowed Plastino
et al. (2011) to distinguish two di�erent time spans. Period A (23/06/2008-
31/03/2009): spike trend, correlation between uranium and sodium, magne-
sium, potassium and calcium contents; Period B (10/04/2009-31/05/2010):
disappearance of the spike trend, no correlation between uranium and sodium,
magnesium, potassium and calcium contents (see Figure 1.5).

1.3.1 Groundwater sampling sites

A series of tectonic events going from the end of the upper Miocene until
the Pleistocene produced a complex structure, crossed by three main faults.
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Figure 1.5: Trend of uranium concentration (relative accuracy ±5%), regarding
Period A and B, detected in sites E1, E3, E3dx and E4, related to cumulative
seismic moment (ln(M0) = 1.85Ml + 27.2) calculated by data provided by INGV-
Istituto Nazionale di Geo�sica e Vulcanologia. A spike trend is evident in Period
A, but not in Period B (Plastino et al., 2011).

Geological and hydrogeological structures are shown in Figure 1.6.
As previously stated, LNGS-INFN is located inside the largest aquifer of

central Italy within the limestone formation of the upturned syncline, near
the main overthrust fault (Plastino et al., 2010b). This fault actually divides
water masses belonging to two distinct �owpaths: the former (sites E1 and
E4) �ows in well drained cretaceous formation (where the main laboratories
are excavated), while the latter (sites E3 and E3dx) is within not drained
and poorly permeable dolomitic formations (Plastino, 2006).

Groundwater samples have been collected weekly in sites E1, E3, E3dx
and E4, located inside the LNGS-INFN underground laboratories as it is
shown in Figure 1.7.

Collected groundwater are stored in 1L cleaned polyethylene bottles, after
5 minutes of water �ushing at maximum �ow. The analysis is performed by
ICP-MS technique and it is explained in detail in Chapter 2.

Concerning site E3, two di�erent regions are investigated: E3 is parallel to
the main overthrust fault, northward; E3dx is orthogonal to the fault, toward
E4. Site E3dx is very signi�cant, thanks to its position (it is the nearest site
to cataclastic rocks (Plastino et al., 2013)). It is also characteristic for a
better description of water-rock interactions through the main overthrust
fault.
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Figure 1.6: The Gran Sasso massif: schematic view of geological (a) and hydro-
geological (b) cross sections. LNGS-INFN is also shown (Plastino et al., 2010b).
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Figure 1.7: Schematic view of the LNGS-INFN. The overthrust fault (red line) and
monitoring sites E1, E3 and E4 are also shown. At site E3 there are two sampling points:
E3 which is parallel to the overthrust fault in the North direction; and E3dx which is
orthogonal to the fault in the E4 direction into the cataclastic rocks.
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Chapter 2

Inductively Coupled Plasma Mass
Spectrometry (ICP-MS) and
uranium content detection

Mass Spectrometry (MS) is an analytical technique that produces spectra of
the masses of the atoms or molecules constituting a sample of material. The
spectra are used to determine the elemental or isotopic signature of a sample.

Inductively Coupled Plasma Mass Spectrometry (ICP-MS) consists in
ionizing the sample with inductively coupled plasma and then in using a
mass spectrometer to separate and to quantify those ions. It is one of the
most employed techniques in chemical analysis. It is based on analysis and
detection of mass/charge ratio of ions formed from atoms or molecules, which
are accelerated by subjecting to a electric or magnetic �eld.

ICP-MS uses a plasma torch as ion source and a mass spectrometer for
the analysis and the survey. The main feature of this technique consists in the
identi�cation and analysis of almost every element in the periodic table, even
for very low concentration of ions (from 10−6g/g up to 10−9g/g in general,
up to 10−15g/g for high resolution instruments).

A further advantageous aspect is the possibility of a satisfying analysis of
non-metal elements.

In general, ions and molecules are identi�ed with high accuracy and pre-
cision (Taylor, 2001).

This technique was born in the 60's. At the beginning it was called
Atomic Emission Spectrometry, but Taylor (2001) demonstrated how useful
is the combination of a plasma source and a MS.

By means of an analytical nebulizer, the liquid sample is converted in
aerosol and it is carried to the plasma source by a gas carrier, usually argon.
The sample is atomized, than ionized. The quantity of ions inside the plasma
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is proportional to the quantity of analyte in the sample (Taylor, 2001).
If the temperature of the plasma is high (10000 K) and the sample remains

within the plasma for few milliseconds, then a satisfying ionization process
is guaranteed (Nidasio, 1994/1995).

Ions are then extracted from plasma and separated by a mass analyzer.
A mass analyzer is a mass �lter with the aim of isolating one speci�c ion
(identi�ed by a speci�c mass/charge ratio) from the main ions beam. The
common analyzers are: quadrupole mass analyzer, double focusing systems
(with single or multiple collectors), time-of-�ight systems (with axial or per-
pendicular accelerator).

After the separation, ions beams are sequentially (single collector) or
concurrently (multiple collector) directed to a detector for quantifying (by
means of the ions current) each analyte of the initial sample.

Resolution Power

The Resolution Power (RP) is one of the most characterizing parameters of
a Mass Spectrometer. This feature quanti�es the capability of separating
adjacent mass regions within the mass spectrum (Taylor, 2001).

The RP can be de�ned as:

RP =
m

∆m
(2.1)

where m and m+∆m are the values of the mass/charge ratio of two adjacent
peaks of the mass spectrum.

The resolution of a Mass Spectrometer depends on two main factors:
the analyzer and the experimental conditions. It can be classi�ed in three
main categories: low resolution (RP ranges from 100 up to 1000); medium
resolution (RP ranges from 1000 up to 5000); high resolution (RP ≥5000)
(Watson and Sparkman, 2008).

The numerical value RP can be determined from both the form and the
amplitude of two adjacent peaks. In the �rst case, two equal height adjacent
peaks (relative to the masses m and m+∆m) are considered as resolved in
the mass spectrum if the mean height of the secondary peaks between the
two main peaks is lower than 10% of the height of the main peaks. In the
second case, m represents the mass/charge ratio of the main peak, ∆m its
amplitude (measured at a speci�c height) (Becker, 2008).

Sensitivity

A signal requires a minimum number of particles in order to be revealed. The
sensitivity (S) is the ratio of net signal to concentration and it represents the
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minimal value detectable by the instrument:

S =
∆Vmis

∆Vre

(2.2)

where ∆Vmis is the variation of measured value and ∆Vre is the variation of
the real value.

Detection Limit

The value of the Detection Limit (DL) for a particular element can be de-
termined by means of a standard solution containing that element:

DL =
3σB

(cps)E − (cps)B
·X (2.3)

where (cps)B and (cps)E are the counts/s measured in the blank solution and
in the standard solution, respectively; σB is the standard deviation of (cps)B;
X is the concentration of the element in the standard solution (Di Vacri,
2008/2009).

Interferences

Everything that can a�ect the measurement of the ions current of the analyte
under consideration, is called Interference.

Interferences can be divided in two categories: Spectral e�ects and non-
Spectral e�ects. The former are, for example:

• Isobaric Interferences: isotopes of di�erent elements, both atoms and
molecules, can have the same mass value.
-Ions from atoms generally interfere with other ions already in the sam-
ple, or in the gas carrier. For example, argon has the main isotope at
m/z=40 (99.6%), so it can interfere with 40K+ and 40Ca+.
-Polyatomic ions (oxides, hydrides, hydroxides) can be produced in the
plasma by sample matrix, gas carrier components and solvents used in
the preparation of the sample.

• Double charge ions: some elements have a low ionization potential:
they can produce double charge ions, detected as single charge ions
with half mass.

Non-Spectral E�ects are those chemical or physical e�ects which cause a
decrease or an increase of the ionic current. For example:
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• Matrix e�ects: the decrease or increase of ionic current is caused by the
high concentration of the matrix elements (low ionization e�ciency).

• E�ects of the solid dissolved in the sample: they can modify the ionic
current of the analyte (Cavalli, 2004).

2.1 ICP-MS at Gran Sasso National Labora-

tory

Gran Sasso National Laboratory provides di�erent types of ICP-MS.
For our purpose we use the 7500a from Agilent Technologies, equipped

with a quadrupole analyzer. A description of the main components is pro-
vided below.

2.1.1 Spray chamber

The sample consists in an aqueous acidi�ed solution. It is introduced by
means of a peristaltic pump. A nebulizer converts the liquid sample on
aerosol: the tiny drops are hanged up in the gas carrier. The nebulization
of the sample permits to maximize the ionization process inside the plasma
torch (Taylor, 2001).

A schematic representation of a spray chamber is provided in Figure 2.1.
The nebulizer produces tiny drops of the sample. The spray chamber is
provided by a cooling system, that permits to discard big drops (condensing
on the side), and to admit small drops to the torch. This system ensures
uniform size for the drops. Argon is used as gas carrier for di�erent reasons:
it is inert, not much expensive, available at high purity levels. Furthermore,
its �rst ionization energy (15, 75 eV) is high, being a noble gas, and it is
situated between the �rst and the second ionization energy of many chemical
elements. Therefore, it permits the �rst ionization and reduces the second.
For this reason, it is considered a good ionizing gas.

2.1.2 Plasma ion torch

The Plasma ion torch (Figure 2.2) is composed of three coaxial tubes, through
which argon �ows. The gas in the external tube operates as a cooling gas;
argon inside the intermediate tube is called �supporting gas� and it drives the
plasma to the upper part of the internal tube, to avoid overheating (Becker,
2008).
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Figure 2.1: Schematic of a spray chamber.

The sample is carried by the internal tube by means of the gas carrier.
Di�erently from both the �cooling gas� and the �supporting gas�, the gas
carrier needs to �ow homogeneously, to guarantee the stability of the plasma
(Di Vacri, 2008/2009). By means of a radio-frequency generator, electric
power �ows through induction coils encircling tubes, which produces an os-
cillating electromagnetic �eld.

After sparking the plasma, argon electrons are disassociated, then they
are accelerated by the oscillating magnetic �eld and they collide with atoms
and molecules for argon ionization.

The temperature of the plasma and the ionization e�ciency depend on
the choice of the experimental parameters. Generally, the temperature of the
plasma reaches 5000-8000K, while the temperature of the excited atoms is
lower. Temperature of electrons is about 8000-10000K (Becker, 2008).

Therefore, summarizing:
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Figure 2.2: Schematic of a plasma torch.

• accelerated electrons ionize argon

Ar + e− → Ar+ + 2e− (2.4)

• argon ions recombine with electrons, producing excited argon atoms
and photons

Ar+ + e− → Ar∗ + hν (2.5)

This process can cause a raising of instrumental background. Also the con-
tribution of bremsstrahlung needs to be taken into account (high energy
electrons, if accelerated, can produce electromagnetic radiation).

The main ionization processes of an analyte are:
-electronic ionization M + e− → M+ + 2e−

-ionization with charge transfer M + Ar+ → M+ + Ar
-Penning ionization M + Arm∗ → M+ + Ar + e−.
Excited metastable species, as Arm∗ orM∗, exist in the argon plasma because
of:
-excited electrons of the atoms M + e− → M∗ + e−

-excited electron of argon Ar + e− → Ar∗ + e−

-recombination electron-ion M+ + e− → M∗ + hν.
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Ionization e�ciency of an ICP source depends on the ionization energy of
the analyte. The higher the �rst ionization energy, the lower the ionization
e�ciency (Becker, 2008).

2.1.3 Interface region and ion optics

The main aim of the interface region is to extract ions produced in the
plasma source at atmospheric pressure and high temperature and to drive
them through the vacuum region of the mass analyzer.

There are two metal coaxial cones (Figure 2.3). The one nearest to the
interface is called �extraction cone� or �sampler cone�. It has a 1 mm diameter
hole and ions produced by the source pass through it.

Then the beam is directed to the quadrupole, passing through the hole of
the second cone (with a diameter <0,5 mm), called �skimmer cone�, located
just behind the �rst one.

In order to pass from the atmospheric pressure region to the analyzer
region, two vacuum pumps are required. Vacuum between the extraction
cone and the skimmer cone is ensured by a rotary pump. the region behind
the skimmer cone is the second vacuum region. Pressure is changed to the
optimal value for the analyzer by means of a turbomolecular pump.

Next to the skimmer cone, there are a photon-stop and ion lens. The
photon-stop is a beam de�ector, which inhibits photons and neutral particles
produced in the plasma to reach the detector (for a lower background).

The ion lens collimate and focus the beam to the analyzer.

2.1.4 Analyzer: quadrupole

A quadrupole mass analyzer is represented in Figure 2.4.
It is based on four parallel cylindrical metal bars (electrodes), placed

parallel to the ion beam direction. They are separated two by two by the
distance 2r0.

The beam passes exactly through the center of the four bars.
Applying concurrently both a direct current (DC) potential E and a

radio-frequency (RF ) potential to the two couples of bars, then a mass �lter
is created. In fact, the applied potential is

U0 = +(E − V cos(ωt))

for a couple of bars and

−U0 = −(E − V cos(ωt))
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Figure 2.3: Schematic view of the interface region.

for the other couple. V is the amplitude of the RF potential, ω is the
angular frequency; opposite electrodes of the quadrupole have the same sign
potential.

The electric potential maintains ions in a linear central trajectory. The
radio-frequency potential induces an oscillating motion: the ions beam is
therefore de�ected in a spiral motion, with a radius depending on the applied
potential.

If we call z the direction of the motion, the electric potential U(x, y)
inside the bars is:

U(x, y) =
x2 − y2

r20
U0 (2.6)

where x and y are the coordinates in the (x, y) plane with respect to the
central axis, r0 is the distance between the electrode and the central axis.

The force along x direction is:

Fx = −ze
2x

r20
U0 (2.7)

linearly dependent on the distance from the central axis.
Fx is not dependent on y: the motion along x and y must be considered

separately.
Ions motion inside the quadrupole can be described by Mathieu equation.
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Along the x direction, the equation of motion is:

m
d2x

dt2
= −ze

2x

r20
(E − V cos(ωt)) (2.8)

from which we obtain:

d2x

dξ2
+ (ax − 2qxcos(2ξ)) x = 0 (2.9)

where ξ = ωt/2 and ax, qx are Mathieu parameters:

ax =
8zeE

mω2r20
qx =

4zeV

mω2r20
(2.10)

Concerning ions motion along y direction, the potential has opposite sign:
we obtain the same Mathieu relation, changing the sign to Mathieu param-
eters, ay = −ax and qy = −qx.

Along the x axis, the motion is not a�ected by the electric �eld, so the
velocity along this axis does not change.

The solutions of the Mathieu equation are divided in �stable� and �unsta-
ble� solutions. For each value of the applied electric potential, all the ions
hit the quadrupole bars (�unstable� solution, x or y become > r0) except the
ones with a speci�c value of the ratio m/z. Those ions travel steadily along
the central axis of the quadrupole, reaching the detector (�stable� solution)
(Watson and Sparkman, 2008).

Therefore, the quadrupole selects ions with a particular m/z ratio by the
application of an electric potential to the bars: it works as a mass �lter.

2.1.5 Detector

The detector is an electron multiplier composed of a series of dynodes. Each
dynode is characterized by a potential greater than the previous one. When
an electron hits the dynode, one or more electrons are accelerated by the
potential di�erence and then emitted: the signal is signi�cantly ampli�ed
and the resulting current is proportional to the number of electrons which
initially hit the dynode.

2.2 Sensibility and interferences problems

One of the most problematic issues in mass spectrometry is the chemical
preparation of the sample. This process requires care and attention to avoid
contamination.
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Figure 2.4: Schematic view of a quadrupole mass analyzer.

The reachable sensibility of a mass spectrometer is excellent, this is why
it is so important to avoid the contamination of the sample. During the
preparation of the sample, the usage of ultra pure reagents is necessary,
e.g. special containers as polytetra�uoroethylene (te�on), synthetic quartz,
platinum. The usage of contamination control areas is preferred, in order to
further reduce the background.

Each sample is introduced into the mass spectrometer in acid liquid form.
For this reason, it is necessary to take into account the dilution factor in the
estimation of the analyte in the sample. Normally, the dilution factor is 1%.
Sometimes a higher factor is necessary, in order to avoid unpleasant deposits
on the instrument. A higher dilution factor means sensibility loss. It is
possible to avoid those annoying inconveniences using chemical separation
methods on the sample or by preconcentration of the analyte.

Isobaric interferences problems represent one more di�culty in mass spec-
trometry.

The resolution power on a quadrupole mass analyzer (RP ∼ 100) is
not always good to resolve those interferences: sometimes a higher RP is
required, this is why a high resolution mass spectrometer is necessary.

A classical example of interference for quadrupole mass spectrometer con-
cerns potassium (K). The interference is caused by the polyatomic species
38Ar1H.
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2.3 Measurement of uranium content

The sample preparation in ICP-MS is a delicate procedure and a careful
attention is required.

Groundwater is initially contained into 1L polytetra�uoroethylene bot-
tles. As we stated before, U concentration in the collected samples has been
determined by ICP-MS 7500a Agilent Technologies. The instrument is lo-
cated in a clean room.

Groundwater sampling started on June, 2008. Water is partially poured
into 10 ml �asks, after a �ltering procedure by 0.45 µm nylon membrane
�lters with polypropylene housing. A quantity of 250 µl of nitric acid is
added to each �ask. Only ultra-pure grade acids supplied by Carlo Erba
Reagenti (Italy) is used.

Concentrations of U are evaluated by means of a four levels calibration
curves: detecting the content of the analytes in standard solutions (of known
concentration levels, between 0.2 and 2 ng g−1), the linear functions between
instrumental counts and concentration of the analyte is estimated. A 1,000
mg L−1 standard solution of U supplied by AccuTrace Reference Standard,
USA, was used to prepare all the calibrating solutions.

Analysis is controlled by using also an internal standard solution (100
ng g−1 Bi solution): a chemical component which behaves similarly to the
analyte to detect is added in known quantities to the samples. The signal
of the analyte is then normalized to the signal of the internal standard, in
order to attenuate instrumental �uctuations during the analysis.

One minute 2% HNO3 rinses are carried out between samples, in order to
avoid cross contamination due to memory e�ect in the sample introduction
line.

In order to reach high sensitivity, stable signal, and low background, a
careful sample preparation is performed and the tuning of the instrument is
optimized.
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Chapter 3

Analysis of seismicity

The active normal faults of the central Apennines are commonly divided in
two parallel sets, a western set and an eastern one. Some of the strongest
historical earthquakes have been attributed to the rupture of the western set
of normal faults in this area. On the contrary, the eastern set has not been
activated in historical times (Falcucci et al., 2011).

Uranium groundwater anomalies, observed before the L'Aquila earth-
quake (April 6th, 2009) and before the seismic swarm occurred at the end of
2010, were probably associated with geodynamic processes occurring before
the earthquake, which may have triggered di�usion processes through the
overthrust fault (Plastino et al., 2009).

In this chapter, a quantitative description of temporal variability of seis-
micity is proposed, which may be eventually correlated with temporal vari-
ability of uranium. For this purpose, the normalized energy release and the
number of seismic events are analyzed in detail, using monthly sliding time
windows. These quantities are compared with uranium anomalies, in order
to highlight any possible correlation.

3.1 Environmental setting

3.1.1 Seismogenic Sources

The central part of the Apennines is characterized by extensional tectonics
since the Pliocene epoch, with most of the active faults being normal in type
and NW-SE trending. At a regional scale, fault systems and individual faults
are organized into larger fault sets that run almost parallel to the Apennines
chain axis (Akinci et al., 2009). This complex system is described in the
Database of Individual Seismogenic Sources (DISS), a repository of geologic,
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Figure 3.1: Map of central Italy (from Google Earth-CNES/Spot Image-Data SIO,
NOAA, U.S. Navy, NGA, GEBCO (2013)). Individual (yellow lines), Composite (orange
strips) and Debated Sources (purple bold lines) in the central Italy, based on geological
and geophysical data and characterized by geometric and kinematic parameters, identi�ed
by Basili et al. (2008). The red dot represents LNGS-INFN.

tectonic, and active fault data for the Italian territory. The Database high-
lights the results of several decades of research work, with special emphasis
on data and conceptual achievements within the past 25 years.

Seismogenic sources of all types are characterized based on the available
literature or unpublished original work. This information is organized in
summaries of published papers and commentaries on critical issues.

The Individual and the Composite Seismogenic Sources are described by
a full set of geometric, kinematic and seismological parameters. A typical
Composite Seismogenic Source spans an unspeci�ed number of Individual
Sources. The compilers of the DISS database guarantee the existence of all
listed Seismogenic Sources, both Individual and Composite, and strive to
describe them with the best possible accuracy. Nevertheless, they are well
aware that the literature contains hypotheses and descriptions concerning a
signi�cantly larger number of potential Seismogenic Sources than those cur-
rently listed in the database (Basili et al., 2008). The Individual Seismogenic
Sources, together with the composite Seismogenic Sources and the Debated
Sources are represented in Figure 3.1.

A seismic swarm a�ected the area under investigation from October, 2008
to April, 2009, before the main shock of April 6th, 2009, MW=6.3, Ml=5.9
(Plastino et al., 2011). The main shock was followed by a period of relatively
intense seismic activity, associated with aftershocks occurrence. A further
moderate size swarm occurred in the second half of 2010, NW of the main
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shock epicentral area at a distance of about 30 km. The main event of this
swarm was an earthquake with Ml =3.5 on August 31st, 2010, accompanied
by �ve earthquakes with magnitude Ml ≥3.0, and by about 100 additional
events with Ml ≥2.0, which occurred within a small area of 5 km radius,
from July to December, 2010. Hence, the swarm is characterized by a quite
large number of events, although having fairly small magnitudes (Plastino
et al., 2013).

3.1.2 Hydrogeological setting and groundwater �ow sys-
tem

The hydrogeological system formed by the Gran Sasso and the Velino-Sirente
mountains occupies a surface of 2164 km2. This complex system can absorb
714 mm of annual e�ective in�ltration and can give back 49 m2/s as mean
discharge (Bella et al., 1999). The Gran Sasso massif is in the northern
part of the system (Boni et al., 1986) and it holds a very large and deep
aquifer. The aquifer consists of a series of minor aquifers separated by the
main structural discontinuities with values of permeability up to 10−4 m/s
(A.N.A.S.-CO.GE.FAR., 1980).

The Gran Sasso National Laboratories are located beside the Gran Sasso
tunnel. The rocks in the measurement site are mainly composed by detrital
limestones and, in particular, have crossed by the overthrust fault which
separates the limestones from the dolomite rocks (Plastino and Bella, 2001).
Hydrogeological investigations showed that the main springs can be classi�ed
in di�erent groups.

After the construction of the tunnels, the aquifer reached a new hydro-
dynamic equilibrium (Barbieri et al., 2005). From a hydrogeological point
of view, the Gran Sasso Underground Laboratory is �immersed� in the satu-
rated zone in the core of the aquifer (Amoruso et al., 2013). By means of the
hydrogeological scheme in Boni et al. (1986) a polygon with 25 vertices can
be outlined for representing the aquifer, to be used for the following analy-
sis (Figure 3.2). The arrows in the small panel of Figure 3.2 represent the
direction of the �owpaths.

3.2 Analysis of seismicity

Aware of the complexity of the region under consideration, our analysis con-
sists in the investigation of the variations in space and time of the seismic
pattern around LNGS-INFN.
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Figure 3.2: Hydrogeological scheme of central Italy, modi�ed from Boni et al. (1986).
The white dotted line represents the Gran Sasso aquifer, symbolized by a 25 vertices poly-
gon. The black dot represents LNGS-INFN. Groundwater �ow lines are shown by arrow
symbols in the small picture. Hydrogeological complex: �light blue� (1) is used for shallow
alluvial aquifer, �dark blue� (2) for thick multistata alluvial aquifer. A pattern of �red
squares� shows the carbonate in�ltration areas (9, 10, 11, 12, 13), where e�ective in�ltra-
tion prevails over both surface runo� and evapotranspiration. The mesh is closer where
in�ltration is higher. �Yellow� areas refer to volcanic complex (4) and marly-calcarentic
complex (8), where the e�ective in�ltration preferably occurs in the most fractured hard
rocks. �Violet� refers to dolomitic complex (14). E�ective in�ltration seems to be compa-
rable to that of volcanic complex (4). No data is available regarding surface runo� and
evapotranspiration. �Light gray� (5) is used for areas where both surface runo� and evap-
otranspiration prevail over in�ltration. Percolation and aquifer capacity are consequently
negligible. �Dark gray� (7) shows the occurrence of limited e�ective in�ltration and di�use
percolation. Hydrological symbols: �blue �lled circles� identify springs, considered as a
localized natural discharge of ground water emerging in a restricted area. Mean discharge
is proportional to the diameter. �Blue �lled triangles� identify linear springs, considered
as a natural discharge of ground water emerging into a portion of a stream, which varies
in length from a few hundred meters to some kilometers. Mean discharge is proportional
to the size. 32
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A reliable analysis of the time features of seismicity requires to consider
only the complete part of the seismic catalog, thus eliminating the smallest
events, which are not systematically recorded.

Furthermore, to guarantee the homogeneity of the catalog, only seismic
events occurred after April 16th, 2005 have been considered. On account
of the magnitude heterogeneity in the earthquake catalogs available for the
Italian territory (namely CSI, BSI and Iside), which has been evidenced by
Romashkova and Peresan (2013) and con�rmed by Gasperini et al. (2013),
we limited our analysis to the BSI bulletins, compiled since April, 2005 and
available on line via the Istituto Nazionale di Geo�sica e Vulcanologia (INGV)
website (iside.rm.ingv.it).

Earthquakes occurred from April 16th, 2005 to September 30th, 2014 have
been selected from the Italian Seismological Instrumental and Parametric
Data-Base. The completeness of the catalog can be visually determined from
the frequency-magnitude distribution, that is considering the linear distribu-
tion of the logarithm of the number of earthquakes within each magnitude
grouping interval ∆M (Dimri, 2005).

The test has been performed on events occurred in the circular region
centered at LNGS-INFN with a radius of 100 km. Figure 3.3 shows the
number of events versus magnitude for the whole period of seismic activity. In
this case, the catalog can be considered as complete for events with magnitude
M ≥ Mmin = 1.5.

To be sure of the choice of the threshold, we tested the completeness
of the catalog considering two di�erent time intervals: before the L'Aquila
earthquake and after the L'Aquila earthquake. Figure 3.4 guarantees the
stability of the choice of the threshold.

The spatial distribution of the events, from April 2005 to December 2012,
considering a circular region centered at LNGS-INFN with radius of 70 km,
is shown in Figure 3.5. Intensity of seismic activity, expressed as number of
earthquakes, is represented by a colored scale from blue to red, as in Plastino
et al. (2013). In this case, the scale ranges from zero (blue color) up to 150
(red color).

At the coordinates 42.270◦, 13.495◦, the red cluster clearly represents most
of the seismic activity occurred near L'Aquila from February to December,
2009.

The energy release Ei for each earthquake i with magnitude Mi has been
calculated, and then normalized to the energy Emin of the minimum magni-
tude Mmin taken into account for the analysis:

E∗
i =

Ei

Emin

=
10c+dMi

10c+dMmin
= 10d[Mi−Mmin] (3.1)
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Figure 3.3: Frequency-magnitude distribution of the seismic events. The red line repre-
sents the completeness threshold Mmin = 1.5.

Figure 3.4: Frequency-magnitude distribution of the seismic events, represented before
and after the L'Aquila earthquake. In both cases, the catalog can be considered as complete
for M ≥ Mmin = 1.5.
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Figure 3.5: Spatial distribution of the events with M ≥ Mmin = 1.5, from April 2005
to September 2014, considering a circular region centered at LNGS-INFN with radius of
70 km. Intensity of seismic activity, expressed as number of earthquakes, is represented
by a colored scale from blue (no events) to red (150 events). The black dot represents
LNGS-INFN.

35



Chapter 3. Analysis of seismicity

The considered relationship between the energy and the magnitude of each
seismic event has the classical form proposed by Gutenberg and Richter
(1956). The use of the normalized energy E∗

i allows us to better highlight
the features of seismic activity and to make it less dependent on empirical
parameters c and d of the energy-magnitude relation, since only the coe�-
cient d is required. In this study, to be conservative in outlining the trend
of the energy release rate, we use the value d = 1.5, given by Gutenberg and
Richter (1956).

The quantity E =
∑

i E
∗
i , together with the number of events N =

∑
iNi,

has been calculated for monthly sliding time windows, as in De Natale et al.
(2004).

Di�erent regions have been properly considered for a better characteri-
zation of the seismic source in space and time. Speci�cally, in this study
we considered a set of circular areas centered on LNGS-INFN, which is the
observation site for uranium anomalies.

3.2.1 Seismic analysis on circular regions

As previously stated, the main goals of the study of seismicity around LNGS-
INFN are the quantitative characterization of seismic energy release in space
and time, as well as the investigation of any possible correlation between
seismicity and groundwater anomalies.

For that purpose, temporal variation of the number of events and nor-
malized energy release within sliding time windows of one month duration
have been calculated (NM(t) and EM(t), respectively), considering circular
regions centered at LNGS-INFN (42.457◦, 13.545◦), with values for the ra-
dius ranging from 10 up to 70 km, i.e. R = 10, 20, 30, 40, 50, 70 km.
It is important to underline that our aim is to study seismicity around our
groundwater sampling site, in order to identify any possible correlation be-
tween uranium groundwater anomalies and local seismicity, independently
from our knowledge of the L'Aquila earthquake. To outline the di�erences
between the physical seismic process and the way we observe it from our
groundwater sampling site, the same analysis has been applied to circular
regions centered at the epicentral coordinates of the L'Aquila main shock
(42.340◦, 13.380◦). This last analysis can only be tested a posteriori. The
period under investigation is April, 2005-October, 2014. The area under
investigation is shown in Figure 3.6.

The non-cumulative area charts allow clearly visualizing the number of
events and the seismic energy release, as represented by NM(t) and EM(t) in
Figures 3.7(a), 3.7(b), 3.8(a) and 3.8(b) in each distance range, for LNGS-
INFN and L'Aquila analysis, respectively.
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Figure 3.6: Map of central Italy (from Google Earth-CNES/Spot Image-Data SIO,
NOAA, U.S. Navy, NGA, GEBCO (2013)). Circular regions centered at L'Aquila main
shock (42.340◦, 13.380◦) and at LNGS-INFN (42.457◦, 13.545◦), R = 10, 20, 30, 40, 50, 70
km. The red dot and the blue dot represent LNGS-INFN and L'Aquila, respectively.

Focusing on the analysis of the entire period, it is possible to observe
that most of the seismic activity took place within a distance from 10 to
30 km from LNGS-INFN. Within a radius of 10 km, seismic energy release
has been negligible both before and after the L'Aquila earthquake, except
for the �rst few months immediately following the main event. Up to two
months before the L'Aquila earthquake, seismic activity was almost absent
within 20 km radius from LNGS-INFN and it was very limited also within
30 km. The activity was comparatively higher at distances larger than 40
km. Seismic activity around LNGS-INFN raised signi�cantly a few months
before the main event, i.e. starting on November, 2008 within R=30 km, and
starting on January, 2009 within R=20 km. Accordingly, seismicity seemed
to progressively concentrate around the epicentral area of the impending
earthquake, i.e. closer to the LNGS-INFN.

After the earthquake, the region was characterized by a generalized in-
crease of seismic activity, particularly at distances between 10 and 30 km
from the LNGS-INFN. Furthermore, seismicity at distances larger than 50
km seemed not signi�cantly a�ected by the L'Aquila earthquake: no evident
increase has been observed in the number of events for regions with R=50
km and R=70 km prior and after the event.

As a rule, for distance ranges up to 40 km, seismicity kept still higher
after the L'Aquila earthquake than before the event.

The analysis centered at the epicentral coordinates of the L'Aquila main
shock shows that the region was characterized by an increase of seismic activ-
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(a) NM (t)

(b) EM (t)

Figure 3.7: Number of events per month NM (t) and normalized energy release per
month EM (t) are shown for the whole period by non-cumulative area charts, in each
distance range, for circular regions centered at LNGS-INFN.
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(a) NM (t)

(b) EM (t)

Figure 3.8: Number of events per month NM (t) and normalized energy release per
month EM (t) are shown for the whole period by non-cumulative area charts, in each
distance range, for circular regions centered at the epicentral coordinates of the L'Aquila
main shock.
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ity at distances between 10 and 40 km after the L'Aquila earthquake. Moving
the center of the circular regions from LNGS-INFN to L'Aquila, we observe
the activation of the R10 circle: most of the aftershock activity has occurred
close to the epicentral area of the main event, but outside of the circular
region centered at LNGS-INFN with R=10 km.

The number of aftershock events in unit time interval after the main
shock of a signi�cant earthquake (N(t)) is described by Omori's law (1894).
According to it, the rate of aftershocks decays as the inverse power law in
elapsed time after the main shock.

N(t) ∼ t−p (3.2)

where p is the rate of decay of aftershocks.
Omori's law has been modi�ed by Utsu (1961): the rate of decay of an

aftershock sequence is described by equating N(t) with the quantity t plus
k1 to the negative power of p, all multiplied by k2, with k1 and k2 constant.

N(t) = k2 · (t+ k1)
−p (3.3)

The p-value ranges from 0.5 up to 2.5, but normally comes closer to 1 (Dimri,
2005).

We studied the aftershocks of the L'Aquila earthquake, considering seis-
mic events occurred inside the circular region with radius of 30 km (R30),
centered at the epicentral coordinates of the L'Aquila main shock, and dif-
ferent time spans after the main shock. We calculated monthly N(t) and we
evaluated the goodness of �t with Omori's law for 9, 12 and 15 months, then
we compared our results with the same analysis on the complete �nal part of
the catalog under consideration (from the L'Aquila main shock to September
30th, 2014).

Our analysis is represented in Figure 3.9. The estimated parameters are
listed in Table 3.1.

For the goodness of �t parameters (GOF), R2 and adjusted R2 (R̂2) have
been used. They are de�ned as follows:

• R2: it can assume values between 0 and 1, with a value closer to 1
indicating that a greater proportion of variance is accounted for by the
model. For example, an R2 value of 0.8234 means that the �t explains
82.34% of the total variation in the data about the average.

R2 = 1−
∑n

i=1(yi − ŷi)
2∑n

i=1(yi − ȳ)2
= 1− SSE

SST
(3.4)

where yi − ŷi are the predicted values, yi are the observed values and ȳ
is the mean of the observed data. We called SSE the numerator of the
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previous formula (Explained Sum of Squares) and SST the denomina-
tor (Total Sum of Squares).

Increasing the number of �tted coe�cients in the model, R2 will in-
crease although the �t may not improve in a practical sense. To avoid
this situation, it is necessary to use the degrees of freedom adjusted R2

statistic (R̂2).

• R̂2: it is generally the best indicator of the �t quality, because it takes
into account the residual degrees of freedom, de�ned as the number of
independent pieces of information, i.e. the number of response values
n minus the number of �tted coe�cients p minus 1:

ν = n− p− 1

.

R̂2 = 1− SSE · (n− 1)

SST∆ν
(3.5)

R̂2 can assume any value less than or equal to 1, with a value closer to
1 indicating a better �t (MATLAB, 2009).

Table 3.1: Parameters k1 and k2 estimated by goodness of �t (with 95% C.L.
intervals) with Omori's law for 9, 12, 15 months and for all the months after
the L'Aquila earthquake considered in our R30 seismic catalog.

9 months 12 months 15 months all months

k1 0.225 0.223 0.222 0.222
(0.191, 0.259) (0.194, 0.252) (0.196, 0.247) (0.210, 0.235)

k2 (10
3) 1.389 1.373 1.367 1.369

(1.184, 1.593) (1.198, 1.548) (1.214, 1.520) (1.294, 1.445)
GOF:
R2 0.998 0.998 0.998 0.998

R̂2 0.998 0.998 0.998 0.998

The residuals, i.e. the di�erence between the observed value and the theo-
retical value for each month, are plotted together with the monthly number
of events, evaluated after the L'Aquila earthquake (see Figure 3.10). Posi-
tive residuals correspond to an increased number of events (as we can see in
the case of June-December, 2010, February, 2011, August-November, 2011,
November-April, 2013).
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Figure 3.9: Number of monthly aftershocks after L'Aquila earthquake for R30 versus
time (9, 12, 15 and 69 months). The estimated parameters are listed in Table 3.1. The
four graphs and the corresponding �t curves show that there is no big discrepancy in
aftershocks analysis considering di�erent periods of time. Data from the catalog are well
explained by Omori's law, even if we consider very long periods of time (69 months).

Although circular extraction centered at LNGS-INFN and L'Aquila can
be considered a good meter to outline the basic features of seismicity in the
central Italy, a more rigorous analysis is required. For this reason, we decided
to analyze the contribution to seismicity of each di�erent circular sector of
the R30 circle centered at LNGS-INFN (Section 3.2.2). The R30 circle is the
circular region that best approximates the aquifer surface, as it is shown in
Figure 3.11. Then, the region occupied by the aquifer and the Seismogenic
Sources is taken into account to discriminate seismic activity from seismic
�background� (Section 3.2.3).
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Figure 3.10: Number of monthly aftershocks after the L'Aquila earthquake for R30
versus time, plotted together with the residuals of the analysis. Markedly positive residuals
correspond to an increased number of events.
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Figure 3.11: Map of central Italy (from Google Earth-CNES/Spot Image-Data SIO,
NOAA, U.S. Navy, NGA, GEBCO (2013)). The circular region centered at LNGS-INFN
with radius of 30 km (white contour) and the aquifer (light blue area) are shown. The red
dot and the blue dot represent LNGS-INFN and L'Aquila, respectively.

3.2.2 Seismic analysis on circular sectors

The second part of the analysis is focused on the spatial variation in time of
the seismic signal.

For this purpose, the circular region centered at LNGS-INFN with radius
of 30 km has been chosen. This region has been divided in four sectors, named
N-W (North-West), S-W (South-West), N-E (North-East), S-E (South-East)
because of their position relative to LNGS-INFN, as shown in Figure 3.12.

As the previous analysis, the number of eventsN(t) and the energy release
E(t) within sliding time windows of one month duration have been calculated.
In this case, it is possible to observe in Figures 3.13(a) and 3.13(b) that the
seismic activity mostly concentrates on the western sectors (i.e. N-W and S-
W). Activity in S-E sector is negligible before the main L'Aquila earthquake.
It seems mostly related with aftershocks, and it keeps negligible during the
remaining time; remarkably, the activity in N-E sector is very limited during
most of the time, even immediately after the L'Aquila earthquake, when
aftershocks are clearly visible in the other sectors. The only evident feature
in seismicity of N-E sector is the period of increased seismicity in December,
2011-January, 2012. The seismic swarm occurred in June, 2010-December,
2010 can be mainly located in the N-W sector.
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Figure 3.12: Map of central Italy (from Google Earth-CNES/Spot Image-Data SIO,
NOAA, U.S. Navy, NGA, GEBCO (2013)). Circular region centered at LNGS-INFN with
radius of 30 km, divided in four sectors, named N-W (North-West), S-W (South-West),
N-E (North-East), S-E (South-East) because of their position relative to LNGS-INFN.
The red dot and the blue dot represent LNGS-INFN and L'Aquila, respectively.

3.2.3 Characterization of seismic activity

For a better de�nition of the time periods of activity, i.e. to discriminate
the seismic background from increased seismicity, the choice of a threshold
is required (De Natale et al., 2004). For this purpose, we chose the region
identi�ed by the intersection between the boundary of 10 km from the edge
of the aquifer and the Composite Seismogenic Sources (i.e. the intersection
area between the red polygon and the orange strips in Figure 3.14. For more
details, see Sections 3.1.1, 3.1.2); we considered the threshold LE=E

∗
M=356

for the normalized monthly energy release, corresponding to 30% of the con-
sidered period of time, as in De Natale et al. (2004). This threshold allows
to identify a threshold for the monthly number of events: LN=N

∗
M=35. The

periods of activity are then de�ned as the time spans within which both
the normalized energy release EM and the number of events NM exceed the
threshold of 30%, as shown in Figure 3.15.

Therefore, it is possible to distinguish four periods of increased seismic
activity: period A, from February, 2009 to December, 2009, which consists
of the preparation phase, the main phase and the several aftershocks of the
L'Aquila earthquake; from July to December, 2010, another period is identi-
�ed (period B), minor than the previous one for both the normalized energy
release and the number of events; Periods C and D have been identi�ed from
August to November, 2011 and from January to April, 2013. Periods B, C
and D are very similar to the time spans identi�ed in Section 3.2.1, during
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(a) NM (t)

(b) EM (t)

Figure 3.13: Number of events per month NM (t) and normalized energy release per
month EM (t) calculated for four di�erent sectors of the circular region centered at LNGS-
INFN with radius R=30 km. It is possible to notice that seismic activity mostly concen-
trates on the western sectors, S-W and N-W. Activity in S-E sector is negligible before
the main L'Aquila earthquake and it seems mostly related with aftershocks. Activity in
N-E sector is very limited during most of the time, even immediately after the L'Aquila
earthquake. The only evident feature in seismicity of N-E sector is the period of increased
seismicity in December, 2011-January, 2012.
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Figure 3.14: Map of central Italy (from Google Earth-CNES/Spot Image-Data SIO,
NOAA, U.S. Navy, NGA, GEBCO (2013)). Composite Seismogenic Sources (orange
strips), boundary of the aquifer (25 vertices black polygon) and boundary of 10 km from
the edge of the aquifer (10 vertices red polygon). The red dot represents LNGS-INFN.
The area under consideration is the intersection between the red polygon and the orange
strips.
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Figure 3.15: Time periods of activity de�ned by the thresholds LE = E∗
M = 356 and

LN = N∗
M = 35, corresponding to 30% of the considered period of time. The periods of

activity are de�ned as the time intervals within which both the normalized energy release
EM and the number of events NM exceed the threshold of 30%. The red dashed boxes
represent Period A (February-December, 2009), Period B (July-December, 2010), Period
C (August-November, 2011) and D (January-April, 2013).

the analysis of the L'Aquila aftershocks (see Figure 3.10).
In Figures 3.17(a), 3.17(b), 3.17(c) and 3.17(d) it is possible to identify

the geographic coordinates and the depth of the seismic swarms in periods
A, B, C and D, to show the scale of magnitudes and number of events, for a
better comparison between a large seismic event and lighter seismic swarms.
Swarm A a�ected the area under investigation from February to December,
2009. It consisted of almost 2800 records with Ml ranging from 2.0 up to 5.9
(magnitude of the main shock, occurred at 01:33 UT on April 6th, 2009).
The magnitude scale in Figures 3.17(b), 3.17(c) and 3.17(d) reaches values
of 3.5-3.6.

Observing swarms B, C and D respect to both LNGS-INFN and to the
aquifer (Figures 3.17(f), 3.17(g) and 3.17(h)) and comparing them with Fig-
ure 3.14, some additional remarks can be done: swarm B is clustered in the
northwestern area of LNGS-INFN (in a normal fault area), while swarms B
and C are gathered north with respect to LNGS-INFN (in a thrust fault
region, very close to the Laboratories). As it was already deducible from
Figure 3.2.3, the order of magnitude of the number of events of B, C and D
is very di�erent from A.
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Figure 3.16: Swarms A, B, C and D are represented in the three spatial coordinates
(Longitude, Latitude and Depth), to better visualize the 3D position of each single event,
as well as to show the di�erent entities of the swarms. The size of the markers shows the
magnitude of the events of each seismic swarm (Ml ranges from 2.0 up to 5.9 for swarm
A and from 2.0 up to 3.6 for swarms B, C and D.)

(a) Swarm A (L'Aquila earthquake, February-December, 2009)

(b) Swarm B (July-December, 2010)

49



Chapter 3. Analysis of seismicity

(c) Swarm C (August-November, 2011)

(d) Swarm D (January-April, 2013)
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(e) Swarm A (L'Aquila earthquake,
February-December, 2009)

(f) Cluster B

(g) Cluster C (h) Cluster D

Figure 3.17: Spatial distribution of the events with M ≥ Mmin = 1.5. Intensity of
seismic activity, expressed as number of earthquakes, is represented by a colored scale
from blue to red. The black dot represents LNGS-INFN. The aquifer is also shown.
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Uranium time series analysis

With stochastic process we indicate an actual, e.g. physical, process in the
real world, that has some random (stochastic) elements involved in its struc-
ture. The observed value at time t, xt, is as an observation of an underlying
random variable, Xt. The observed time series is called a (�nite) realization
of the stochastic process and the population of all possible realizations is
called the ensemble.

The analysis of time series is di�erent from other statistical problems in
which the observed time series is usually the one and only realization that
will ever be observed. In other words, xt is usually the only observation we
will ever get on Xt. Despite this, it is important to estimate the properties of
the underlying stochastic process. Estimation theory for stochastic processes
is partially concerned with seeing whether and when a single realization is
enough to estimate the properties of the underlying model.

The observation of a continuous physical process by discrete measure-
ments, a time series, is then a collection of observations of well-de�ned data
items obtained through repeated measurements over time.

Processes are stationary if their properties do not change through time,
e.g. it is homogeneous in time. More formally, a stochastic process is said to
be second-order stationary if its �rst and second moments are �nite and do
not change in time. The �rst moment is the mean E[Xt], while the general
second moment is the covariance between Xt and Xt+k for di�erent values
of t and k. This type of covariance is called autocovariance. The variance is
the particular case when the lag k is zero. Thus, a process is second-order
stationary if, for all t, E[Xt] is a �nite constant, say µ, if V ar[Xt] is a �nite
constant, say σ2, and, more generally, if the autocovariance function depends
only on the lag k:

Cov[Xt, Xt+k] = E[(Xt − µ)(Xt+k − µ)] = γk (4.1)
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The autocovariance function is sometimes standardized to autocorrelation
function:

ρk =
γk
γ0

(4.2)

The autocorrelation function is an even function of lag, since ρk = ρ−k, and
has the usual property of correlation that |ρk| ≤ 1.

A stochastic process is said to be Gaussian (or normal) if the joint distri-
bution of any set of Xt's is multivariate normal. Such a process is completely
characterized by its �rst and second moments. One way for describing a
stationary stochastic process is by means of its spectral density function, or
spectrum, which is the discrete Fourier transform of γk:

f(ω) =
1

π
(γ0 + 2

∞∑
k=1

γkcos(ωk)) (4.3)

for 0 ≤ ω ≤ π.
The function describes how the overall variance of the process is dis-

tributed over di�erent frequencies from zero to the Nyquist frequency. The
latter frequency is the highest frequency which we can get information about
from data recorded at unit intervals of time. It corresponds to a sine wave
which completes one cycle in two time intervals.

The two functions γk and f(ω) are equivalent and complementary. An
analysis primarily based on estimates of the autocorrelation (or autocovari-
ance) function is called an analysis in the time domain, while an analysis
primarily based on the spectrum is called a spectral analysis (an analysis in
the frequency domain). Sometimes it is not possible to disregard from one
of this two functions.

A real time series is both discrete and �nite. For this reason, the auto-
correlation function can only be estimated, as well as the spectral density
function.

One of the most useful tool in time series analysis is the correlogram. Let
us denote the observed time series by x1, x2, ..., xN . The sample autocovari-
ance coe�cient at the lag k is:

ck =
1

N

N−k∑
t=1

(xt − x̄)(xt+k − x̄) (4.4)

for k = 0, 1, 2, ..., N , and the sample autocorrelation coe�cient at the lag k
is

rk =
ck
c0

(4.5)
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The graph rk against k is called sample autocorrelation function or correl-
ogram. It is usually plotted for the original series and at the end of the
analysis of the residual data, as necessary to make the series look stationary
and approximately normally distributed. For data from a stationary process,
it can be shown that the correlogram generally provides an estimate of the
theoretical autocorrelation function de�ned in 4.2.

Interpreting a correlogram is one of the hardest tasks in time-series anal-
ysis, especially when N is small, so that the sample autocorrelations have
relatively large variance. For a stationary series, the pattern of the correl-
ogram may suggest a stationary model with an autocovariance function of
similar shape.

It is possible to outline some general cases:

• Random Series
If a time series is completely random, for large N it's rk ∼0 for each
k. This implies the complete randomness and the total independence
of the samples. For a random series, rk has a quasi-normal shape with
zero mean. All values of rk are therefore inside the band ±z1−α/2/

√
N .

• Short-term Correlation
In this case, the samples are not completely independent for any lag k.
For example, there can be a big r1 value, while rk → 0 for big k. This
happens when an observation above (under) the mean is followed by
many observations above (under) the mean.

• Non-Stationary Series
If a time series is characterized by a trend, then rk could show the same
trend behavior when k increases. If the time series is characterized by
a periodicity, then the correlogram could show the same periodicity.
The interpretation of the correlogram is very helpful, because it per-
mits to identify the non-stationarity of the series under consideration.
However, if the series is a�ected by a trend or a periodicity, it needs to
be processed. The procedure is described below.

A time series can be generally decomposed into three components. The
trend is the long term direction of the series, without calendar related or ir-
regular e�ects. The seasonal is the systematic, calendar related e�ect. This
component consists of e�ects that are reasonably stable with respecting to
timing, direction and magnitude. Examples of seasonal are natural condi-
tions (snow melting, rain precipitations). Seasonality in a time series can be
identi�ed by regularly spaced peaks in the spectrum, which have approxi-
mately the same direction and magnitude every year, relative to the trend.
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The irregular component (also known as residual component) is what re-
mains after the seasonal and the trend components of a time series have
been estimated, characterized and removed. This short term �uctuations are
neither systematic, nor predictable. If the series is highly irregular, these
�uctuations could dominate movements and could mask the trend and the
seasonality.

The identi�cation of the outliers of a time series is not an easy matter.
Assumptions about outliers from the initial series could be a hazard. In
fact, outliers are anomalous observations respect to the mechanism of gener-
ation of the series, not only �high values�. For this reason, they can be hidden
inside the time series. For example, the overlapping of di�erent periodic com-
ponents could amplify the resulting signal, showing an ostensible anomaly,
which is actually part of a mechanism of generation of the series. Removing
the periodicities of the series, one can deal with the residual component of
the series, linked to the real basic process.

The aim of our work is therefore the implementation of an algorithm able
to conduce our starting series to a residual series (white noise (WN) series),
outlining, characterizing and removing the periodic components, which are
not connected to the physical mechanism we are studying (with the assump-
tion that this mechanism is NOT periodic).

The method implies the use of frequency-domain analysis. These meth-
ods are better than the time-domain methods in the removal of periodic
components (Fuenzalida and Rosenbluth, 1989).

Spectral analysis is used for the identi�cation of the characteristic period-
icity (which appears in the form of peaks in the frequency spectrum), while
stop-band �lters are used for removing it.

After the �ltering procedure, the residuals are analyzed in order to outline
any possible anomalous value.

4.1 Spectral valuation of time series

The discrete Fourier transform of a real sequence of data x(n), 0 ≤ n ≤ N−1
is de�ned as in Brigham (1974):

X(k) =
N−1∑
n=0

x(n)e−j2πkn/N (4.6)

with k ∈ Z and k/N = f .
Power spectrum estimation is called periodogram (Welch, 1967):

PN(f) =
1

N
|X(f)|2 (4.7)
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Unfortunately, this is not an adequate estimation of the periodogram, since
the variance of PN(f) does not tend to zero when N tends to in�nity (Reina,
2006).

In Bartlett (1948) and Bartlett (1950), the author proposed to extend
the evaluation on many independent valuations. Data sequence is therefore
divided in K independent segments, each composed of M elements (N =
KM).

From the sequences

x(i)(n) = x(n+ iM −M) (4.8)

with 0 ≤ n ≤ M − 1 and 1 ≤ i ≤ K, it is possible to calculate the K
periodograms.

P
(i)
M (f) =

1

M

∣∣∣∣∣
M−1∑
n=0

x(i)(n)e−j2πKn
M

∣∣∣∣∣
2

(4.9)

with 1 ≤ i ≤ K.
Spectral estimation is de�ned as

B(f) =
1

K

K∑
i=1

P i
M(f) (4.10)

Unfortunately, also Bartlett estimation is not adequate, this time to the
detriment of the spectral resolution.

As we stated before, it is essential to take into consideration that a time
series is a �nite realization (N) of a real process in spectral analysis, that is
a limited ensemble of collected data. It corresponds to multiply, in the time
domain t, the input signal (theoretically, −∞ < t < +∞) by a rectangular
window of the dimension of ∆t occupied by the samples under consideration.
Multiplication in time domain means convolution product in frequency do-
main; furthermore, the spectrum of a rectangular window is a sinc function.
What follows is that the spectral estimation of the single frequencies is not
accurate, because each component of the spectrum contains losses (leakage
e�ect) descending from many consecutive components.

This inconvenience could be solved by using a lighter cut o� of the Fourier
series, changing the shape of the window. This choice constitutes a compro-
mise between resolution in frequency and uncertainty on the amplitude of
the signal. Bartlett window represents a better choice. The inconvenience,
in this case, is that the small variance is paid by a worse resolution of the
spectrum.
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In Welch (1967) the author, with the aim of improving the spectral res-
olution without renouncing windowing, modi�ed Bartlett method. In Welch
method, data are divided in K = N/M sequences, each of length M samples
(as in Bartlett method), but a particular window w(n) is applied before the
evaluation of the periodogram, directly on the M sequences of data.

The analysis is therefore, step by step:

1. De�nition of K modi�ed periodograms

P
(i)
M (ω) =

1

MU

∣∣∣∣∣
[
M−1∑
n=0

xi(n)w(n)e−jωn

]∣∣∣∣∣
2

(4.11)

with i = 1, 2, ..., K
and

U =
1

M

M−1∑
n=0

w2(n)

2. Spectrum estimation

Φ(ω) = Bw(ω) =
1

K

K∑
i=1

P
(i)
M (ω) (4.12)

U is necessary for being Bw(ω) asymptotically correct.

It is also possible to choose a percentage of windows overlapping (P ) in order
to avoid the loss of some samples.

The reasons for this modi�cations to the Bartlett method are simple to ex-
plain. The overlapping of the periodograms to be averaged decreases the vari-
ance of the estimated spectrum. The appropriate window applied before the
evaluation of the periodogram allows a better control on the bias/resolution
properties of the estimated spectrum and it also permits to give less weight
to the data samples at the ends of each subsample (decreasing the correla-
tion between the sequences, even if they are overlapped) (Stoica and Moses,
2005).

4.2 Synthetic time series simulations

A method for the analysis of time series is designed and optimized in order
to distinguish the characteristic frequencies of the time series as well as to
�nd possible outliers (Plastino et al. (2010a) and references therein).
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It is important to underline that the main aim of this algorithm is to dis-
cover anomalous values in an environmental time series (content of uranium
in groundwater, in our case), while it is not important to �nd the `real value'
of the basic physical process observable.

The �rst step of our analysis is based on the application of the designed
method to two di�erent synthetic series: the �rst one is the composition of
a Deterministic signal, a Stochastic signal and a linear trend; the second one
has, compared to the �st one, the addition of �ve outliers.

In this way it is possible to optimize the parameters of the method as well
as to check if the method works well in the individuation of the characteristic
frequencies and of possible outliers of a time series.

Various tests on synthetic time series have brought almost to the same
results. Two signi�cant cases are shown below.

4.2.1 Synthetic time series without outliers (NOS)

We de�ne our synthetic series as the sum of di�erent contributions:

• Deterministic signal D: sum of sine and cosine

D = A1 sin(2πtν1) + A2 sin(2πtν2) + A3 cos(2πtν3)+

+A4 sin(2πtν4) + A5 cos(2πtν5)
(4.13)

with (in days−1): ν1=0.001, ν2=0.01, ν3=0.02, ν4=0.04, ν5=0.06
and (in a.u.): A1=3, A2=4, A3=5, A4=4.5, A5=2.5.

• Stochastic signal S: white Gaussian noise

• Linear trend T
T = 0.0008t+ 0.7

All data processing is performed o�-line using a commercial software package
(MATLAB 7.9, The MathWorks Inc., Natick, MA, 2009).

Our synthetic time series DST is now ready for analysis and it is shown
in Figure 4.1. The �rst step is to detrend the starting series, by means of the
detrend() function already available in MATLAB (Figure 4.2).

Power spectrum is evaluated by means of Welch method (spectrum.welch()),
using Hann window. Hann window hann() returns an L-point symmetric
Hann window in the column vector w. L must be a positive integer. The
coe�cients of a Hann window are computed from the equation 4.14.

wk = 0.5

(
1− cos

(
2π

k

M

))
(4.14)
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Figure 4.1: Synthetic series (NOS), composed by a Deterministic, Stochastic and
Linear trend signal.

Figure 4.2: detrend function applied to the starting series (red) respect to the
starting NOS (blue).
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with 0 ≤ k ≤ M and L = M + 1.
Our analysis is optimized by the choice of M=150 and P=90% for win-

dowing and overlapping, respectively.
An important observation is due to the choice of M . Large values of

M imply great number of peaks in the estimated power spectrum, most
representing spurious peaks. However, too small M could hide signi�cant
peaks (Plastino et al., 2010a).

Chat�eld (2013) references Jenkins and Watts (1968) for the general re-
lationship between the truncation point M and the variance of the spectral
estimation: the spectrum valuation asymptotically follows a χ2

ν distribution
with

ν =
2N∑M

k=−M w2
k

degrees of freedom. It follows that a 100(1-α)% con�dence interval is given
by [

νΦ(ω)

χ2
ν,α/2

,
νΦ(ω)

χ2
ν,1−α/2

]
(4.15)

The spectrum valuation (Figure 4.3) is plotted with spectrum upper and
lower limits considering con�dence intervals at 95%, together also with the
null spectrum (estimated by the mean of the spectra of 1000 simulations of
white noise time series).

We considered the peaks of the spectrum as signi�cant only if the corre-
sponding maximum of the lower limit function was greater than the value of
the null spectrum at the same frequency. In that case, the two minima of
the spectrum within which the peak is located, pinpoint a frequency band to
be considered as signi�cant. The spectrum within that band is �tted with a
Gaussian curve:

y = a exp [(x− b)/c]2

Frequency intervals are estimated considering ∆ν that corresponds to the
10%, 20%, 30%, 40%, 50%, 60%, 70% and 80% of the parameter a, depending
on the user's choice. 10% and 80% correspond to the largest and the smallest
∆ν, respectively. We chose the 10% and we obtained the corresponding ∆ν
intervals (Table 4.1). By means of the function ideal�lter, a ideal notch �lter
is applied to the data: ∆ν intervals are removed from the starting series.

The residual series is subjected to a Kolmogorov-Smirnov test (KStest),
which returns a test decision for the null hypothesis that the data in the
input vector comes from a normal or a t-location-scale distribution, against
the alternative that it does not come from such a distribution. The result h
is 1 if the test rejects the null hypothesis at the 5% signi�cance level, or 0
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Figure 4.3: Power spectrum of NOS, evaluated by Welch method, using Hann
window with M=150 and P=90%, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green).

Table 4.1: ∆ν (days−1) intervals corresponding to 10% a (NOS)

νmin(days
−1) νmax(days

−1)

0 0.0021
0.0088 0.0111
0.0188 0.0212
0.0388 0.0412
0.0590 0.0611

otherwise. The test statistic is

D = max (|F (x)−G(x)|) (4.16)

where F (x) and G(x) are the empirical and the theoretical cumulative dis-
tribution functions, respectively. The D value is compared with the cuto�
value D∗.

• Normal Distribution

yN =
1

σ
√
2π

exp

[
−(x− µ)2

2σ2

]
with mean µ and standard deviation σ
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Figure 4.4: Cumulative distribution function of empirical (NOS) and theoretical
(Gaussian) distributions.

• t-location-scale Distribution

yt =
Γ(ν+1

2
)

σ
√
πνΓ(ν

2
)

[
ν +

(
x−µ
σ

)2
ν

]−( ν+1
2 )

with location parameter µ, scale parameter σ and shape parameter
ν>0. If the input vector x has a t-location-scale distribution with
parameters µ, σ and ν, then x−µ

σ
has a Student's t distribution with ν

degrees of freedom.

The empirical and theoretical cumulative distribution function (CDF) and
the probability density function (PDF) are shown in Figure 4.4 and 4.5. In
this case, the test did not reject the null hypothesis.

The residual series, normalized with zero mean and σ=1, is represented by
a bar graph (Figure 4.6). Outliers are de�ned as values of the residual series
with a modulus greater than three times the estimated standard deviation. It
is important to notice the no appearance of (spurious) outliers in the residual
series.

The �ltered ∆ν intervals are saved together with the percentage of the
removed spectrum respect to the total spectrum (Table 4.2). It is possible to

62



Chapter 4. Uranium time series analysis

Figure 4.5: Probability density function of empirical (NOS) and theoretical (Gaus-
sian) distributions.

Figure 4.6: Residuals of the synthetic time series (NOS).
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Table 4.2: ∆ν (days−1) intervals corresponding to 10% a (NOS) and the
percentage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0021 14
0.0088 0.0111 20
0.0188 0.0212 31
0.0388 0.0412 24
0.0590 0.0611 7

notice that ∆ν intervals correspond exactly to the Deterministic Signal we
put inside the initial synthetic series.

An Autocorrelation test (or Ljung-Box Q-Test, LBtest) is now applied
on the residual series. This test assesses the null hypothesis that a series of
residuals exhibits no autocorrelation for a �xed number of lags L, against the
alternative that some autocorrelation coe�cient r(k), k=1,...,L, is non-zero.

The test statistic is:

Q = N(N + 2)
L∑

k=1

r(k)2

N − k
(4.17)

where N is the sample size, L is the number of autocorrelation lags, r(k) is
the sample autocorrelation at lag k.

Under the null hypothesis, the asymptotic distribution of Q is chi-square
with L degrees of freedom. For signi�cance level α, the critical region for
rejection of the hypothesis of randomness is:

Q > χ2
1−α,L (4.18)

where χ2
1−α,L is the α-quantile of the chi-square distribution with L degrees

of freedom (Q∗).
The correlogram (r(k) versus the lag k) is another way of verifying that

all the characteristic frequencies have been removed from the starting series,
e.g. the series is now a white-Gaussian-noise series. In the same graph one
can draw upper and lower bounds for autocorrelation with signi�cance level
α. If the autocorrelation is higher (lower) than this upper (lower) bound,
then the null hypothesis that there is no autocorrelation at a given lag is
rejected at a signi�cance level of α. This test is an approximate one and
assumes that the time-series is Gaussian.

For the con�dence band we used the formula: ± z1−α/2√
N

, where N is the
sample size and z is the quantile function of the normal distribution.
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Figure 4.7: Correlogram of the starting series (NOS).

Autocorrelation function applied to our starting series shows a strong
autocorrelation (Figure 4.7).

The correlogram of the residual series is shown in Figure 4.8. It is
possible to compare the initial and the �nal correlograms by the plot in Figure
4.9. The di�erence between the autocorrelation coe�cient and the value of
the 95% con�dence interval for each lag k allows to make considerations
about the success of the procedure, by the comparison of the values before
and after the analysis.

The procedure of our analysis of time series can be outlined in a block
diagram, shown in Figure 4.10.

4.2.2 Synthetic time series with outliers (OS)

The same procedure has been applied to the same synthetic series with the
addition of �ve outliers.

The outliers are placed before the analysis in random positions inside the
synthetic time series, in order to avoid the presence of a �false� frequency
peaks in the frequency spectrum. For convenience, the components of the
synthetic time series are written again below.
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Figure 4.8: Correlogram of the residual series (NOS).

• Deterministic signal D: sum of sine and cosine

D = A1 sin(2πtν1) + A2 sin(2πtν2) + A3 cos(2πtν3)+

+A4 sin(2πtν4) + A5 cos(2πtν5)
(4.19)

with (in days−1): ν1=0.001, ν2=0.01, ν3=0.02, ν4=0.04, ν5=0.06
and (in a.u.): A1=3, A2=4, A3=5, A4=4.5, A5=2.5.

• Stochastic signal S: white Gaussian noise

• Linear trend T
T = 0.0008t+ 0.7

In addition, �ve outliers have been added to the series, at these random
positions: t=84, 231, 364, 791 and 1260 days, three positive and two negative,
as shown in Figure 4.11. As in the case with no outliers, the detrend()
function is applied to the synthetic series (Figure 4.12). For the estimation
of the spectrum, we used the same Welch method (using Hann window),
keeping using the same values of the parameters M and P (150 and 90%,
respectively).
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Figure 4.9: The di�erence between the autocorrelation coe�cient and the value of
the 95% con�dence interval for each lag k for NOS. Considering the residual series,
this quantity is null for each lag.
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Figure 4.10: Brief block diagram of the performed analysis.
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Figure 4.11: Synthetic series (OS), composed by a Deterministic, Stochastic and
Linear trend signal. Five outliers have been added to the series at random positions
(t=84, 231, 364, 791 and 1260 days).

Figure 4.12: detrend function applied to the starting series (red) respect to the
starting OS (blue).
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Figure 4.13: Power spectrum of OS, evaluated by Welch method, using Hann
window with M=150 and P=90%, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green).

The spectrum in Figure 4.13 shows the characteristic peaks of the syn-
thetic series as well as the one of the previous case, even though is now
possible to notice that the background is signi�cantly noisier.

After the Gaussian �t of the peaks, we choose the 10% of the parameter
a for the frequency intervals and we obtained the corresponding ∆ν intervals
(Table 4.3).

Table 4.3: ∆ν (days−1) intervals corresponding to 10% a (OS)

νmin(days
−1) νmax(days

−1)

0 0.0022
0.0088 0.0111
0.0188 0.0212
0.0388 0.0411
0.0589 0.0612

The comparison between Table 4.3 and Table 4.1 shows that the iden-
ti�ed frequency intervals are consistent and they correspond exactly to the
Deterministic Signal we put inside the two initial synthetic series.

After the removal of the ∆ν intervals, the residual series is subjected to
the KStest, considering the case that the data in the input vector comes
from a normal distribution and, if not, that they belong to a t-location-scale
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Figure 4.14: Cumulative distribution function of empirical (OS) and theoretical
(t-location-scale) distributions.

distribution. The empirical and theoretical CDF and the PDF are shown in
Figure 4.14 and 4.15. In this case, the test did not reject the null hypothesis
for the t-location-scale distribution.

The residual series is represented by a bar graph, together with the cor-
responding con�dence band. It is shown in Figure 4.16.

The �ve initial outliers are evidently outside the con�dence interval. The
�ltered ∆ν intervals are saved together with the percentage of the removed
spectrum respect to the total spectrum (Table 4.4). Autocorrelation function

Table 4.4: ∆ν (days−1) intervals corresponding to 10% a (OS) and the per-
centage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0022 16
0.0088 0.0111 18
0.0188 0.0212 25
0.0388 0.0411 23
0.0589 0.0612 7

applied to our starting series with outliers shows a strong autocorrelation
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Figure 4.15: Probability density function of empirical (OS) and theoretical (t-
location-scale) distributions.

Figure 4.16: Residuals of the synthetic time series (OS).
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Figure 4.17: Correlogram of the starting series (OS).

(Figure 4.17).
The correlogram of the residual series is shown in Figure 4.18. It is

possible to compare the initial and the �nal correlograms by the plot in
Figure 4.19.

We can conclude that the algorithm of the removal of characteristic fre-
quency bands is e�cient.

It is important to remember that the aim of this algorithm is to identify
anomalies with respect to the basic physical process, not to �nd the `exact
value' of the distribution. The one and only useful information is to �nd out
if a particular element of the time series falls outside the con�dence band.
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Figure 4.18: Correlogram of the residual series (OS).

Figure 4.19: The di�erence between the autocorrelation coe�cient and the value
of the 95% con�dence interval for each lag k for OS.
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4.3 Analysis of uranium groundwater content

in sampling sites located at LNGS-INFN:

E1, E3, E3dx and E4

As previously described in Sections 1.3.1 and 2.3, the content of uranium in
groundwater sampled in four sites, located inside the underground facilities
at LNGS-INFN, has been weekly monitored since June, 2008, in order to give
a contribution to the study of neutron �ux inside the Laboratories, as well as
for a better de�nition of radon groundwater transport processes through the
cataclastic rocks. After the L'Aquila earthquake, the monitoring of uranium
is useful to check if there is a possible correlation with energy release during
seismic swarms.

The time series under investigation are composed of about 300 observa-
tions (six years of data). The sampling period is one week, so the sampling
frequency is once a week, i.e.:

Fs =
1

7
days−1 ≃ 0.1429days−1

For every time series, the same procedure of analysis has been applied. The
complete time series of uranium content in site E1, E3, E3dx and E4 are
shown in Figure 4.20.
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Figure 4.20: Uranium content time series in site E1 (blue), E3 (green), E3dx (red)
and E4 (cyan). The accuracy is always less than 5%.

4.3.1 U in E1

U content in site E1 has the average lowest value respect to the other three
sampling sites.

Although in Figure 4.20 the content of U in site E1 seems somehow steady,
let's say �regular�, except the initial (moderate) spike trend, actually the time
series is anything but smooth. For the starting time series of U in E1, the
same procedure as Sections 4.2.1 and 4.2.2 has been applied. E1 series has
been detrended (Figure 4.21) and the algorithm of the time series analysis
has been applied. For E1, a window length of M=150 and a percentage of
P=25% have been chosen.

The spectrum estimation in Figure 4.22 clearly highlights the most pre-
dominant frequencies. In Table 4.5, frequencies relative to the peaks of the
spectrum which contribution is more than 5% of the total spectrum are listed.
In particular, the �rst frequency (main peak) corresponds to a time span of
about 6 years. The seasonal frequency is evident (six months). The last peak
is relative to a time span of about two months.

After the removal of the frequencies, the spectrum has been estimated
again, in order to �nd out any possible residual frequency interval. The test
has been rejected, as it's possible to verify in Figure 4.23 . In fact, it is
possible to observe some residual frequencies. The �rst peak has not been
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Figure 4.21: Uranium content time series in site E1 (blue). The accuracy is always
less than 5%. The detrended time series is also shown (red).

Figure 4.22: Spectrum estimation of the time series of uranium content in site E1,
together with spectrum upper and lower limits considering con�dence intervals at
95% (red) and the null spectrum (green).
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Table 4.5: ∆ν (days−1) intervals corresponding to 60% a (U in E1) and the
percentage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0010 34
0.0029 0.0045 9
0.0155 0.0167 5

correctly �ltered, the one year peak has appeared, while the frequency of
six months is still in the spectrum. For these reasons, other iterations are
required.

After �ve iterations, the spectrum is completely under the threshold, as
it is shown in Figure 4.24.

The distribution of the residual series is then �tted with a normal distri-
bution.

The theoretical curve well describes our residual data (Figure 4.26), as
shown in the KStest (see Figure 4.25).

The residual series, together with the 99.7% C.L., is shown in Figure 4.28.
The outliers of the series are shown by means of labels, in order to outline

their positions and to compare them with the outliers of the other uranium
time series.

We can reveal four outliers. Three of them are prominent and they occupy
the time span November, 2008-January, 2009.

The autocorrelation test did not reject the null hypothesis at 99% C.L.;
the correlogram of the starting and residual series are shown in Figure 4.29.
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Figure 4.23: Spectrum estimation of the time series of uranium content in site
E1, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
possible to observe some residual frequencies. The �rst peak has not been correctly
�ltered. The one year peak has appeared. The frequency of six months is still in
the spectrum, so that other iterations are required.
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Figure 4.24: Spectrum estimation of the time series of uranium content in site E1,
after the frequency removal procedure, together with spectrum upper and lower
limits considering con�dence intervals at 95% (red) and the null spectrum (green).
It is possible to observe no residual frequencies.

Figure 4.25: Cumulative distribution function of empirical (E1) and theoretical
(normal) distributions.
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Figure 4.26: Probability density function of empirical (E1) and theoretical (nor-
mal) distributions.

Figure 4.27: Probability density function of E1, before (red) and after (blue) the
analysis.
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Figure 4.28: Residuals of the U time series in E1. The outliers are identi�ed where
the modulus is greater than three times the estimated standard deviation, i.e., C.L.
of 99.7% .

Figure 4.29: Correlogram of the starting and residual series (E1).
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Figure 4.30: The di�erence between the autocorrelation coe�cient and the value
of the 99% con�dence interval for each lag k for E1.

4.3.2 U in E3

U in site E3 has a di�erent behavior respect to site E1. The mean value of
the series is appreciably higher and a more prominent spike trend is evident.
The starting time series and the detrended time series are shown in Figure
4.31. The power spectrum has been estimated by the choice of M=150 and
P=60.

This spectrum turns out to be more noisy than E1's. This is evident if
we look at Figure 4.32 and Table 4.6: for example, the percentage of the
removed spectrum is lower for the main frequency intervals.

Figure 4.33 shows that frequencies have not been correctly removed. It
is therefore necessary to apply the �lter procedure again. In fact, until the
lower limit of the spectrum lies under the threshold, this iteration is required.
The condition is veri�ed after the second removal procedure: in Figure 4.34
the �nal spectrum is shown.

It is now possible to characterize the residual distribution and the residual
series.

The KStest for a normal distribution did not reject the null hypothesis
at the 95% C.L. The CDF and the PDF are shown in Figures 4.35 and 4.36.
The residual series in Figure 4.38 shows the presence of some outliers at
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Figure 4.31: Uranium content time series in site E3 (blue). The accuracy is always
less than 5%. The detrended time series is also shown (red).

Figure 4.32: Spectrum estimation of the time series of uranium content in site E3,
together with spectrum upper and lower limits considering con�dence intervals at
95% (red) and the null spectrum (green).

84



Chapter 4. Uranium time series analysis

Figure 4.33: Spectrum estimation of the time series of uranium content in site
E3, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
possible to observe one residual frequency .

Figure 4.34: Spectrum estimation of the time series of uranium content in site
E3, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
now possible to observe no residual frequencies.
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Figure 4.35: Cumulative distribution function of empirical (E3) and theoretical
(normal) distributions.

Figure 4.36: Probability density function of empirical (E3) and theoretical (nor-
mal) distributions.
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Table 4.6: ∆ν (days−1) intervals corresponding to 70% a (U in E3) and the
percentage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0010 21
0.0045 0.0065 8
0.0050 0.0076 5
0.0138 0.0160 7
0.0289 0.0298 6

the beginning of the series, as for the site E1. To be sure of the removal of
the characteristic frequencies, the autocorrelation test has been applied: the
test did not reject the null hypothesis at 99% C.L. The analysis well explains
how the procedure has been e�cacious (see Figures 4.39 and 4.40).

In the residual series of U in E3, we can see two outliers around December,
2008-January, 2009.
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Figure 4.37: Probability density function of E3, before (red) and after (blue) the
analysis.

Figure 4.38: Residuals of the U time series in E3. The outliers are identi�ed where
the modulus is greater than three times the estimated standard deviation, i.e., C.L.
of 99.7%.
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Figure 4.39: Correlogram of the starting and residual series (E3).

Figure 4.40: The di�erence between the autocorrelation coe�cient and the value
of the 99% con�dence interval for each lag k for E3. Considering the residual series,
this quantity is null for each lag.
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Figure 4.41: Uranium content time series in site E3dx (blue). The accuracy is
always less than 5%. The detrended time series is also shown (red).

4.3.3 U in E3dx

As we stated in Section 1.3.1, site E3dx is very signi�cant, due to its position,
as it is the nearest site to cataclastic rocks. It is also characteristic for a better
description of water-rock interactions through the main overthrust fault.

Since the initial rough series, an intense spike trend both before April,
2009, and before October, 2010 is evident. The detrended series and the orig-
inal series are shown in Figure 4.41. The power spectrum has been estimated
by the choice of M=150 and P=60.

The spectrum of E3dx is very noisy, as only the �rst three peaks need
to be considered (Table 4.7). Looking at the second iteration (spectrum of
Figure 4.43), some residual frequencies had still to be removed. After one
more iteration, the spectrum in Figure 4.44 is completely under the threshold.

The hypothesis of normality after the last iteration has been rejected by
the KStest. Figures 4.45 and 4.47 show the CDF and the PDF of the residual
series, respectively. On the contrary, the test with a Student's t distribution
has not been rejected at the 95% con�dence level. The failure of normality
test could indicate the existence of a random component in the residual time
series that is di�erent from a white noise. In this case, further investigation
is needed.

Di�erently from sites E1 and E3, in site E3dx we can reveal many outliers
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Figure 4.42: Spectrum estimation of the time series of uranium content in site
E3dx, together with spectrum upper and lower limits considering con�dence inter-
vals at 95% (red) and the null spectrum (green).

before February, 2009, and also one at the end of June, 2010.

Table 4.7: ∆ν (days−1) intervals corresponding to 80% a (U in E3dx) and
the percentage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0018 22
0.0026 0.0035 6
0.0050 0.0058 5
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Figure 4.43: Spectrum estimation of the time series of uranium content in site
E3dx, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
possible to observe two residual frequencies.

Figure 4.44: Spectrum estimation of the time series of uranium content in site
E3dx, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
now possible to observe no residual frequencies.

92



Chapter 4. Uranium time series analysis

Figure 4.45: Cumulative distribution function of empirical (E3dx) and theoretical
(normal) distributions.

Figure 4.46: Cumulative distribution function of empirical (E3dx) and theoretical
(Student's t) distributions.
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Figure 4.47: Probability density function of empirical (E3dx) and theoretical (nor-
mal) distributions.

Figure 4.48: Probability density function of empirical (E3dx) and theoretical (Stu-
dent's t) distributions.

94



Chapter 4. Uranium time series analysis

Figure 4.49: Probability density function of E3dx, before (red) and after (blue)
the analysis.

Figure 4.50: Residuals of the U time series in E3dx. The outliers are identi�ed
where the modulus is greater than three times the estimated standard deviation.
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Figure 4.51: Correlogram of the starting and residual series (E3dx).

Figure 4.52: The di�erence between the autocorrelation coe�cient and the value
of the 99% con�dence interval for each lag k for E3dx. Considering the residual
series, this quantity is null for each lag.

96



Chapter 4. Uranium time series analysis

Figure 4.53: Uranium content time series in site E4 (blue). The accuracy is always
less than 5%. The detrended time series is also shown (red).

4.3.4 U in E4

Uranium time series in site E4 is anything but regular. In Figure 4.53, a
strange behavior from July, 2012 to April, 2013 is observed. This could
be possibly due to di�erent problems: environmental and/or experimental
conditions, di�erent sensitivity of instruments, etc.

The power spectrum has been estimated by the choice of M=125 and
P=15 and the main frequency intervals are shown in Figure 4.54 and Table
4.8.

Table 4.8: ∆ν (days−1) intervals corresponding to 80% a (U in E4) and the
percentage of the removed spectrum

νmin(days
−1) νmax(days

−1) %

0 0.0013 20
0.0031 0.0047 7
0.0086 0.0105 8
0.0153 0.0162 6

After some attempts, the power spectrum of U in site E4 has been brought
under the threshold (Figures 4.54, 4.55 and 4.56). The KStest did not reject
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Figure 4.54: Spectrum estimation of the time series of uranium content in site E4,
together with spectrum upper and lower limits considering con�dence intervals at
95% (red) and the null spectrum (green).

the null hypothesis of normality. The CDF and the PDF are shown in Fig-
ures 4.57 and 4.58. Nevertheless, the autocorrelation test rejected the null
hypothesis at the considered C.L. (Figures 4.61 and 4.62): the residual series
does not present completely randomness features.

As in the case of E1 and E3, we can reveal some outliers in the time span
November, 2008-January, 2009, only.
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Figure 4.55: Spectrum estimation of the time series of uranium content in site
E4, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
possible to observe some residual frequencies .

4.4 Comparison between uranium groundwa-

ter anomalies and seismic activity

In Table 4.9 the values of KStest and LBtest are shown. We can state that, in

Table 4.9: Value of the KStest and LBtest parameters for sites E1, E3, E3dx
and E4

KStest LBtest

h D D∗ h Q Q∗

E1 0 0.0743 0.0746 0 35.69 37.57
E3 0 0.0486 0.0746 0 24.62 37.57
E3dx 0 0.1519 0.0746 0 33.70 37.57
E4 0 0.0539 0.0746 1 48.29 37.57

the case of every sampling site, the KStest did not reject the null hypothesis,
while the LBtest did reject the null hypothesis of no autocorrelation in the
residual series of site E4.
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Figure 4.56: Spectrum estimation of the time series of uranium content in site
E4, after the frequency removal, together with spectrum upper and lower limits
considering con�dence intervals at 95% (red) and the null spectrum (green). It is
now possible to observe no residual frequencies.

Figure 4.57: Cumulative distribution function of empirical (E4) and theoretical
(normal) distributions.
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Figure 4.58: Probability density function of empirical (E4) and theoretical (nor-
mal) distributions.

Figure 4.59: Probability density function of E4, before (red) and after (blue) the
analysis.
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Figure 4.60: Residuals of the U time series in E4. The outliers are identi�ed where
the modulus is greater than three times the estimated standard deviation, i.e., C.L.
of 99.7%.

We are now able to discuss if uranium in groundwater could be a potential
strain indicator of geodynamic processes occurring before an earthquake.

Uranium groundwater residual series of samples E1, E3, E3dx and E4
are shown together with the seismic activity time spans identi�ed in Chapter
3. In Figure 4.63 it is possible to observe that, before the L'Aquila earth-
quake, uranium in groundwater sampled in all four sites shows some spike-like
anomalies. These anomalies are not related to hydrological pattern, because
the seasonal contribution has been subtracted during the analysis of time
series (Sections 4.3.1-4.3.4). These U anomalies in groundwater are detected
until the beginning of February, 2009, i.e. until the beginning of the time
span that we identi�ed as Period A (see Table 4.10). However, during the
main shock and aftershocks the variations in the U content were small and
we did not reveal any anomalous value.

Before the beginning of Period B, one anomaly is observable only in site
E3dx (end of June, 2010).

Period C and Period D are not preceded by any anomalous value.
A possible physical explanation of uranium anomalies observed before the

L'Aquila earthquake might be the progressive increase of deep CO2 �uxes at
middle-lower crustal levels. Petrological and geophysical modeling explains
how carbon is e�ciently cycled in the upper mantle beneath Italy and the
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Figure 4.61: Correlogram of the starting and residual series (E4). Although the
ACF is under the threshold at many lags, the autocorrelation test rejected the null
hypothesis of complete randomness.
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Figure 4.62: The di�erence between the autocorrelation coe�cient and the value
of the 99% con�dence interval for each lag k for E4.

Western Mediterranean region at the Ma scale, via low-fractions of carbonate
melts generated by melting of carbonate-rich lithologies of the subducted
Adriatic lithosphere, induced by the progressive rise of mantle temperatures
behind the eastward-retreating subducting plate (see Section 1.2 and Figure
4.64).

During the upwelling, part of the CO2 could not reach the surface and
could remain trapped beneath the Moho and the lower crust, especially where
continental crust is thick. The entrapment of this CO2 could origin over-
pressurized reservoirs, rich of noble gases, U, Th, K and other incompatible
elements. These facilitate seismogenesis, in normal fault areas.

Fault mechanisms are highly in�uenced by �uids, by their pore pressure,
their chemistry and the variation of friction along the fault plane.

Fluids play a major role, triggering the rupture, and they are passively
squeezed out during seismic events. Low amounts of CO2 in zones of active
faults are su�cient to give the aquifer e�cient on dissolving carbonate wall
rock.

The process could be summarized by three steps: the subduction causes
the plate melting

CaCO3 +Q → CaO + CO2 (4.20)
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Table 4.10: Outliers of the residual uranium time series

date E1 E3 E3dx E4

07/07/08 x
28/07/08 x
18/08/08 x
25/08/08 x
09/12/08 x x
16/12/08 x x x
22/12/08 x x
26/01/09 x x
02/02/09 x
16/02/09 x
28/06/10 x

carbon dioxide in contact with water produces carbonic acid

CO2 +H2O → H2CO3 (4.21)

furthermore
H2CO3 → H+ +HCO−

3 (4.22)

the result is an acid solution: carbonate acts as base to rise the pH, so that
the rock is dissolved. In this case, in chemical analysis of groundwater, it is
possible to �nd excesses of Mg and Ca, in association with excess of uranium
content.

Throughout the seismic process, the lower part of the crust is constantly
subject to shear, while the upper crust is locked. During this time inter-
val, the volume between the upper crust and the lower crust should su�er
dilatancy: �uids are expected to �ll in the fractures formed during the inter-
seismic period. The separation produces a weak volume of rocks that sustain
the hanging wall until it suddenly falls down to re�ll the stretched volume.
This process is shown by the main shock of an earthquake. The �uids pre-
viously introduced are squeezed out. After the collapse, the hanging wall is
expected to gradually adjust to its new position, generating a long sequence
of aftershocks, as those observed after the main event of April 6th, 2009 of
the L'Aquila swarm.

Plastino et al. (2011) proposed the progressive increase of deep CO2 �uxes
at middle-lower crustal levels as a possible physical explanation of U anoma-
lies observed before the L'Aquila earthquake, where the area is cross-cut by
several NW-SE trending active normal faults (see Figure 3.1, Section 3.1.1).
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We can conclude that, in our analysis, uranium groundwater content
shows an unusual behavior during the preparation phase of a seismic event:
the available data suggest a possible relationship between the magnitude of
the seismic swarm and the size of U anomalies, i.e. the largest the seismic
event (in terms of the magnitude of the main earthquake and the number
of events of the swarm), the largest the modulus and the number of outliers
preceding it. Nevertheless, in order to justify this hypothesis, further obser-
vations are required. Moreover, di�erently from Swarms A and B, we did not
observe any anomalous value in U quantities before Swarms C and D. This
might be due to the di�erent structures which have been involved in these
four periods of increased seismicity: as we stated before, upwelling of CO2 is
favored in normal fault areas (as in the case of the L'Aquila earthquake and
Swarm B), while it is inhibited in thrust fault areas (where Swarms C and
D occurred, see Figure 3.17, Section 3.2.3).
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Figure 4.64: The generation and evolution of deep mantle-derived CO2 (A); ve-
locity models of seismic waves (km/s) as function of depth (B), for Lazio (b2) and
Abruzzo (b3); p-T graph showing the e�ects of CO2 in the upper mantle. In blu,
an estimation of temperatures of mantle as function of pressure (C) (Plastino et al.,
2011).
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Nowadays, the e�cacy of many observables proposed as possible precursory
signals is, at most, unproven, mainly due to the lack of appropriate, system-
atic and longterm observations. In fact, strong earthquakes rarely occurs and
every presumed precursor can be often a�ected by its own variability, that it
is not linked to seismic features (Buscema and Ruggieri, 2011).

The aim of this thesis was the investigation of the pattern of uranium
concentration in groundwater sampled at Gran Sasso National Laboratories
(LNGS-INFN) during a time span of about six years: we showed that the
anomalies of this observable could be linked to the seismic activity around
LNGS-INFN.

The �rst part of our analysis was focused on the identi�cation of periods
of seismic anomalies, to discriminate between seismic activity and moderate
seismicity.

We considered the Italian Seismological Instrumental and Parametric
Data-Base and we selected events occurred between April 16th, 2005 and
September 30th, 2014 with Ml ≥1.0, in the circular region centered at LNGS-
INFN with a radius of 100 km. The catalog was tested for being homogeneous
and complete.

The leading role in the seismic analysis is played by the energy release
Ei, estimated for each i-th seismic event with magnitude Mi and normalized
to the minimum energy release Emin, relative to the minimum value of mag-
nitude Mmin considered. The normalized energy release was calculated for
monthly sliding time windows, together with the number of events.

For a better characterization of seismicity as a function of the distance
from our groundwater sampling site, we chose circular regions centered at
LNGS-INFN with a radius ranging from 10 up to 70 km and circular sectors
with a radius of 30 km (North-West, North-East, South-West and South-
East respect to LNGS-INFN). We realized an a posteriori analysis, centered
at the epicentral coordinates of the L'Aquila main shock, to highlight the
di�erences between the physical seismic process and the way we observe it
from our groundwater sampling site (LNGS-INFN).
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We then applied the analysis on the region composed by the intersec-
tion between the aquifer and the composite seismogenic sources, to assess a
threshold for discriminating between seismic activity and moderate seismic-
ity.

We identi�ed the thresholds LE and LN for the monthly energy release
and the monthly number of events, respectively, corresponding to the 30%
of the considered time interval.

Periods of intense seismic activity are de�ned as those time intervals when
both E and N exceeded the threshold of 30%:

• Period A (L'Aquila earthquake): February-December, 2009;

• Period B: July, 2010-December, 2010;

• Period C: August, 2011-November, 2011;

• Period D: January, 2013-April, 2013.

Aim of this thesis is the study of the link between uranium groundwater
anomalies and seismic anomalies around LNGS-INFN.

The second part of our work was therefore based on the characterization
of uranium time series. The uranium contents were revealed by ICP-MS
technique (using a 7500a from Agilent Technologies). The chemical prepa-
ration of the samples consisted in �ltering and pouring the water into 10 ml
�asks. A quantity of 250 µl of nitric acid was added to each �ask. The con-
centrations of U were evaluated by means of a four levels calibration curves,
using standard solutions.

We described the process of optimization of a Fast Fourier Transform
(FFT) algorithm. Such a script was developed and enforced to derive infor-
mation about the main features of the uranium time series. The characteristic
frequency intervals were revealed and �ltered. As a �nal step, the outliers of
the residual series were identi�ed.

We �rst tested the algorithm's functionality on synthetic time series, to
avoid the identi�cation of spurious outliers or spurious frequency intervals.

The analysis was then applied to the time series of uranium contents of
groundwater sampled in sites E1, E3, E3dx and E4, displaced inside the
underground facilities.

Our main result is the observation of an anomalous behavior of uranium
content just before the L'Aquila earthquake, in every sampling site consid-
ered. Some cross-correlations between outliers were found, like the cases
of 09/12/08 and 26/01/09 for E3 and E4, 16/12/08 for E1, E3dx and E4,
22/12/08 for E1 and E4. Furthermore, we observed an anomalous value be-
fore the seismic swarm that a�ected the region under consideration between
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July and December, 2010, only in the sampling site E3dx. No anomalous
value in uranium content was observed during the seismic activity time spans.

We propose that the uranium groundwater anomalies observed before
the seismic swarm and the main shock, which occurred on April 6th, 2009 in
L'Aquila, provide a key geochemical signal of a progressive increase of deep
CO2 �uxes at middle-lower crustal levels. Repeated sharp U enrichments in
groundwater, that can be directly associated with the geodynamics of the
earthquake, represent a much more precise strain-meter than radon. Indeed,
radon concentration depends on its parent nuclides uranium and radium
during the preparation phase of the earthquake (and on their geochemical
patterns with reference to environmental redox and pH characteristics) and
it is only successively released by microfracturing, during the main shock and
aftershocks (see Plastino et al. (2011) and references therein).

The uranium anomalies can therefore be used as a possible strain meter
in domains where continental lithosphere is subducted (Plastino et al., 2011).

To be sure of the role of endogenic �uid dynamics for uranium content
in groundwater rather than percolation processes, due to meteoric events
occurring above the water table of the Gran Sasso aquifer, further radionu-
clides analysis is required. For instance, the 226Ra/238U activity ratio shows
whether or not Ra and U radionuclides are in secular equilibrium, possibly
opening a new scenario for radon dynamic processes, linked to its parent
nuclides content in groundwater. The 3H concentration in groundwater is di-
rectly proportional to the meteoric events which replenish the aquifer and it
is inversely proportional to the elapsed time since their in�ltration in the soil.
Continuous analyses of 3H are therefore necessary to support or to deny the
hypothesis that the contribution due to percolation processes, linked with me-
teoric events before the seismic swarm, particularly the snow melting during
the spring-summer time, does not a�ect the groundwater dynamics through
possible mixing with younger surface water.

Furthermore, time series analysis of pH, redox potential, electrical con-
ductivity and hardness of the water are necessary for a chemical character-
ization of groundwater samples, and to verify whether they could support
uranium groundwater anomalies.

In conclusion, criteria evaluated in this study for the detection of uranium
groundwater anomalies might be applied to data systematically recorded at
LNGS-INFN. In this way, real-time uranium anomalies detected within the
Gran Sasso aquifer, which might precede future earthquakes, could be iden-
ti�ed. This test could represent an interesting development of the performed
study.
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