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Introduction

The purpose of this thesis is to provide support for the exploration of Permanently
Shadowed Regions (PSR) of the Moon for the search of water ice utilizing radar method-
ology. Understanding the origin, age and distribution of water ice in the subsurface
of the lunar polar and sub-polar regions for future in situ resource utilization (ISRU)
requires the use of in-situ geophysical methods capable to measure depth, lateral and
vertical extent, physical distribution (i.e., mixed in the regolith or as lens/layers of
pure ice) and volume of the ice. Among all geophysical techniques, Ground Penetrat-
ing Radar (GPR) is by far the most suitable method for planetary shallow subsurface
exploration, as it does not require any direct and permanent contact between the an-
tennas and the surface, it is light, non-destructive, has a low power consumption and
can easily operate on board a rover.

The analysis and interpretation of radar data can provide a vertical section of the
investigated area based on the electromagnetic response of the material present at
depth. The electromagnetic response of material is linked to the constitutive parame-
ters. Such parameters can be investigated in laboratory, to examine how they change
as a function of physical parameters like temperature, porosity, water content.

The key point of this thesis is to improve our understanding of how geo-materials
interact with radio waves by carrying out laboratory measurements on regolith ana-
logues and modeling the experimental data at varying physical conditions. In this work
are also presented and discussed some GPR lab scale experiments where lens of ice or
pockets of regolith/ice mixtures are embedded in a layer of a regolith simulant.

The laboratory measurements are carried out at the Earth and Planetary Physics
Laboratory at the Mathematics and Physics Department of Roma Tre University. Such
a facility is designed to operate dielectric spectroscopy investigation on a variety of
terrestrial material that may be constitute the surface and subsurface of several Planets
and Satellites of the Solar System.

Dielectric spectroscopy data lead to the estimation of parameters crucial for radar
applications, namely the propagation velocity and the signals attenuation along the
propagation path. The former is a parameter that allows to determine the permit-
tivity of buried structures hence the hypothesis of compositional interpretation of the
subsurface features. The latter gives information regarding the depth at which possible
reflectors/features are buried.

The following manuscript, in Chapter 1, provides a thorough summary of lunar
physical /geophysical properties, spanning from internal structure, surface morphology
and crater formation to lunar regolith features and water ice in PSRs. Chapter 2 covers
electromagnetic theory, starting with Maxwell’s equations, addressing electromagnetic
polarization, dielectric permittivity, and how this parameter is related to the propa-
gation of electromagnetic waves within various materials. Chapter 3 explores Ground
Penetrating Radar, its theory, and planetary applications. Chapters 4 and 5 discuss the
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characterization of lunar simulant samples used in this research and the electromag-
netic mixing models employed to estimate the dielectric properties of biphasic mixtures.
Finally, from Chapter 6 onward, the results of the laboratory experimental activity are
presented. This research work encompasses a diverse set of laboratory activities aimed
at characterizing the dielectric properties of lunar regolith analogues and evaluating
the potential of GPR for subsurface exploration of the Moon. The dielectric properties
of nine analogues were measured under varying compaction conditions, employing a
Vector Network Analyzer (VNA) connected to multiwire electrodes. Measurements
spanned a frequency range of 100 kHz to 3 GHz, with compaction adjustments facil-
itated by a vibration plate (Chapter 6). Temperature-dependent dielectric behavior
was studied in Chapter 7 using a capacitive measurement cell connected to an LCR
meter, spanning a frequency spectrum of 20 Hz to 1 MHz. Integration with a climatic
chamber enabled exploration across temperatures ranging from 200 K to 350 K. Dry
conditions and scenarios involving mixtures with distilled water ice were investigated.
The investigation extended to Ground Penetrating Radar measurements in a labora-
tory setting, utilizing a dielectric box filled with a synthetic mixture of glass beads
mimicking lunar regolith properties (Chapter 8). Summary and conclusions are found
in Chapter 9.

i



Chapter 1

The Moon

The Moon is the Earth’s only natural satellite, the fifth largest in the Solar System
and the most visible object from our planet. It is a rather simple world, but it also
plays a major role in the comprehension of the evolution of the Solar System; and it
is a crucial first step towards human space exploration. As a matter of fact, the Moon
has witnessed the existence of the Solar System over the past 4.5 billion years.

In relation to the Moon’s genesis and origin, the so-called gigantic impact hypothesis
has gained considerable relevance in the scientific community after the Apollo missions.
The Moon formed when the proto-Earth and a Mars-sized asteroid collided. According
to this hypothesis, both objects must have already differentiated. After the collision
most of the dense material was incorporated into the Earth’s core and mantle, while
the outer layers of the Earth ( the crust and the upper mantle) were ejected into orbit
where accreted to form the Moon. According to this theory, its primary source of
material is the impactor rather than the Earth. It explains the Moon’s lack of iron
and water, the large angular momentum and mass; but despite this model is widely
accepted it is far from being perfect [91].

375hrs

® Target core

® Target mantle
Target magma ocean

@ |mpactor core
Impactor mantle

Figure 1.1: Mathematical simulation of the giant impact theory between the proto-Farth and a Mars-
size object [91].
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1.1 General characteristics

The Moon revolves counterclockwise around the Earth, just as the Earth and the other
planets do around the Sun. It takes an average of 27.32166 days to revolve around the
Earth, due to the tidal friction which slows down the lunar rotation. The elliptical
orbit exhibits an eccentricity e = 0.0549, and the average distance from the Earth is
around 384.100 km. The Moon is locked into a synchronous rotation with respect to
the Earth, the average period of revolution around its principal axis is equal to the
period of revolution around the Earth. Doing so, it maintains the same face oriented
toward the Earth, which is the reason why we refer to the near side and the far side
of the Moon.

Besides the synchronous orbit, tidal effects cause the Moon to recede from Earth
at a rate 3.79cm/year. The orbit of the Moon is inclined by 5.15° with respect to
the ecliptic and the inclination of the lunar orbit to the Earth’s equatorial plane varies
between 18.4° and 28.6°. The orientation of its rotation axis is tilted by 1.53° relative
to the ecliptic pole.

The exact synchronism between the Earth and the Moon is only given at two
specific points along the orbit: near perigee and near apogee, where the rotational
angular velocity exhibits a delay compared to the orbital angular velocity. This is due
to the orbital eccentricity and the variation of the angular velocity. This scenario leads
to geometric librations in longitude of about £8.6° while the inclination of the Moon’s
orbit with the respect to the ecliptic plane causes the latitudinal libration of about
6.9°. As a result of these geometric librations we can only see the 60% of the lunar
surface from the Earth.

In terms of geophysical parameters, the Moon shows a surface gravity of 1.622m/s?,
which is nearly the 17% of the gravity on the Earth. The average lunar bulk density is
assessed to be around 3345.56 +0.40 kg/m? [48], considerably smaller compared to the
Earth (5.52 g/cm?), pointing out that the Moon and the Earth interior structures are
different. Also, the moment of inertia that is 0.3932 £ 0.0002 indicates a small increase
of density with depth.

Temperatures at the equator varies from 350 — 400 K at noon to 70 — 100 K around
midnight; these extremes conditions are due to the absence of atmosphere and free
water to moderate the temperatures. At the lunar polar regions the surface tempera-
tures are much colder, varying between 150 — 200 K and 50 — 100 K, because of the
low incident angle of sunlight [143][122], see Fig.(1.3).
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~af}—Sun

Figure 1.2: The Moon revolves counterclockwise around the Earth and it takes an average of 27.32166
days. The orbit has an eccentricity e = 0.0549, and the average distance from the Earth is
R = 384.100 km. The Moon is locked into a synchronous rotation with respect to the Earth,
keeping the same face turned toward the Earth.

Moon Earth
Mass 0.7 x 10® kg 59.8 x 10?3 kg
Equatorial radius 1.738 km 6.378 km
Density 3.34g/cm? 5.515 g/cm?
Diameter 3.476 km 12.756 km
Obliquity of rotation axis 6.68° 23.45°
Inclination of orbit to ecliptic 5.145°
Eccentricity of orbit 0.0549 0.01671
Gravitational acceleration 1.622m/s* (g Earthnormal) 9.8m/s?
Mean orbital velocity 1.023 km/s™? 29.79 km/s™!
Length of day ~ 709 hours (29.5 FEarth days) 24 hours
Distance from Earth ~ 356.000 km - ~ 406.000 km
Temperature range at equator —173°C' - 127°C 0°C = 60°C'
Temperature range at poles —258°C' + —113°C —89°C' + —18°C
Escape velocity 2km/s 11km/s
Atmospheric pressure
at surface 1 x 1072 torr 760 torr

Table 1.1: Planetary properties of the Moon and the Earth [122].
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Latitude
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Figure 1.3: Superficial mean bolometric temperature of the Moon inferred from Diviner data. Figure
a) shows the mean temperature for one hour at noon and figure b) at midnight. Figure from

[1435].

The Moon does not exhibit an internally generated magnetic field but the crust
shows some regions of weak remanent magnetization. The magnetic field data inferred
from orbit and from lunar rocks analyses show that the Moon once had a global mag-
netic field powered by a core dynamo [140]. The dynamo operated during the first 100
million years following the crust formation, the paleomagnetic data provided evidence
that the dynamo was active from about 4.25Ga to 1 + 2.5 Ga and the absence of a
core-generated field implies that the dynamo ceased to operate after that time. Several
dynamo mechanism models were proposed, core thermal convection, core crystalliza-
tion, mantle precession and impact that could have changed the rotation rate of the
mantle.

During the Apollo era, astronauts installed a network of four three-component,
long period seismometers in a nearly equilateral triangle array (with corner distance of
~ 1100 km), which detected roughly 13000 seismic events for almost 8 years [48]. In
such a scenario, the Moon turned out to be an “active” body, in fact at that time only
meteoroid impacts were expected to be recorded.

The recorded moonquakes can be divided in four categories: thermal moonquakes
that are caused by the diurnal temperature changes, deep moonquakes that are orig-
inated from the zone between 700 = 1200 km inside the Moon, whose magnitude is
less than 3 on the Richter scale. The origin of these events is unclear but tidal influ-
ences due to the interaction between the Moon and the Earth is a plausible hypothesis.
For this reason, deep moonquakes occur in so-called nests, which repeatedly release
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seismic energy. Seismic events caused by meteoroid impacts were recorded over 1700
times. Shallow moonquakes, the hypocenter is located between 50 - 200 km from the
surface. Signals produced by those events are stronger than the other events and their
magnitude is greater than 5 on the Richter scale [66].

The lunar seismic signals were found to be of surprisingly long duration and high
frequency content compared to the events on the Earth. These characteristics are
related to intense scattering due to an highly heterogeneous, dry and porous lunar
regolith and a low intrinsic attenuation of the lunar interior.

1.2 The interior of the Moon

The deep structure of the Moon is a key point to assess the formation and evolution
processes of the Earth-Moon System. Despite the large amount of data provided by the
Apollo experiments and other recent spacecraft missions, the deep lunar structure as
mantle and core, remain largely unknown. Data suggest that the Moon differentiated
into crust, mantle and possibly a small core, as well as the other terrestrial bodies in the
Solar System. The low lunar average density outlines the presence of a iron core smaller
than the other terrestrial planets. Other geophysical data suggests a solid inner core
surrounded by a molten core, which is characterized by high electrical conductivity and
higher density than the overlying mantle. The chemical composition of the core is not
well constrained but, the values of moment of inertia, the ks Love number, the quality
factor ) as well as many other parameters, suggest a core radius ranging between 300
and 400 km composed of Fe — FeS — C, metallic alloy or molten silicates [48]. The
hypothesis of a solid inner core is also inferred by thermal models, which indicate that
some portions of the core should have crystallized over the past 4.5 Ga. Seismic data

also support the presence of a small inner core and a partially molten layer at the base
of the mantle (~ 300 km deep) [93].

Nearside Farside

= Shallow Moonquakes
Anorthositic crust

Partial melt zone
(lower mantle)

Deep moonquake

A15 !
*. Source region -

Fluid outer core

A12114

A16
Solid inner core

N Middle mantle

~
~ ? 560 km discontinuity
Upper mantle

South Pole-Aitken basin

Figure 1.4: Cross-section of the interior of the Moon. Inferred by geophysical investigations the
Moon is believed to be differentiated in crust, mantle, a small solid inner core and a fluid outer
core. From [141].
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1.3 The lunar geology

The surface of the Moon is almost completely covered by craters, that are the results
of meteorites and comets bombardment. Since the Moon has virtually no atmosphere,
the impacts generates craters that are ten to twenty times larger than the colliding
projectile itself.

Most of lunar craters have radial symmetry and the size determines how they
formed. Craters with diameter < 15 km, consist of smoothly contoured bowl-shaped
or cone-shaped depressions that considerably deeper than the surrounding terrain.
Crater morphology becomes more complex when impact energy and crater size in-
crease. Medium sized craters (20 km to 175 km) are featured by roughly flat floors, a
central peak or peak rings, and terraced walls. When the diameter is > 175 km they
can present more intricate center features, and central peaks are replaced by rings.
The exterior deposits that slope downward from the rim crest are present immediately
in the surrounding of the craters; and about one radius from the rim crest there are
secondary craters that dominate the deposits outermost region. These features are
generated by the material ejected from the crater that follow a parabolic path and
land in the nearby terrain. The ejecta from large craters and basins also creates a vast
number of secondary craters, which are located even hundreds of kilometers away from
the major ones. This fact outlines that the process involved is extremely energetic,
and the velocity of the ejecta approaches the lunar escape velocity. The material that
is not ejected during the impact is drastically altered. The surface is sometime broken
into rubble and then welded together by the material that has been melted because of
the high energy of the impact. The result of this kind of process goes under the name
of breccia. Analyzing deeper below the surface, rocks are cracked and deformed but
clearly the deformation is less severe at depth [142] [122].

Figure 1.5: Schriodinger crater, diameter of 320 km, the inner ring is about 150 km in diameter.
Unknown depth. Location: near south lunar pole 75.0°.5 132.4° E.

Shock waves generated by the impact projectile rapidly propagate into both sur-
face and the impactor. This produces an intense compression and melted material is
subsequently shot out from the contact area. Due to the decompression along the free
surface, a much greater amount of the surface and the impactor material are ejected
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along the cavity walls as it expands. The first material ejected reaches the highest ve-
locity and it is the last to impact to the surface. When the maximum depth has been
reached, the cavity continues to grow laterally and the material from the upper wall is
the last to be shot out. The material near the contact zone is melted and large blocks
are weakly fractured. Ejecta material often generate mixed zones, that may be ejected
in a later stage of the cavity expansion. For a simple crater, ejecta are deposited in
reverse order from the ejection, so the later derived material is pushed out at lower
velocity and land near the rim. When the attraction of gravity overcomes the force
of injection, the cavity growth ceases, shock waves decay and turn into elastic waves
fracturing the rocks around the cavity. When the induced stress by decompression
fall below the tensile strength of the surrounding rocks, the deformation ends. At this
point, the crater walls drop and the remaining melts flow down at the bottom of the
depression [142] [122].

Figure 1.6: Formation stages of simple craters. A. first stage, highly shocked material ejected. B. C.
D. E. shock waves propagate outward, cavity grows while and after the impactor is consumed.
F. maximum crater size is reached. G. a curtain of debris continues the outward expansion
after the cavity growth ceased and overturned flap of ejecta comes to rest. H. final configuration

[142].

1.3.1 Basins

Basins are generated from very large impactors that produced an excavation with a
diameter of at least 300 km up to thousands of kilometers. They represent the oldest
geologic features on the lunar surface, more than 50 basins are present and some of
them were afterwards filled with lava flows. Craters and basins are marked by a very
similar formation process, while they differ for the dimensions. Basins are characterized
by at least one internal ring inside the rim, peaks and secondary craters. Among all,
there are three major basins that have to be mentioned: the Orientale, the Imbrium
and the South Pole-Aitken basin.

The Orientale basin was not filled by lava, which means that its interior structure
is visible, also it better displays the geological features due to less degradation and
flooding than the other basins. Inside this basin 4 major rings are found, the outermost
is Montes Cordillera that has a diameter of 930 km, the second one called Montes Rook
is about 620 km, the third and fourth are 480 km and 320 km respectively.

The Imbrium basin was the first to be studied because of its favorable position on the
lunar near side for telescopic observations. Conversely to the case of Orientale, the
Imbrium basin was then filled by lava flows.

The South Pole-Aitken basin is the largest known impact crater in the Solar System
with a diameter of 2500 km and 13 km deep. It is located in the south polar region

7
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between the Aitken crater and the south pole as shown in Fig.(1.7). Its real extension
was known after imaging data provided by the Lunar Orbiter Satellite and it is believed
that the impact may have exposed the upper mantle [122] [142] [92].

Figure 1.7: The South pole-Aitken basin.

1.3.2 Maria

Maria are the round, dark areas that cover about 30% of the lunar near side. They
are located inside basins that were later filled with lava when volcanic activity began.
Nevertheless, we can find other areas on the surface of the Moon that are characterized
by the same type of rocks, but that have been blanketed by the ejecta produced by
later impactors. These areas are so called cryptomare.

Many lunar maria are outlined by strong gravity anomalies called mascons'. The
strongest anomaly is associated with Mare Imbrium but also other significant anomalies
occur with Serenitatis, Crisium and mare Nectaris. These features were first discov-
ered by tracking data of lunar orbiters and then confirmed by Apollo and Clementine
missions. As a matter of fact, spacecraft would accelerate as they flown over the maria
and then decelerate as they left the area [122] [142].

1Mascons: short term for mass concentrations.
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Figure 1.8: Lunar Maria located on the near side.

1.4 Lunar Rocks

Direct analysis of lunar samples returned from Apollo missions have provided infor-
mation about the chemical and mineralogical composition of the Moon, the age but
also essential details about the origin of the Moon and the evolution of the crust. The
results of these studies can be used to study larger areas of the lunar surface, including
regions that have never been directly sampled. Other significant data regarding chem-
ical composition were also acquired with natural X-ray and y-ray analysis from orbit
by the Apollo command modules. For this reason, the compositions of lunar rocks
are typically compared to the chondritic meteorites that are supposed to represent the
primordial composition of the Solar System.

Lunar rocks can be divided in four distinct groups: basaltic volcanic rocks, which
include lava flows and volcanic ash rocks (pyroclastic deposits). Pristine rocks from
lunar highlands, complex polymict breccias that were formed by impacts and lunar
regolith that covers the lunar surface. The present and the following sections provide
a brief description of the lunar rocks, among others, the lunar regolith is analyzed in
more detail as it represents the main objective of this work.

Resulting from the Apollo 11 samples analysis, mare basalts revealed a strong deple-
tion of volatile elements such as Na, K, Pb, Rb, H,O and many trace elements that
are conversely present in the chondrites. By contrast, lunar rocks seem enriched in
refractory elements (Al, Ba, Ca, Hf, Sr, U, Th, Zr, and others). Data provided by
Surveyor mission, other samples analysis and remote sensing, showed a terra compo-
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sition high in Al, where especially the far side terra seems richer. There are three
major minerals that characterize the composition of the lunar terre: plagioclase, low-
Ca pyroxene and olivine. Sometimes, rocks classification is made using anorthosite,
norite and troctolite (ANT), which are the predominant material of the lunar terra
crust. The basaltic regolith samples provided by Apollo 11 included small fragments of
plagioclase and anorthosite, which are presumably ejected fragments from an impact
object and these results seems to agree with similar samples collected at the Apollo 12
landing site.

A compositional class of terra material called KREEP (K = potassium, REE = rare
Earth elements, P = phosphorus) appeared very abundantly in the Apollo 14 landing
site, Mare Imbrium and Oceanus Procellarum. These elements characterize regolith
and bedrock breccias. KREEP and other trace elements like U, Th, Zr, Ba, Rb are not
considered most common lunar minerals, therefore are concentrated in the first partial
melts or in the last residual liquids of fractionating magna systems. The presence of
trace elements U, Th and *° K make KREEP much more radioactive than ANT suite,
thus ~-ray spectrometers carried on Apollo 15 and 16 could detect them [142] [59].

Meteorites
Asuka EET
Components Dho 280 Dho 730 NWA 482 381757 37591 NWA 773
Si0q 44.4 43.7 43.9 46.2 47.9 44.7
TiO, 0.19 0.17 0.16 2.06 1.00 0.57
AlyO4 30.7 27.6 29.4 10.7 13.0 6.79
Cry05 0.04 0.09 0.09 0.26 0.21 0.36
FeO 3.40 4.13 3.78 23.3 18.6 18.8
MnO 0.05 0.06 0.05 0.30 0.24 0.26
MqgO 2.53 6.90 4.28 6.36 7.38 20.0
CaO 18.2 15.9 17.8 11.9 11.3 7.90
Na,O 0.39 0.35 0.38 0.30 0.38 0.17
K50 0.02 0.02 0.04 0.04 0.05 0.09
P05 0.06 0.05 0.04 - - 0.08

H>0O 0.05 - - - - -

Table 1.2: Major elements composition given in wt% of some lunar meteorites. Dho280, Dho 730
and NWA 482 are samples of lunar highland rocks. Asuka 881757, EET 87521 and NWA 773
are mare basalts [6]).

1.4.1 Highland rocks

The pristine highland rocks can be divided in two distinct chemical groups that differ
in their molar abundance of Ca/(Ca+ Na+ K) and Mg/(Mg+ Fe). Resulting from
radiometric analysis regarding age determinations, the ferroan anorthosite rocks result
extremely old (4.56-+4.29 Ga). The magnesian suite rocks, that are high in Mg/ Fe are
also very old (4.46 + 4.18 Ga), overlapping with the ferroan anorthosites, which is an
issue to explore. By contrast, the alkali suite rocks, which include alkali anorthosite,

10



1.5 Lunar regolith 11

norite, gabbronorite, granite and quartz, result younger (4.37 + 3.80 Ga). Accordingly
with age determinations, the formation of some ferroan anorthosites occurred in parallel
with the earliest Mg suite magmatism. Nevertheless, the simultaneous crystallization
of the latters is not consistent with the Lunar Magma Ocean (LMO) hypothesis. In
fact, in the LMO models, the ferroan anorthosites crystallized first and formed the
oldest crust that was later intruded by the younger M ¢ suite rocks. For this reason, an
alternative crust building mechanism was initially hypothesized, the so called global
magma ocean or serial magmatism. Later analysis showed the presence of highly pure
anorthosites in many regions where fresh rocks from depth are exposed, which is a sign
of plagioclase accumulation from a magma ocean.

It is well known that anorthosite is very common in highland rocks with plagioclase
composition of typically Angg, by contrast the plagioclase in terrestrial rocks range
from Angs to Angs and the higher anorthitic contents clearly reflect the depletion in
volatile elements such as Na. Most of the rocks that are found in the lunar highlands
were presumably formed during the differentiation of a magna ocean, when buoyant
plagioclase accumulated in the upper crust and produced a thick anorthositic crust.
The magnesian suite rocks were thought to make up a significant proportion of the crust
but then, resulting from more accurate analysis, may instead be more localized prod-
ucts of intrusive activity in the Procellarum KREEP terrain (PKT) or other regions
characterized by the overturn of the mantle cumulates that have brought magnesian
rocks to the upper mantle, producing hybrid magnesian magma [61].

1.4.2 Mare basalts

The largest amounts of mare basalts were provided by Apollo 11, 12, 15 and 17, which
landed on maria. Geochemically, these basalts are rich in FeO, TiOs, depleted in
Als05 and show an higher CaO/Al,O5 ratios than highland rocks. Moreover, compared
with the highland rocks, mare basalts contain more olivine and/or pyroxene and less
plagioclase. Mare basalts are thought to be the results of partial melting of mantle
cumulates generated during the early differentiation of the Moon. Typically, mare
basalts are categorized using their 770y contents that led to three different kind of
basalt types: very low-T (< 1.5wt% TiO3), low-Ti (< 1.5 — 6 wt% TiO5) and high-T"
basalts (> 6wt% Ti0,). The results of radiometric analysis showed T'-rich basalts
are generally older than Ti-poor basalts, which led to the develop of models where
lunar mare volcanism began with high 770y content decreasing with time. However,
recent remote sensing analysis revealed the existence of young basalts with high 770,
contents. Also, orbital data of Fe and T concentrations seems to reveal no correlation
between mare ages and their composition. In fact, the concentrations of F'eO and 17O,
vary independently with time, thus, these early interpretations were probably biased
because the six Apollo landing sites are high-T% basalts areas [61] [142].

1.5 Lunar regolith

Lunar regolith is the uppermost surface layer made of fragmental and unconsolidated
rock material that overlies or covers the bedrock. The lack of atmosphere allows me-
teorites and micrometeorites to strike the surface producing breccias and agglutinates
of small grain size. It also represents a boundary layer between the free surface and
the solid Moon. Thus, crucial information about these two regions can be retrieved

11
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studying its chemical and physical properties. For instance, trapped in the solid frag-
ments, atoms from the Sun and cosmic-ray particles were found, making the lunar
regolith highly susceptible to electrostatic charging [30]. Solar-wind particles normally
consist of ionized atoms with energies of 1000 eV per nuclear particle (mainly H, He,
C, N). This energy is sufficient to implant numerous particles into the surfaces (around
10~ mm) of exposed mineral grains. Particles accelerated by solar flares have energies
ranging from 1 MeV/amu to > 100 MeV/amu, and they can penetrate several mil-
limeters to several centimeters to trigger nuclear reactions with specific materials. In
addition, these particles cause lattice damage tracks and trapped-electron anomalies
in crystals [59)].

Owing to its complexity, lunar regolith can be divided in three major layers as fol-
lows: superficial regolith, upper megaregolith and lower megaregolith [114]. A schematic
representation of megaregolith structure is shown in Fig.(1.10).

The superficial regolith layer is characterized by high degree of overturn, mixing
and subsequent comminution due to small meteoritic impacts. It consists of loose,
unconsolidated fines and breccia. Regarding its thickness, it can be determined using
different approaches. Worthy of mention are the seismic refraction experiments (Active
Seismic Experiments ASE) performed during the Apollo 14,16 and 17 missions that
have led to the characterization of the lunar near surface structure. The results of
these experiments, together with the passive recordings of Apollo Lunar Module (LM)
ascent stage impacts, brought to an interpretation of the seismic velocity structure of
the shallow layers. At the Apollo 14 landing site the uppermost seismic velocity layer
(~ 0.1km ') results to be 8.5m thick [31], while at the Apollo 16 landing site they
have found a depth of 12.2m [36]. In 2013 the Chinese Chang’e-3 mission collected
a radar section of ~ 110m on the far side of the Moon, revealing a complex vertical
structure of 20 m made of reworked zones, ejecta, paleoregolith, transition zones and the
basaltic bedrock [40]. More recently, the thickness of the regolith has been measured in
the South Pole-Aitken basin using the Ground Penetrating Radar of Chang’e 4 mission
and such thickness resulted to be about 12m [81]. The radar section highlights how
the subsurface is composed of loose soil, which is very transparent to the radar signals,
overlying a second layer of nearly 28 m made of ejecta deposit outlined by rocks and
boulders of various sizes and a mixture of fine materials, Fig.(1.9) [86]. Compared to
the far side, this section suggests that this area is more homogeneous and made of
of fine-grained soil. The Chang’e-4 data reveals different units of various thicknesses
made by multiple subsurface layers [46].

12
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Figure 1.9: (a) Chang’e 4 Radar section collected with the 500 MHz antennas. (b) Von Karman

Crater subsurface sketch based on the radar section interpretation and tomographic reconstruc-
tion from [81]. Image from [86].

The upper megaregolith consists of depositional layers of brecciated and/or melted
material, that are characterized by transport and deposition of material by means
of either impact ejecta sedimentation or transient crater gravitational collapse. The
thickness of this layer is thought to range between 1 + 3 km and it can be inferred by
modeling the correlations between crater population and the total volume of ejecta in
a certain area. The GRAIL mission provided some data that are consistent with the
existence of this upper layer, assuming a bulk density of 2600 kg m =3 with large surface
porosity of 0.30 =+ 0.35 in a thin porous layer limited to the top 3 km of the crust [56].

The bottom megaregolith layer is about 20 <+ 25 km in depth. It mostly consists
of bedrock fractured by impacts but not transported like the other cases mentioned
above. The fracture-density and fragment-size distribution decrease sharply with in-
creasing depth. The study of this lower layer was made possible by the analysis of the
lunar Passive Seismic Experiment (PSE) data, which provided significant information.
Moreover, the recent GRAIL data assumes a bulk density of 2400 kg m =3 and surface
porosity of about 0.10 + 0.20 that decrease exponentially with depth [56][122][59].

One of the main reasons why the lunar regolith is so crucial for our understanding of
the Moon is because almost all direct measurements of physical and chemical properties
of lunar material were made on samples collected from regolith. Furthermore, most of
the experiments, both conducted by astronauts and remotely monitored from Earth,
were done on or within the regolith layer.

13
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Figure 1.10: Cross sectional diagram of the upper lunar crust. Three distinct regolith layers are
found: superficial regolith, upper megaregolith and lower megaregolith [11]].

Location Photogeology Seismometer
Flamsteed Ring 3.3 m -

NE of Wichmann Crater 3.3 m -
Apollo 12 site 4.6 m 3tobm
Apollo 15 site ~T7m 5m
Apollo 11 site 4.6 m 3 to 6 m
SE Mare Tranquillitatis 7.5 m -
Apollo 17 site ~ 8m ~ 8 m
Apollo 16 site ~ 8to 10 m 12 to 15 m
Highland Plains 16 m -
Apollo 14 site - 10 to 20 m

Table 1.3: Mean superficial regolith thickness [94].

1.5.1 Classification system

The characterization of lunar regolith has primarily centered on particle size, compo-
sition, and space weathering effects. Particle size is commonly expressed using metrics
like mean particle size, while distributions are often fitted with power laws or log-
normal distributions. Rocks can be classified using terrestrial igneous rock schemes,
and detailed mineralogical composition is best determined through methods like X-
ray diffraction (XRD). Remote sensing techniques aim to identify pure minerals, but
assumptions and uncertainties exist, especially due to resolution constraints. Elemen-
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tal chemistry is described in weight percent oxides, with distinctions between basaltic
mare and anorthositic to noritic highland terrains. Space weathering effects, including
maturity indices like I's/FeO ratio and Optical Maturity (OMAT), influence regolith
properties over time. Despite the variety of metrics, there is a lack of a cohesive sys-
tem combining these factors, with existing studies primarily focused on lunar geological
history without practical applications in mind.

To be widely adopted and practically applicable in lunar resource utilization, a
lunar soil classification system must possess key attributes. It should primarily show
real-world ramifications, where discriminating various soil groups has practical effects
for certain activities. The classification should be quantifiable, clear, and measurable
using remote sensing or low-cost in-situ approaches, with no need for sophisticated sam-
ple return or isotopic analyses. Furthermore, the approach should be consistent with
existing measurements and descriptors for lunar regolith in order to preserve familiar-
ity and avoid the introduction of extra expressions [17]. A new classification system is
introduced by [17] that contains nine groups from particle size distribution and elemen-
tal composition of lunar soil. Fig.(1.11) shows the proposed classification where a very
first distinction between highland and maria terrain can be made based on the FeO
content. This point is particularly useful considering that some of the Apollo land-
ing sites and thus some apollo samples collected come from transition zones between
highland and maria, leading to uncertainties on the classification of such samples.
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Major divisions Group Group name

symbol

Highland Coarse grained regolith HC Highland coarse-
composition more than 50% retained grained soils
FeD<8.6 wi%h on No. 120 sieve (125

pm)

Medium grained regolith HM Highland medium
grained soils

Fine grained regolith HF Highland fine-grained

more than 50% passes soils

No. 270 sieve (53 pm)

Intermediate Coarse grained regolith IC Intermediate
composition more than 50% retained composition coarse
FeD 8.6-15.9 on No. 120 sieve (125 soils
wt%h pm)

Medium grained regolith M Intermediate
composition medium-
grained soils

Fine grained regolith IF Intermediate

more than 50% passes composition fine-

No. 270 sieve (53 pm) grained soils

Mare Coarse grained regolith MC Mare coarse-grained
composition more than 50% retained soils
FeO=15.9 wt on No. 120 sieve (125
%% pm)

Mare medium-
grained soils

Fine grained regolith MEF Mare fine-grained
more than 50% passes soils

No. 270 sieve (53 pm)

Medium grained regolith MM

Figure 1.11: Lunar soil classification proposed in [17] for future ISRU of the lunar soil.

1.6 Water ice on the Moon

Several observations have indicated the presence of water ice and volatiles in the lu-
nar polar regions [45][29][82]. The impact of carbonaceous asteroids and comets, the
outgassing caused by volcanic activity and the Solar wind along with micrometeoroid
impacts are thought to be the primary source of water ice at the lunar poles [18][84].
The Moon’s rotation axis is tilted of about 1.5° relative to the ecliptic, produc-
ing permanently shadowed regions (PSR). Topographic depressions in the PSR like
impact craters present extremely cold surface temperatures (< 110K) in which water
and volatiles deposited over billions of years [139]. These areas are also called cold
traps and are estimated to be around 17.000 km? at South pole from 80° latitude [121].
Direct evidence of PSR and cold traps mechanism is also known on other airless body
in the Solar System such as Ceres and Mercury [11].
The delivery of volatiles (e.g. HyO, COy, SO3) can occur at any latitude and molecules
can migrate via ballistic hopping until they are captured in the cold traps or lost.

16
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Multiple mechanisms, such as photodestruction (both photodissociation and photoion-
ization), chemical reactions in the atmosphere and on the surface, thermal escape,
radiation pressure escape and the solar wind interactions, can result in the depletion
of volatiles during the migration [11]. According to simulations of cometary impacts
on the lunar surface, ~ 6.5% of the impactor mass is retained on the Moon. Taking
into account the cometary impact flux and the post-impact processes that deplete the
water concentration, the total water mass that survives to the migration to the poles is
about 1.3-10% to 4.3 - 10° metric tons over 1 Ga, which agrees with the Lunar Prospec-
tor neutron flux measurements [104]. A parallel simulation that used asteroids as the
impactor, resulted in a water delivery mass on the Moon that is six times higher than
that of comets.

The water cycle can be triggered by the interaction between solar wind and the
lunar regolith that forms H,O and OH molecules [69]. These molecules are associated
to the observed 2.8 — 3 um absorption band in the reflected sunlight. The solar wind
implants —OH groups into the regolith that react and produce H,O when the surface
temperature is higher than 348 K. Water molecules will then move through the bal-
listic hopping. The two current mechanisms for delivering water to the Moon are the
solar wind implantation and the gardening process, although it is also believed that
past lunar volcanic activity contributed to this process. A transient atmosphere was
produced 3.8 — 1 Gyr ago by the volcanism, water vapor outgassed from cracks in the
lunar crust and migrated to the poles [134].

In Tab.(1.4) can be found a list of lunar missions that carry on-board several sci-
entific instruments that have been designated to detect and give evidences about the
presence of volatiles and water/ice abundance on the Moon. The evidences of water
ice were made also combining data from different missions as will be discussed in this
section.

Mission launch year Ref.
Clementine 1994 [98][97]
Lunar Prospector (LP) 1998 [43][44][45]
Kaguya (SELENE) 2007 [71]
Chandrayaan-1 2008 [54]
Lunar Reconnaissance
Orbiter (LRO) 2009 [22]85]
Lunar Crater Observation
and Sensing Satellite (LCROSS) 2009 [123][29][28]
Lunar Polar Hydrogen Mapper 9022 57]

(LunaH Map)

Table 1.4: Lunar missions designated to find evidences of presence of water/ice/hydrogen abundances
on the Moon.

Surface temperature data from LRO’s Diviner combined with UV albedo spectra
from LAMP data provided some evidences of exposed water ice at the lunar South Pole,
Fig(1.12) [58]. Based on the estimations of both annual maximum temperature and
the annual average temperature, the cold traps are distinctly marked by 7},,.. = 100 K
and T5,, = 70 K whereas the surround areas show temperature peaks of 75,4, = 230 K
and T,,, = 120 K, yielding nearly 1.1 - 10* km? of cold traps area at latitudes > 82°.
For locations identified by T},.. < 100 K there is a spectral evidence for water ice at
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the surface of >~ 1nm thickness. If the water ice is mixed with the lunar regolith the
concentration is expected to be ~ 0.1% to 2.0% by mass and it can reach up to 10%
of the surface when it is exposed. These assumptions are true when pure water ice is
involved in the process but the presence of additional volatiles can not be ruled out.
C'O, ice may also be present in cold traps where T, < 60 K [11].

Off/On Albedo Ratio

B
50 100 150 200 250 300 12 3.2

Figure 1.12: Fvidence of exposed water ice at the lunar South Pole inferred from surface temperature
Diviner data and UV albedo spectra from LAMP. The map shows the location of anomalous UV
albedo that is consistent with water ice [58].

An other evidence that further support this finding is given by the relationship found
between a rapidly increasing reflectance, measured by the Lunar Laser Altimeter, and
a decreasing lunar surface temperature (from Diviner data), towards the pole [47]. This
is observed in locations where the surface temperature is compatible with the existence
of water ice also noted by [58]. The South Pole shows a temperature-reflectance trend
that is consistent with the presence of water ice in the areas characterized by surface
temperature below 110 K. On the contrary, the North Pole does not show a sharp
increase in reflectance when the temperature is below 110 K but the steady increase of
reflectance is still present, and it may indicate a limited water ice exposure compared to
the South Pole. The bright pixels shown in Fig.(1.13) outline the reflectance anomalies
that are unlikely caused by geologic process and water ice may be present in these
areas.
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Figure 1.13: Lunar surface anomaly reflectance found at the Lunar Poles (North Pole on the left
and south Pole on the right) that are consistent with decreasing temperature below 110 K [47].
Water ice may be present in the area highlighted by bright pizels. Reflectance is measured by
the Lunar Laser Altimeter and the surface temperature data are acquired by the Diviner Lunar
Radiometer Experiment. Picture taken from [47].

The gardening process is the main responsible for the ice distribution at depth in
the PSR [18]. Superficial ice layers are comminuted and overturned with regolith by
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impacts, part of the ice vaporizes and escapes from the cold traps and some of that
is re-deposited in the surrounding area [42]. Secondary impacts push down and mix
the ice grains, regolith and rocks, Fig.(1.14). There is still an open debate concerning
whether the water ice is predominantly present in thick layers (superficial or buried),
fractured and mixed within the regolith or in the form of icy soil in permafrost condi-
tions. Regarding its lattice structure, ice might be either crystalline or amorphous in
nature, depending on the temperature at which it was deposited in lunar cold traps
[121]. Given all the factors presented above, the PSR are considered prime targets for
detecting water ice, especially for the preservation of water ice from sublimation, the
absence of solar radiation, and extremely and constant low temperatures [82]. The
detection and precise estimation of water ice volumes might be more difficult of what
expected due to the morphology and accumulation processes on the Moon [116]. Sev-
eral reasonable explanations exist for the difficulty in finding water ice across vast lunar
polar regions. These include the chance of fine-grained frost, burial depths more than
1'm and instrumental limitations [44][85][116]. An other problem in terms of clear de-
tection of water ice within the dry regolith is given by radar observations. In fact, the
dielectric characteristics of these two elements are very similar and it might be hard
to see water ice within the regolith just using radar investigations [27]. This fact is
one of the main topics of this thesis and it will be further discussed and deepen in the
following chapters.

Thick ice layer deposited
by large impact

Space weathering erodes ice

Impact gardening disperses intact
layer, drives ice deeper

Dynamic surface layer
Desiccated layer
Ice-rich regolith at depth

Deposit Evolution

Figure 1.14: The evolution of vertical ice distribution in PSR. The gardening process is the main
driver of the vertical distribution of ice in the cold traps. Ice layers present at the surface is
comminuted and mized with the regolith due to impacts. Figure from [18].

In Fig.(1.15) is reported a map of water ice stability depth for the North and the
South pole inferred from polar hydrogen abundances and true polar wander [125].
According to this study, the maximum ice stability depth would be up to 3m for the
North polar region and 2.4 m for the South polar region.
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Figure 1.15: Map of water ice stability depth at the North pole (A) and South pole (B) inferred by
polar hydrogen abundance and true polar wander [125]. Modified picture from [125].

A further topic of discussion is if water ice may also be mixed with other volatile
species delivered by comets and outgassing, depending on the surface physical condi-
tions. The presence of water and other volatiles is strongly dependent on surface and
near-surface temperature and ultimately on the sublimation rate. The sublimation rate
of water ice in vacuum can be expressed by the Hertz-Knudsen formula as follow:

m
E = apy(T) wE,T (1.1)
where « is the sublimation coefficient ranging from 0 to 1, ps(7) is the equilib-
rium water pressure of ice, i = 18.015 is the molar mass and R,, is the universale gas
constant. Given that, at T'= 104 K, 109 K and 120 K the sublimation rate of hexago-
nal ice is 10 kgm? Gyr—t, 100 kg m? Gyr~! and 1.3-10* kg m? Gyr~! respectively [121].
This is true for exposed superficial ice but subsurface ice would experience a significant
decrease in the sublimation rate due to the presence of a regolith layer which act as a
diffusion barrier. It’s estimated that at 1m depth the sublimation rate is lower by a
factor 10%, hence a loss rate of 100 kgm? Gyr—! occurs at T = 131 K instead of 109 K
at the surface.

In a recent study, researchers have downwardly revised the overall estimates of cold-
trapped ices on the Moon [120]. The Moon experienced a major reorientation of its
spin axis as it moved further away from Earth. The PSRs started to form on the lunar
surface following the transition known as the Cassini state and water ice started to grow
and accumulate since then. In this study they calculated the spin axis orientation and
the extent of lunar PSRs also taking into account the the advancements in modeling
the Moon-Earth’s distance over time. The discussion is about the age discrepancies
between large craters and the PSR they host, indicating that the PSRs are generally
younger, Fig.(1.16). According to this analysis, the majority of lunar water sources
existed prior to the formation of present cold traps, forcing a large downward revision
in predicted ice volumes within these locations. Between 4.25 and 3.75 billion years
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ago, impacts and outgassing supplied far more ice to polar areas than following periods.
During the Imbrian era, PSRs were somewhat rare, and volcanic outgassing coincided
with the early stages of PSR development. Solar wind-generated water may still play
a role in ice preservation. The key findings underline the relatively recent age of lunar
PSRs, which may explain the discrepancies.

—200

X (km) X (km)

Figure 1.16: Map of current and past extent of PSRs at the lunar poles. Colored patches depict
the area of PSRs in polar stereographic projection for the south and north polar regions with
current topography at maximum solar declinations of 1.5° (blue, close to current), 3° (green,
2.1Ga ago), and 6° (red, 3.3Ga ago). Picture from [120)].
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Chapter 2

The Electromagnetic Theory

Maxwell’s equations describe the propagation of electromagnetic radiation through the
vacuum defining the relations between the electric and magnetic fields. Such partial
differential equations are expressed as follows:

0B

- - 0D

H=J+— 2.2
V x J+ T (2.2)

V-D=gq (2.3)

V-B=0 (2.4)

where E is the electric field intensity (V/m), g is electric charge density (C/m?), B
is the magnetic flux density (T'), J is the current density (A/m?), D is the electric flux
density (or electric displacement) (C/m?2), H is the magnetic field intensity (A/m) and
t is time (s).

These equations describe the physics of the electromagnetic fields and are supple-
mented by the constitutive relations that further describe the macroscopic interaction
between matter and EM field, relating flux densities to the fields.

-

J=0E (2.5)
D=c¢cE (2.6)
B=uH (2.7)

o is the electrical conductivity and describes the free charge movement under the
influence of an external electric field. ¢ is the dielectric permittivity and characterizes
the displacement of charge particles within an insulator when an electric field is applied.
1t is the so called magnetic permeability and describes the interaction of magnetic field
and the magnetic moments of atoms and molecules. Such quantities o, ¢, u are called
constitutive parameters and are generally complex quantities. These equations remain
true in the ideal scenario of uniform, homogeneous material with no losses. The re-
sponse of a material to and external field can also be non-linear and time dependent,
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2.1 The wave equation 24

which means that the material properties can also depend on the history of the interac-
tion with the applied field. Furthermore, the physical properties of materials can also
exhibit some dispersive behavior. For these reasons, eq.(2.5), (2.6) and (2.7) should be
written in the following form:

J(t) = /OOO o(r)- E(t — 7)dr (2.8)
D(t) = /0 005(7) CE(t —7)dr (2.9)
Bt) = /0 T ) - rydr (2.10)

2.1 The wave equation

Combining the constitutive equations with the Maxwell’s equations, we obtain:

- OH
E=—p— 2.11
V x W (2.11)
Vx i — o 40 (2.12)
ot
V-E:g (2.13)
V-H= (2.14)

Let’s consider a region of space with no sources (J = 0 and ¢ = 0), eq.(2.11) and
(2.12) can be written in a more homogeneous form evaluating the left side curl.

VxVxX=V(V -X)-VX (2.15)
- - i
V(V-E)—V?E = —uV X aa_t (2.16)
. . E
V(Y- f) — V2T = eV x 38_15 (2.17)
Since there are no sources in the region of interest (V- E = 0), (V- H) = 0 we
obtain:
- E
V?E = HeS (2.18)
V2H =¢ | (2.19)
" or |

Eq.(2.18) and (2.19) are called wave equations and outline the propagation of EM
waves through a material.
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2.2 Propagation, Phase and Attenuation constants

A possibile solution for the wave equation can be expressed in the form of the plane
wave:

E = Eyexp(jwt — vyx) (2.20)

H = Hyexp(jwt — yz) (2.21)

where we expressed the solution in time harmonic form by assuming that each field
varies in time according to ¢/*!. In this way we have jw = 9/0t, where j2 = —1. The
plane wave is characterized by a period equal to:

f=w/2m (2.22)

The plane wave propagates parallel to the +x direction and the propagation con-
stant v, a complex quantity, that depends on the dielectric properties of the investigated
material.

The quantity « is the attenuation constant and describes the attenuation of the

electromagnetic wave during the propagation. This can be also expressed in unit of
decibels:

a(dB) = 20logi(e*™P/™)) = 8.686a(Np/m) (2.24)

The EM wave’s energy decreases when it travels through a material as a result of
attenuation.

B is the phase-propagation constant that defines the phase velocity at which the
EM wave propagates. Since the permittivity and permeability are complex quantities,
we can write:

v = jwyEn = juy/(e' = jel) (i — ju') = a +jB (2.25)
The attenuation and the phase-propagation constants can be expressed as a function
of the material parameters:

1/2
a:%{\/M’Q%—u”?\/e’?%—e’e’?—5’u’+5’éu”} (2.26)

w 2 "2 /2 "2 !’ ", " V2
=% V2422 el 4l — el (2.27)

where e/ = " 4 % is called effective permittivity and o, identifies the static con-
ductivity of the medium.

Considering the eq.(2.23), the wave equation can be expressed in terms of the
attenuation and phase-attenuation constant.

E = Eyexp(—ax) exp(j2r(vt — Sz /2m)) (2.28)
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H = Hyexp(—ax) exp(j2n(vt — Px/27)) (2.29)
where v = dz/dt is the phase velocity, which is defined as:

dx w A
Loy === 2.30
" BTT (2.30)
where T'=1/f is the time period and A\ = 27/f is the spatial period.
To further illustrate the coupling of £ and H, since the wave equation only depends
on x and t, all the other derivatives are equal to zero:

OE OE OH 0OH

- - (2.31)
Consequently, we may write:

- Ea;zx 0= _Mﬁgz (2.32)

_a{gz _ 8;; _ aaE; _ _Magy (2.33)

a;iy _ gaaEtz % _ _Magz (2.34)

Since we presupposed there were no sources in the region of interest, the divergence
is zero. Therefore:
ok, 0 0H,
or ox

The EM waves that are generated can be defined as superposition of plane waves
which propagate as transverse electromagnetic modes (TEM).

=0 (2.35)

Propagation
Electric __ Direction//
Field (E) /

Magnetic

Field {B}

b

Figure 2.1: With transverse electromagnetic (TEM) propagation, the electric and magnetic field lines
are all constrained to travel in directions that are normal the direction of propagation.
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2.3 Electromagnetic Properties of Materials

Terrestrial materials, including rocks, soils, and fluids, can exhibit a variety of elec-
tromagnetic behaviors, which are governed by the material’s varying physical-chemical
properties. The EM behaviors can be described in terms of the constitutive parame-
ters: the complex dielectric permittivity and the complex magnetic permeability. Such
quantities serve as the key parameters for the macroscopic description of an electro-
magnetic field-exposed dielectric material.

2.3.1 Dielectric Properties

As insulators with tightly bonded electrons in their atoms, dielectric materials don’t
conduct electricity. In the presence of an external electric field, they may also store
energy. Such materials are electrically neutrals but they can present some electric
polarization phenomena under the influence of an external field. The electric field
tends to distort or polarize atoms and molecules to form an electrical dipole. The local
redistribution of bound charges causes both storage and dissipation of energy. We may
use the concept of electric polarization P to explain this phenomenon. It is defined as
the dipole moment per unit volume AV of the dielectric material, where AV is the
volume, N, the number of dipole per unit volume and dp; are the induced moment
inside the volume.

1 NeAV
P = lim = Zl dp; (2.36)

When an applied electric field is present, many forms of charge separation and,
consequently, dipole moments, can appear in a material. These rely on the atomic,
molecular, polar characteristics, and the frequency of the applied field [62].

2.3.1.1 Polarization Mechanisms

There are several polarization mechanisms that take place, marked by different length
scales, [101] and [49]. The frequency of applied field governs the establishment of
dipoles, whether there is enough time before the field direction is inverted. The different
processes involved are summarized below:

Electronic polarization: the cloud of electrons around the atomic nuclei is dis-
torted by the electric field. The induced displacement produces dipoles that tend to
orient in a direction opposite to the field. It rapidly establishes and resists at high
frequency (< 10%*Hz).

Ionic or molecular polarization: the electrical field produce a slight separation
of positive and negative charges that generate dipoles, resulting in a distortion of
molecules. Materials with positive and negative ions that repel each other when an
external field is applied are significantly more likely to exhibit this process. This
mechanism can undergoes at frequencies up to < 10 H z.

Orientational polarization: it is also called dipole mechanism and occurs in
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materials characterized by randomly oriented dipole that tend to orient in the direction
of the electric field, (< 10'2H z).

Maxwell-Wagner polarization: this process is also referred as space charge
polarization or interfacial polarization and is only established for low frequencies (<
10°Hz). Tt locally causes the migration of charges particles. This mechanism is fre-
quently present during experimental measurements between the capacitor cell and the
tested material.

Mechanism | No applied field | Applied field

e | AL [N 12

lonic or

—
molecular I E
polarization

Orientational S -
or dipole I E
olarization
P O
+
Interfacial —
polarization I E

Figure 2.2: Polarization mechanisms that take place when a dielectric material is under the influence
of an external electric field. Modified from [19].

It may takes some time for a general material under the effect of an external field to
reach the steady state. This delay is known as "relaxation time” 7. In light of this, we
can distinguish between an almost immediate polarization caused by the deformation of
atoms and molecules and a secondary, time-dependent polarization. The application of
external field arises a second effect inside the material which is the electric conduction
that also cause energy dissipation. The electrical conduction arises when free charges
are present. Both polarization and conduction phenomena can be discussed in terms
of permittivity and permeability.

2.3.2 Electric Susceptibility

We can introduce the susceptibility x. to quantitatively assess the polarization induced
in the material by the external electric field. The susceptibility is also useful to define
the relative dielectric constant.
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Let us consider a flat capacitor filled by a dielectric homogeneous material, under
the influence of an external field, Fig(2.3). The resulting electric flux density is given
by the sum of two terms.

D=¢cyE+P (2.37)

Figure 2.3: Flat capacitor filled by a dielectric material. The polarization induced inside the material
is directly proportional to the electric field. The relation between E and P is given by the
susceptibility xe.

The electric flux density can be directly linked to the applied field and so the
polarization.

P =eox.E (2.38)
The quantity x. defines the dimensionless electric susceptibility that it is generally
expressed in the following way:

(2.39)

For the majority of linear dielectric materials, the polarization is directly propor-
tional to the average electric field strength. The ratio P/FE is a constant that describes
an intrinsic attribute of the material. Substituting the eq.(2.38) in the flux density we
can obtain the operative definition of the relative permittivity also known as dielectric
constant.

D =¢goE + aoer =eo(l + Xe)E =¢,FE (2.40)

The parameter €, defines the static permittivity of a given material but it is com-
monly expressed divided by the permittivity of the vacuum, which gives the relative
permittivity ;.

€s

== =14 (2.41)

€0
The relative dielectric constant is a complex quantity and it is convenient to high-
light its real and imaginary part.

e = e, — jer (2.42)
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2.3.3 The complex dielectric permittivity

The complex dielectric permittivity can be discussed through the equivalent circuital
approach, illustrated in Fig.(2.4) [62]. Let’s consider an empty flat capacitor connected
to a circuit powered by alternating current. The circuital system is characterized by
an alternating voltage V' and the capacitor by the stored charge (). The charging
current that flows through the capacitor has a phase angle of 90° against the voltage
V' and it can be calculated by eq.(2.43), where Cj is the vacuum capacitance and
w = 27 f is the angular frequency. When the capacitor is filled by a dielectric material,
its capacitance depends on the dielectric properties of the substance. This fact is
highlighted in eq.(2.44) by the factor ¢/ that is the real part of the relative dielectric
permittivity previously defined in eq.(2.41).

dQ

Io= 5% = JuCyV = Lyelr e/ (2.43)
5/
C= CO_ = Coé'; (244)
€0
Itot
N —
Osc I
4 69 we',Cy g % wer 10t Co
v

Figure 2.4: FEquivalent circuit system of a flat capacitor powered by an alternating current. The
resolution of the system provides the operative definition for the complex permittivity.

In addiction to the charging current component, a loss current I,. can occur, which is
proportional to the conductance G of the dielectric material and it is in phase with the
applied voltage. The total current is then expressed in eq.(2.46). The angle between
the charge current and the total current, in Fig.(2.5), is called the loss angle § and it
is used to illustrate the frequency response of the circuit, the dissipation factor D or
loss tangent, eq.(2.47).

I, =GV (2.45)
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Figure 2.5: Vectorial currents diagram in the capacitive cell filled with a dielectric material. The
total current that flows in the circuit is given by two terms: a charge current and a loss current.
The angle 6 is the loss angle.

[tot = Ic + IT‘ = V(jwc + G) (246)
I, 1

Since the dissipation process may account for multiple causes that are related not
only to the RC circuit itself but also to the dielectric properties of the material inserted
into the capacitor, it’s more convenient to introduce the complex dielectric permittivity
to outline the capacitance and conductance. The equation (2.46) becomes:

C
[tot = Ic + Ir = V(ngl + UJE”)_O = jWCoETV (248)
€0

Doing so the loss tangent is given by the ratio between the imaginary and real part
of the permittivity.

)

D =tand = — (2.49)

2.3.4 Conductivity

The equation (2.48) can be written in a different form to show the relation of permit-
tivity and conductivity. For a parallel plate capacitor the capacitance can be expressed
as a function of the geometry of the cell, eq.(2.50), where A is the area, d the plates
separation and the electric field £ = V/d.

A

In light of this, we can write the total density current using the eq.(2.48).

01, a ,. .
- 8zt4t - 8_A(9W€’ +we")AE = (jwe' + we")E (2.51)
The total density current can also be expressed in terms of the electric displacement
from eq.(2.2) and taking into account the equations (2.5) and (2.6) we can extract the

relation between permittivity and conductivity.

J = (jwe' + we")E = saa—f (2.52)
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The product of the angular frequency and the imaginary part of permittivity con-
stitutes the dielectric conductivity o = we”. The quantity o takes into account all the
variety of effects that cause the dissipation, the ohmic conductivity, the conduction
due to the charge migration and it is frequency dependent.

To further illustrate the relation of permittivity and conductivity, we can identify
the effective conductivity which is given by the sum of two terms: the static conduc-
tivity o and the one caused by the alternating field o, = we”, eq.(2.53) [49]. The
complex dielectric permittivity can now be expressed in terms of the conductivity, as
shown in eq.(2.54) and (2.55).

0. =0, +we =0,+ 0, (2.53)

e=¢ —je —5—]2—6—305+—wg (2.54)
w

e=¢ —j (5” - E) (2.55)
w

The equation (2.55) is the most common way to show the permittivity since it
takes into account both the dielectric loss and the conductive loss. Similarly, the loss
tangent, eq.(2.49) can also be expressed as a function of conductivity:

e’ +os/w
el

tand = (2.56)

2.3.5 Magnetic Properties

Materials that present magnetic polarization when exposed to an external magnetic
field are called magnetic materials. In complete analogy to the dielectric case, the
magnetization is given by the alignment of intrinsic magnetic dipoles to the external
field. The macroscopic description of the phenomena is given by the magnetization
vector which is defined as the dipole moment per unit volume AV of the material; the
equivalent of polarization for the dielectric case. Lunar material are non-magnetic and
in this work it’s always implied that pu, ~ 1.

Ny AV

M= lim —— AV Z di; (2.57)

The magnetization and the magnetic field are related by the so called magnetic
susceptibility which is a complex and dimensionless quantity:

—

M =y, H (2.58)

The magnetic flux density can be then expressed as the sum of two terms, the
magnetic field and the magnetization vector, yielding to the definition of the complex
magnetic permeability .

B = pio(M + H) = po(1 + xm)H = pH (2.59)
= po(1+ Xm) (2.60)
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e = o= (1+ Xm) (2.61)

where i, is the relative magnetic permeability which describes the magnetization
of a material when exposed to an external magnetic field.

2.4 Frequency dependance of permittivity

As was introduced in section 2.3.1, the dielectric behavior and the polarization mech-
anisms are strongly governed by the oscillation of the electromagnetic field. However,
it is more fascinating to examine the dielectric characteristics in the frequency domain
since no geo-material is free from dielectric losses, and as a result, free from dispersion.
The potential energy is transformed into kinetic energy when the dipoles are estab-
lished by rotating and moving charges in space. This fact is reflected in the decrease
of the real part of permittivity and the increase of the imaginary part. The coupling
of real and imaginary part is well described by the Kramers-Kronig relations,[126]:

fw) =1+ % /Oo (:j,/)g:—(_u)jzdw’ (2.62)
£ (w) = 2?“ /0 h (1w,)2—_(u2d / (2.63)

2.4.1 The Debye model

In this regard, several models were proposed to describe the permittivity as a function
of frequency, in order to obtain a better comprehension of the phenomenon. The
Debye model is one of the most common mathematical approach that was developed
to describe the polarization of pure polar molecules, which also describes the dielectric
behavior of several geo-materials [34].

e(w) = €00 + % (2.65)
e(w) = L) LB (2.66)

WE(

Wrel (1 + (W/wrel)2)2

The quantity w,e = 1/7 is the relaxation angular frequency, inversely proportional
to the relaxation time 7, £5 and e, are the static permittivity and the high frequency
permittivity respectively. A general material can present multiple polarization mecha-
nisms that occur at different frequencies, hence it can shows NN relaxation frequencies.
The equation (2.64) can be rewritten in a more general form:

55 - é‘oo . Og
— e — 2.67
= £oo + Z e e (2.67)
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Once the relaxation frequency is noted, the equation (2.53) can also be expressed
in terms of wy.q:

w2

s
w2 + O")'r2‘el

where the conductivity at high frequencies o, can also be expressed in terms of the
static conductivity oy, static permittivity €, and wy.¢;:

(2.68)

O =0oo — O

Ooo = 05+ €0(Es — Eoo)Wrel (2.69)

l 4
o, =l

o = (g, /e, }l (r")

Figure 2.6: The Debye model describes the behavior of complex dielectric permittivity in the frequency
domain. Figure taken from [110].

If the static conductivity is negligible, the relaxation frequency can be found at the
maximum of the imaginary part as shown in Fig.(2.6), while the real part of permittivity
exhibits an inflection:

d 1
8;£w) — 0 = w/w = 1 (2.70)
Eerax = S _2800 (2.71)
o =St (2.72)

€
2
These results can be easily visualized in the ”Cole-Cole diagram” where &” vs &’
produces a circle where only the positive region has physical meaning, Fig.(2.7).

/ €s T €oo ? "2 €s — oo ?
I (2.73)

The circle equation is determined by combining the real and imaginary part, eq.(
2.65) and (2.66).
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Figure 2.7: The Cole-Cole diagram also known ad Argand diagram for one relaxation frequency
Debye model where the static conductivity is negligible.

2.5 Temperature dependance of permittivity

Once the Debye model is noted, it is important to highlight that the relaxation fre-
quency also change at varying temperature according to exponential law, eq.(2.74)
where F is the activation energy, k;, the Boltzmann constant, wg is a constant value
and T the temperature in Kelvin. Similarly, for dipolar material, the gap between
static and infinite permittivity varies with temperature as highlighted in eq.(2.74) [62].

Wrel = Wo eiE/ka (274)
A

s — Eop = — 2.75

Eg — E T ( )

Substituting eq.(2.74) and (2.75) into the Debye model, and neglecting the static
conductivity, it yields to the description of permittivity also in terms of temperature:

; AT
2elW) = oot T o exp QBT (2.76)
() = (A/T)wexp(E/k,T) (2.77)

wo |1+ (w/wo)? exp(2E /Ky T)

These two equations illustrate an inverse proportionality relationship with temper-
ature. As the temperature decreases, the value of real part increases and the peak
of imaginary part moves towards lower frequency values. The same also applies for
the static conductivity that is related to the temperature according to the Arrhenius
formula, eq.(2.78). The effect of temperature on dielectric parameters is depicted in
Fig.(2.8).

w? exp(2E kT
w2 + w2 exp(2E /kyT)

A
os = og0exp(—FE/kT) + TWo exp(—E/k,T) (2.78)
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®

Figure 2.8: Effect of temperature on dielectric properties. For higher temperature values, the permit-
tivity and conductivity move towards lower relazation frequency values. Modified from [110].

2.6 Dielectric behavior of geomaterials

The intent of this paragraph is to summarize the dielectric properties and behavior
of geomaterials relevant to planetary explorations, such as rocks, soil, and ice. Data
from the literature, graphs, and tables are presented for comparison with laboratory
measurements.

2.6.1 Rocks

Rocks are composite material made up of one or more minerals. However, because of
the possibility of non-mineral components, including water, the physical properties of
a rock may not be a simple sum of the attributes of its constituent minerals. Two
electrical characteristics are important in the petrophysical characterization of rocks:
the electrical resistivity and the dielectric permittivity. Most minerals in rocks, partic-
ularly silicates and carbonates, have very high specific resistivity, exceeding 10° Qm (or
specific conductivity s o < 107 .S/m), making them insulators. Conductive minerals,
such as sulfides and certain oxides, are uncommon in the Earth’s crust, with graphite
being a notable example [119]. The relative permittivity of the most abundant rock-
forming minerals tends to lie in the range of 4 to 10, but some minerals, particularly
those in the sulfide and oxide groups, show greater values. Variations in electrical
characteristics can be attributed to impurities and unique crystalline structures, which
also contribute to electrical anisotropy within the same mineral class or group.
Campbell and Ulrichs (1969) [16] undertook a comprehensive investigation of the di-
electric properties of rocks and powders. Their study involved measurements on 36 dis-
tinct rock types, examining both their solid and powdered forms, at frequencies of 450
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MHz and 35 GHz. According to the data in Fig.(2.9), the relative dielectric permittivity
of 36 solid rock types ranges from 2.5 to 9.6. Interestingly, there are not any significant
variations between the values obtained at 450 MHz and 35 GHz, demonstrating that e,
remains stable across the microwave spectrum, implying a frequency-independent be-
havior. This observation is supported by the spectra given in Fig.(2.10), which exhibit
the behavior of four representative rock types. In particular, dielectric investigations at
various temperatures show that ¢, has temperature-independent trends. Other electric
measurements and properties of rocks and terrestrial material can be found in [107].
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Figure 2.9: Complex permittivity of 36 rock samples measure at 450 MHz and 35 GHz in the work
of Campbell and Ulrichs (1969) [16]. Modified from [835].
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Figure 2.10: Complex permittivity of selected rock samples measure at varying frequency from [83].

2.6.2 Soils

The anhydrous powders consist of grains derived from various rocks and minerals,
blended with enclosed air volumes residing within the pores. Due to this composition,
they are generally treated as heterogeneous mixtures whose dielectric properties are
described by mixing formulas. The microwave dielectric constant of soil, is nearly
constant throughout a wide range of temperatures and frequencies in the absence of
liquid water. It is shown that the real part of permittivity ranges between 2 and 4 and
the imaginary part is lower than 0.05. The main variation is given by variation of bulk
density (or porosity) and several models were proposed. Eq.(2.79) is general model
from [35] for dry soil while eq.(2.80) is empirical formula identical to the Lichteneker
rule discussed in the mixing formula chapter that is also shown in Fig.(2.11).

o = (14 0.44p,)? (2.79)

el = 2" (2.80)

soi

An extensive work of dielectric measurements was carried out on lunar regolith
samples [59], whose dielectric properties endorse the constant behavior of general dry
soil. Fig.(2.12) reports the real part of permittivity and loss tangent of several Apollo
regolith samples as a function of density. Eq.(2.81) gives the empirical trend obtained
on moon data for dry regolith as a function of density [59].

¢ — 1.871% (2.81)

regolith
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Figure 2.11: Complex permittivity of powdered rock samples in function of bulk density [83].
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Figure 2.12: Complex permittivity of lunar regolith in function of bulk density [100].

2.6.3 Water ice

Water exhibits a high degree of polarizability due to the polar nature of its molecules.
The distribution of dipoles in liquid water will essentially align with the supplied elec-
tric field. As a result of this phenomena, water has a relative permittivity of about 80
and it strongly varies with temperature, [4]. Water, as a polar molecule, has the ability
to dissolve ionic compounds. Ionic compounds dissociate in water, creating positively
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and negatively charged ions that can move freely throughout the water, resulting in
electrical conductivity. Therefore, while water is a poor conductor of electricity in its
pure form, the level of conductivity directly increases with the concentration of ions
that are dissolved in it. Laboratory investigations of pure water ice have covered a
broad spectrum of temperatures and frequencies and the experimental results show
that the dielectric properties of pure water ice adhere to the Debye model; which is
already discussed in the prior section. This behavior is primarily caused by proton
hopping polarization and has been extensively studied by numerous researchers, and
more details can be found in [8], [67], and [20]. There are several aspects that can mod-
ify the dielectric response of the sample as crystal orientations, cracks and inclusions
of impurities or gas bubbles, and many others [110]. Furthermore, the ice growth and
cooling procedure may accidentally affect the integrity of the ice-to-electrode interface,
perhaps generating air gaps or cracks. This is further complicated by the materials’
different thermal expansion coefficients. These characteristics, taken together, have the
ability to significantly modify the expected Debye behavior of pure water ice. They
have the ability to introduce new relaxation phenomena, shorten relaxation durations,
and broaden the bell-shaped dielectric response curve. Fig.(2.13) reports the Debye
curves of pure water ice.
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Figure 2.13: Pure water ice Debye model measured at 263 K in function of frequency. Left Y-axis
reports the complex permittivity, right Y-axzis shows the conductivity. Taken from [108].

In the frequency range 10 M Hz to 300 GH z the water ice permittivity is frequency
independent and presents weak variation with temperature that can be modeled as
eq.(2.82), [90]. In practical applications, the temperature dependence can be disre-
garded, and a constant value of real part of nearly 3.2 can be employed consistently
throughout the entire microwave frequency range.
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g =31884+9.1x107*T (when —40°<T <0°) (2.82)

The pure water ice is often contaminated with ionic impurities like salts, that give
rise to the permittivity of the sample, particularly the imaginary part that is related to
the energy losses. Water ice is extremely sensitive to very small quantities of impurities,
since they have the ability to replace the existing oxygen atoms and therefore modify
the lattice structure. Fig.(2.14) shows a notable variation of the imaginary part, varying
the salinity S of water ice samples [83]. Such impurities can become integrated into the
hydrogen-bonded network and cause the creation of protonic point defects [74]. H™,
OH~-, NH;, Cl~, and F~ are among the most common ions that can be hosted within
the ice lattice [108].
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Figure 2.14: How impurities affects the energy losses of water ice samples. Modified from [83]

When compared to pure water ice, sea ice is a much more complicated medium in
terms of structure and electromagnetic properties. Sea ice has a complicated composi-
tion, with liquid brine inclusions and air pockets distributed throughout the ice matrix.
The brine inclusions, which contain a salt-water mixture, have a significant impact on
the composite’s complex dielectric characteristics. This is primarily due to their sig-
nificantly higher complex dielectric constants than ice. The rate of ice layer formation
has a significant impact on the shape and concentration of these brine inclusions. Sea
ice is commonly classified into three major types based on its age: (a) young ice, which
is typically less than 30 cm thick, (b) first-year ice, which is typically 30 cm to 2 meters
thick, and (c¢) multiyear ice, which is thicker than 2 meters [138]. Several main param-
eters influence the complex dielectric constant of sea ice: the dielectric constant of pure
ice; the dielectric constant of the brine pockets or inclusions; the volume fraction of
brine within the ice; the distribution and geometry of the brine pockets and inclusions
relative to the direction of the external electric field. Other factors that can influence
the dielectric behavior are the ice temperature and the salinity S that also influence
the volume fraction [83]. The salinity parameter is primarily governed by temperature
and several models describe its trends as a function of temperature [5]. The empirical

41



2.6 Dielectric behavior of geomaterials 42

models for salinity expressed below are also plotted as a function of temperature in
Fig.(2.15).

Sy = 1.725 — 18.756T — 0.3964T% for —82<T < —2°C (2.83)

Sy = 57.041 — 9.929T — 0.16204T% — 0.002396T%  for —22.9<T < —8.2°C (2.84)

Sy = 242.94 + 1.52997T + 0.04297°%  for —36.8 <T < —22.9°C (2.85)

Sy = 508.18 + 14.535T + 0.201872  for —432<T < —36.8°C (2.86)

The complex permittivity of sea ice is plotted as a function of frequency in Fig.(2.15)
modeled by Stogryn in 1971 [128] as follow:

/ b0 EWoo
= - "= 2.87
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Figure 2.15: Dielectric properties of sea ice. On the left panel is reported the variation salinity in
function of ice temperature. On the right panel is reported the dielectric constant of liquid brine
at varying frequency that is calculated using the Stogryn’s model [128]. The red curve is the real
part of permittivity while the blue line is the imaginary part. Modified from [83]
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Chapter 3

Radar theory and application for
explorations

3.1 Introduction

The radar remote sensing is non-invasive technique based on the electromagnetic wave
propagation. The remote sensing techniques cover the whole electromagnetic spectrum
from low-frequency radio waves through the microwave, submillimeter, infrared, visible,
ultraviolet, x-ray, and gammarray regions of the spectrum. Among all geophysical
methodology of investigations, they are considered one of the most powerful tool since
they are non-destructive and high-resolution methods. Remote sensing is become a
standard tool in the field of Earth observation for mapping the vegetation, land use,
glaciers monitoring and many other applications; but it is also widely employed in space
explorations for the mapping the surface of planets and to detect subsurface features,
discontinuities natural reservoirs without probing and drilling [32]. Radar stands for
Radio Detection and Ranging, it’s a system designed for the detection and location
of objects by radiating EM energy into space and detecting the echo signal reflected
from objects. The intent of this chapter is to give a brief introduction to the radar
instruments, basic principles and applications in the context of space explorations.

3.2 Ground Penetrating Radar

The (GPR), also known as georadar, is a high-resolution EM technique used to assess
buried objects’ location and depth, as well as investigate natural subsurface conditions
and features without direct access to it. It’s a class of radar in the ultrawideband UWB
that operates in the frequency range 10M Hz — 10GHz. It is employed for various
purposes: engineering, archeology, glaciology, geology, ground water, and many other
applications [68] where the target is usually located only a few wavelengths from the
antenna system.

A very common GPR design comprises a transmitter and receiver antennas in a fixed
geometry that moves along the surface. It operates by transmitting EM energy pulses
that propagate into the ground. When the EM energy encounter an interface between
two material it is partially reflected back and registered by the receiver antenna. The
reflections occur due to abrupt changes in the dielectric properties. GPR units consist
of a control unit that generates trigger pulses to the antennas for transmitting and
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receiving signals, along with a computer for data collection, Fig.(3.1). The collection
of GPR reflected signals can be visualized in a two dimensional representation called
radargram, shown in Fig.(3.2) where on the vertical axis is reported the two-wave travel
time of the EM pulses, while the position of the GPR is reported on the horizontal
axis.
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(B) INTERPRETED
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Figure 3.1: Ground penetrating radar sketch that illustrates the basic principles of this survey tech-
nique. (image taken from [1])

Time (ns)

Figure 3.2: Recorded returned signal obtained by GPR surveys, also known as radargram image.
(taken from [68]).
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The performance of GPR depends on surface and subsurface conditions, and the
instrument design is strongly applications-oriented, depending on target-type and EM
properties of the ”"environment” that retain the target. Generally, the GPR design
is made considering two fundamental aspects in order to detect a target: adeguate
spatial-depth resolution of the target; adeguate signal to noise ratio and clutter ratio.

For the following discussion, is important to highlight and introduce the concepts
of bandwidth B and central frequency. The GPR can be described in terms of B and
central frequency f. of operation which are strongly related to W, i.e. the EM pulse
width generated by the instrument.

W= —=— (3.1)

A (3.2)

Tt

where A, is the center frequency wavelength. It is important to underline that the
bandwidth B doesn’t define the central frequency of the GPR. However, the ratio B/ f.
is a quantity that characterizes the GPR signal.

B
R=% (3.3)

With R having an appropriate upper limit equal to one, the intent is always to
maximize B and minimize f. for optimal GPR design.

3.2.1 Timing and resolution

The GPR is employed for the detection of objects that can be found in the first one
hundred meters below the surface and thus resolution, times and frequency band are
important aspects to consider. We can determine the time range resolution of the GPR
using the two wave travel time delay time formula, eq.(3.4) considering min-max survey
depth of 0.01 — 100 m and velocity range 0.033 — 0.3 m/ns typically encountered in the
GPR surveys (water and air velocity propagation respectively).

_2-d

T=— (3.4)

Substituting the depths and velocities it’s easy to evaluate that the GPR time range
correspondes to 67 ps - 6060 ns.

An other crucial aspect is the resolution and the ability to discriminate the presence
of multiple targets at a depth. This translates into the ability to record multiple distinct
pulses and not a one larger event as shown in Fig.(3.3). When the direct signal from
the transmitter to the receiver overlaps with the reflected signals in time, transmitter
blanking happens. If two targets produce equal route lengths, the changes in travel
times may be minimal, resulting in the overlap of the reflected pulses. (Note that
the route lengths can be even different if the velocities are also different, resulting in
similar travel times). Two separated events/objects are resolved only if the pulses are
separated in time by a factor W/2, where W is the pulse width, see Fig.(3.4).
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Figure 3.3: A) Two distinct pulses registered by the GPR that are separated in time. The dotted
lines represent the signal envelope that are completely separated and resolved. B) The two events
are not distinguishable since the two envelopes partially or totally overlaps. C) Two events are
resolved only if are separated in time by a factor W/2 where W is the pulse width. Picture taken

from [4].
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Figure 3.4: A) Transmitter blanking happens when the direct signal from the transmitter to the
receiver overlaps with time reflected signals. B) If two targets have comparable path lengths,
travel time variations might be small, causing reflected pulses to overlap. From [68].

The resolution in space is a result of the temporal pulse separation concept and is
determined by pulse width W and material EM propagation velocity v. For radar pur-
poses we can distinguish between depth resolution, eq.(3.5) (logitudinal) and angular
resolution, eq.(3.6) (lateral) as reported in Fig.(3.5). The radial resolution is influenced
by pulse attenuation and dispersion. The distance from the system, the pulse width,
and the velocity all affect lateral resolution. The lateral resolution decreases with dis-
tance. ([68]) Lateral resolution is related to the first Fresnel zone, in fact in eq.(3.6)
the equality operation is given by considering eq.(3.1) and (3.2).

Ar > % (3.5)

Wuor dA.
Al > = .
‘2 \/ 2 \/ 2 (36)
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Figure 3.5: The resolution length is determined by the pulse width and propagation velocity. In an
ideal environment, the radial resolution length is independent of distance from the source. In
actuality, pulse dispersion and attenuation will affect radial resolution at greater distances. The
lateral resolution is determined by the velocity, pulse width, and distance from the system. The
lateral resolution length increases with increasing distance. Image taken from [68].

Typical GPR designs with bandwidth resolution and depth of investigation is re-
ported in Fig.(3.6) from [4]. A basic guideline is that the resolution should be on the
order of the greatest depth of exploration divided by 100.

hma:c
r R 3.7
100 (3.7)
Maximum Resolution Envelope  Required
Depth (m) Required(m) Width Bandwidth
in (ns) (MHz)
0.1 0.001 0.02 50000
1.0 0.010 0.20 5000
10.0 0.100 2.00 500
100.0 1.000 20.00 50

Figure 3.6: Summary of GPR design with typical depth, resolution and bandwidth required. Table
from [4].

3.3 Antennas design

Antennas play a crucial role in GPR applications, as they both generate and detect
electromagnetic (EM) fields. The transmit antenna is responsible for converting the
excitation voltage into a spatially and temporally distributed field. On the other hand,
the receiving antenna detects the temporal variation of a vector component of the EM
field and converts it into a recordable signal.

To meet the desired antenna characteristics, several requirements must be ad-
dressed. Firstly, it is crucial to precisely define the source and detection locations.
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Secondly, the transmitter and receiver responses must remain consistent over time
and space, ensuring their invariance. Additionally, the vector character linking the
source voltage and received voltage must be quantifiable for accurate measurement
and analysis. Lastly, the antennas bandwidth should be appropriate for the system
application needs. Fulfilling these requirements is challenging; field generation and de-
tection demand the use of finite-size antennas, where the antenna dimensions should be
comparable to the wavelength of the signals. Finite-size antennas possess the following
characteristics:

e Spatially Distributed Field: Field creation and detection occur over a distributed
region, resulting in imprecise source and detection points.

e Ground-Dependent Response: The field transit time (or wavelength) is not in-
variant in GPR applications due to the host environment, making the antenna
response not perfectly invariant.

e Less-Precise Vector Characterization: Spatially distributed antennas make it dif-
ficult to isolate response to a single vector component, leading to less precise
vector characterization.

e Bandwidth Maximization: Damping the antenna improves bandwidth, but it
may make the antenna less efficient and less sensitive to its surroundings.

3.3.1 Directivity - TE, TM patterns

Among various antenna types, short electric dipoles have demonstrated effectiveness
in GPR applications. The relative electric field amplitude at a considerable distance
from the source is donut-shaped when the dipole is in a uniform medium, as shown in
Fig.(3.7B). There is no energy emitted from the antenna’s ends, but energy is radiated
uniformly in the plane perpendicular to the dipole axis. The cross sections through the
donut commonly referred to as the TE and TM patterns [68], Fig.(3.7C). The pattern
changes dramatically when the dipole antenna is put on the ground, Fig.(3.8). The
refractive focusing associated with the impedance change at the air-ground contact
causes the change in directivity. This a good approximation in far-field case, the
fields are not as well defined near the antennas, and there are secondary lateral and
evanescent fields at the air-ground interface.
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Figure 3.7: A) System geometry and coordinates for dipole antenna. X-Y plane represents the ground
surface when the antenna is placed on the ground. B) 3-D model of small electric dipole. The
pattern is a donut-like shape in a uniform material. No radiation is emitted from the ends of
the dipole. C) Orthogonal cross sections through the 3-D dipole pattern showing the TE (H
plane) or TM (E plane) directivity patterns. Modified after [68].

Figure 3.8: TFE and TM patterns of dipole antenna that change dramatically when the dipole is put
in contact with the surface. This two pattern showed here are for a general ground permittivity

of 8.2. Image from [68].

3.3.2 Shielding

Ground-penetrating radar antennas are often placed near the air-ground contact, and
a shield is used to surround the antenna when necessary. This shielding is dedicated
to avoid the emission of energy in air and to avoid recording signals travelling in
air.[4]. Referring to the Fig.(3.9), the primary goals of antenna shielding design are
to maximize energy focused on path AA’ to and from the subsurface target, minimize
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direct transmitter-to-receiver energy on path B, minimize energy escaping into the
air along path C'C’, and minimize external noise indicated by signals D. Despite the
numerous advantages of shielding, there are certain disadvantages to consider. The
shielding involves a structure with an EM response, causing energy to travel from
the transmitting antenna to both the transmitter and receiving antenna shields before
reaching the receiving antenna itself. As a result, significant shielding-generated signals
may reverberate for an extended period, leading to a considerable increase in the system
ring-down.

In addition to these challenges, effective shielding leads to larger transducer size,
increased weight, and higher manufacturing costs. Consequently, antenna shielding
can sometimes introduce more issues than it resolves. As a result, many practitioners
prefer unshielded antenna configurations, especially when dealing with lower frequen-
cies where size and weight play crucial roles. In contrast, shielded antennas are more
commonly utilized in higher-frequency GPR systems, typically above 100 MHz, where
antennas are smaller. In these cases, tight ground coupling is integrated into the
shielding design to minimize signal leakage into the air.

Practical considerations for antenna shielding are essential to keep in mind. Re-
gardless of claims made, shielding is never perfect. Some GPR applications do not
require shielding; open sites can achieve the highest fidelity and maximum depth of
penetration without shielded antennas. Even with an ideally designed shield, there
remains the possibility of spurious signal leakage, which may occasionally mislead even
experienced GPR users in their interpretations. Thus, careful analysis and thoughtful
decision-making are imperative when determining the need for and implementation of
antenna shielding in GPR applications.

Cellphone

. Target

Figure 3.9: GPR system both transmits and detects radio waves. There are several different signals
and routes, and the goal is to optimize the intended responses while minimizing others. Image

from [4].

Without shielded antennas, open sites can achieve excellent fidelity and greatest
depth of penetration. Even with the best shielding, spurious signal leakage is possible,
which can occasionally deceive even experienced GPR users.
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3.4 Energy losses and attenuation

The energy of EM pulses that propagate from the antennas through the medium is
subjected to the attenuation process which follows an exponential law. There are two
main factors that cause energy losses. The energy absorption of the media in which
the signal propagates and the scattering. The first is defined as an intrinsic process
since it is strongly related to the electromagnetic properties of the medium; the latter
depends on dimensions and geometry of scatterers and the wavelength of the signal.
Scattering attenuation is also know as volume scattering [83] since is produced by
discrete particles in a background dielectric medium that is otherwise homogeneous.
In contrast with the volume scattering there is the surface scattering phenomenon that
happens at a continuous surface interface between two dielectrically differing media.
In the context of GPR survey the first two mechanisms of dissipation are relevant. The
surface scattering plays a major role for radar applications on Earth Observations and
Space Explorations.

Intrinsic attenuation (absorption): when a dielectric material is under the influ-
ence of an electric field the absorption process is a results of the conduction
current and the displacement current. The first depends on the properties of the
external field while the latter depends on the rate of change of the alternating
field. The intrinsic attenuation is commonly described by loss tangent tand, that
is defined as the ratio of conduction to displacement currents in a material. The
intrinsic dispersion and its relation with the loss tangent is deeply discussed in
chapter (2), section (2.3.4).

Scattering attenuation: The subsurface is generally a non-uniform medium that is
characterized by heterogeneities that act as scatterers. The small scale scatterer
generates weak reflections in all directions that are undetectable from the receiv-
ing antenna. This process dissipates part of the EM energy that is then absorbed
by the medium through the ohmic dissipation. The scattering dissipation follow
an exponential law as a function of distance r [12]

E = Ege™ " (3.8)

where «; is the scattering attenuation coefficient derived by [4] that depends on
the scattering cross-section A. and the number of scatterers per unit volume N.

_ NA

Qg 5

(3.9)
The scattering attenuation, is highly frequency-dependent phenomenon and when

the scattering is produced by small scale scatterers it is called Rayleigh scattering
process, where A in eq.(3.9) is known as Rayleigh cross-section:

A= Ca®f* (3.10)

where C is a constant (1/m?Hz%), a is the radius of a sphere, the geometrical
factor of the scatterers, and f is the central frequency of the radar signal [68].
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Ground

Figure 3.10: The scattering attenuation is caused by small heterogeneities present into the medium
that reduce the energy of the transmitted signal. Image from [83].

Surface attenuation: In the context of radar observations the roughness of a surface
is depicted in terms of statistical parameters, measured in unit of wavelength A\ of
the incident signal. The standard deviation of the surface height variation s (rms
height) and the surface correlation length [ are the main parameters to describe
roughness [83]. Using the parameter s and the wavelength A the electromagnetic
roughness parameter is defined as follow:

ks = 2%3 (3.11)
The roughness on a surface can be categorized by the Rayleigh criterion which
allows to define when a surface is considered smooth from electromagnetic point
of view. In Fig.(3.11) is shown the effect of surface roughness for normal and
oblique incidence. For the first scenario, if the surface was completely flat the
electric fields of the two reflected rays would have been in phase if the surface
had been entirely flat, but because the rough surface is higher at point B than at
point A by a height A, the field of the reflected ray at point B travels a shorter
distance by 2h. The phase difference for the case In Fig.(3.11A) is equal to
A¢p = 2kh = 4wh/X where k = 2w /A. On the other hand, the phase difference
for the oblique incidence at angle ¢ is equal to A¢ = 2khcost).

Figure 3.11: (a) normal incidence,(b) oblique incidence. Modified from [83].

According to Rayleigh roughness criteria, a surface can be considered smooth
when A¢ < /2. This condition is equivalent to h < ﬁ. For a general surface
that is defined by rms s, the Rayleigh criterion is equal to:
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A

$< g5 and ks <08 if ¥ =0. (3.12)

This criterion is valid for a first order classification roughness-smoothness but
for more detailed and complex models, a more sharp criterion is required. The
Fraunhofer criterion, which define the far-field distance of the antenna, requires
that the maximum phase difference between electric field rays from the center
and the edge of the antenna must be less than 7/8 radiants.

The Fraunhofer criterion is shown in eq.(3.13):

A

—_— 21 ; = 0. q
$<gog O ks <02 if 9;,=0 (3.13)

3.5 Survey acquisitions

GPR surveys can be performed using various acquisitions modes and geometries, each
designed to capture specific information about subsurface structures and features. At
first, we can distinguish between two types of GPR surveys, reflection and transillu-
mination. Here are briefly described the surveys acquisition modes that are classified
as reflection surveys. The transillumination surveys are less common and are generally
emplaced to study boreholes for engineering studies. The reflection data acquisition
modes include:

Common offset: The transmitter and receiver are set at a fixed distance and move
over the surface simultaneously in common offset mode operation. In a radargram
display, the two wave travel times of the EM pulses that travel through the
subsurface are presented on the vertical axis, while the distance the antennas
have traveled is displayed on the horizontal axis.

Common source: this configuration comprises a fixed transmitter and a moving re-
ceiver, increasing the offset for each acquisition. This is also called wide-angle
reflection and refraction sounding. This particular configuration is suitable in
areas where subsurface reflectors are planar.

Common receiver: same configuration of the common source point but inverting
receiver and transmitter antennas. Fixed receiver and movable source increasing
the offset at each acquisition.

Common midpoint: the transmitter and receiver are positioned equidistant from
the midpoint of the survey line.

3.6 Data visualization

Data visualization is a critical aspect of the GPR data analysis process, enabling
the possibility to interpret and comprehend subsurface structures and features effec-
tively. Visualization techniques play a vital role in transforming raw GPR data into
informative and visually understandable representations, aiding in subsurface imaging,
anomaly detection, and geophysical investigations. One-dimensional, two-dimensional,
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and three-dimensional visualization techniques provide valuable insights into subsur-
face structures

A-scan: short for ” Amplitude-scan,” is a 1-D visualization technique that plots the
amplitude of the received radar signal as a function of time. It represents the
strength of reflections as a function of travel time and provides information about
subsurface layers and objects for a single survey point. A-scan data are collected
by stationary measurement, placing the antennas above the position of interest.

B-scan: also known as ”Depth-slice” or ”"Time-slice,” is a 2-D data visualization
method that displays signal amplitude as a function of both time and position. It
presents a cross-sectional view of the subsurface at a specific depth level, showing
the variations in radar reflections along a designated line or profile.

C-scan: the GPR signal amplitude is plotted against position for a specific time win-
dow. It provides a plan view of the subsurface data, allowing researchers to
visualize the distribution of reflections over an area. C-scans are commonly used
to create 2-D images or maps of subsurface features, showing the spatial arrange-
ment of anomalies and structures at a particular depth level.

4 A-scan Z B-scan Z (C-scan
(a) {b) (e}

Figure 3.12: Ground Penetrating Radar different radargrams visual presentations: (a) A-scan, (b)
B-scan, (c¢) C-scan. Image from [70].

3.7 Radar for space exploration

The remote sensing technique of investigation is by far the most suitable methodology
that grant to study remote regions of the Solar System. Radar systems for planetary
exploration can be mounted on satellites or, depending on current and future space
mission objectives, typical ground-penetrating systems are installed on robotic rover
vehicles to detect the relative shallow subsurface characteristics of planets and celestial
bodies in general. The spaceborne radar can be divided into two categories: Synthetic
Aperture Radar (SAR) also known as imaging radar; and sounding radar. They both
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are designed on the basic principle of monostatic radar but they differ in frequency,
geometry of observation and data processing algorithms. Spaceborne radar are greatly
emplaced in the context of space explorations to map the surface of planets and study
the subsurface features like on the Moon, Mars, Venus and the icy satellites of Jupiter.
We can identify two scenarios of investigations: 1) dry environments: rocky crust
covered in regolith like the case of Moon and Mars. 2) non-dry and cold environments:
icy bodies like Europa, Ganymede and Callisto where the surface may present icy
mixtures of regolith and grains of ice and saline ice [96]; polar and sub-polar regions of
Mars and Moon where polar caps are present [45]; the lunar cold traps in the sub-polar
regions [42], where water and C'O, ice are thought to be present at the surface and
buried within the regolith. Very dry and cold environments are favorable for radar
explorations since radio waves can penetrate at great depths. The Earth is the only
ground-truth reference for terrestrial planets, therefore surface features and processes
observed on these bodies can only be interpreted using the Earth as a reference. The
information obtained from missions that took place in the last decades has thus helped
for the reconstruction of extremely complicated scenarios and drawn the path for future
explorations.

Antenna Vertical
Badar ’ljype of | central Bandwidth resolution Altitude (km) | Mission Target Year of
instrument | signal frequency | (MHz) in free space (m) launch
(MHz) in free sp: m
ALSE chirp 5/16 158 0.5/1.6 16 150/50 5 110 Apollo 17 Moon 1972
MARSIS chirp 1.8/3/4/5 |1 150 400-800 Mars Express Mars 2003
Mars
SHARAD chirp 20 10 15 300 Reconnaissance | Mars 2007
Orbiter
LRS chirp 5 2 75 100 Kaguya Moon 2007
67P /Churyumov-
. . Rosetta ) .
CONSERT | impulse | 90 10 30 10-100 . Gerasimenko 2004
(orbiter/ lander) comet
MOSIR chirp 2.5/17.5-40 | 5-20 30-7.5 265-800 Tianwen-1 Mars 2020
RIME chirp 9 1/3 50/150 TBD JUICE Jupiter 2023
icy moons
REASON chirp 960 110 150 15 TBD Europa Clipper | Europa 2024
SRS chirp 9 6 20 TBD EnVision Venus 2031

Table 3.1: Characteristics of orbiter radar sounder emplaced for space explorations, from [109].

Antenna Vertical
Radar Type of | central Bandwidth ertiea . .. Year of
. . resolution Step size (m) | Mission Target
instrument | signal frequency | (MHz) in free space (m) launch
(MHz)
. 60 40 ~ 6 ~ 0.08 L Moon:
LPR impulse | 55, 500 ~05 ~0.04 Chang'e-3 Mare Imbrium 2013
. 60 40 ~6 ~ 0.08 L Moon: .
LPR impulse 500 500 ~ 0.5 ~ 0.04 Chang’e-4 Von Karman crater 2018
. s Moon:
) . - R Hoane’o f (s . o)
LRPR impulse | 2000 2000 0.1 Chang’e-5 (lander) Oceanus Procellarum 2020
s | 37D 150-600 ~ 0.3 B o Mars: .
RIMPAX FMEW 675 150-1200 ~ 0.15 0.05/0.1 Mars 2020 Jazero crater 2020
s 55 15-95 ~2 . N Mars:
RoPeR chirp 1300 4502150 | ~ 0.1 05 Tianwen-1 Utopia Planitia 2020
WISDOM ;;:guen(‘v ggga 2500 0.11 0.1 ExoMars Mars 2022

Table 3.2: Characteristics of GPR mounted on rovers, from [109].

3.8 Moon radar missions

In the last 5 decades 5 missions have employed the radar instrument to study the Moon.
We are on the edge of a new era of discovery thanks to sophisticated technologies and
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novel data-processing methodologies. The next generation of planetary exploration
geophysicists will face an interesting task in the next decades.

Apollo 17 ALSE : In 1972 during the Apollo 17 mission, the Apollo Lunar Sounder
Experiment (ALSE) marked a pioneering achievement in space exploration, rep-
resenting the inaugural utilization of radar sounder technology during space mis-
sions. ALSE played a pivotal role as part of the instrumentation aboard Apollo
17, facilitating a comprehensive investigation of both the lunar surface and its
interior. The radar system comprised two High-Frequency (HF) bands, namely
5 MHz (HF1) and 15 MHz (HF2), as well as one Very High Frequency (VHF)
band at 150 MHz, each exhibiting a 10% bandwidth with the application of a
chirped signal. The ALSE system’s design meticulously balanced the need for
penetration depth and resolution. To fulfill the primary objective of acquiring
data on the upper 2 km of the lunar crust, the radar system relied on long
radar wavelengths, capitalizing on the prevailing arid lunar surface conditions.
This choice facilitated enhanced radar wave penetration compared to scenarios
involving wet lunar rock conditions. To mitigate interference from along-track
clutter, the effective antenna footprint was skillfully narrowed through the gen-
eration of a synthetic aperture during ground processing. Additionally, surface
topography knowledge enabled the identification of clutter stemming from across-
track scatterers. All channels were thoughtfully equipped with an automatic gain
control (AGC) feature, updating every 30 seconds, to optimize signal allocation
within the receiver’s dynamic range. The ALSE’s capabilities unveiled subsurface
structures within the lunar basins of Mare Crisium and Mare Serenitatis. These
layering structures were observed in various locations within these basins, affirm-
ing their prevalence. Essentially, the basalt constituting these mare basins was
inferred to contain these layered structures. Specifically, depths of 0.9 km and
1.6 km beneath the lunar surface were ascertained for Mare Serenitatis, while
Mare Crisium exhibited a depth of 1.4 km. Furthermore, a total basalt thick-
ness estimate ranging from 2.4 — 3.4 km was determined for Mare Crisium. The
findings also yielded valuable insights into lunar wrinkle ridges, supporting the
notion that their formation primarily resulted from fault-related motion, [112],
[133].

Kaguya LRS : The Kaguya project, formally known as the Selene lunar orbiter, was
launched by Japan’s space agency, JAXA, in 2007. This cutting-edge spacecraft
used an innovative sensor called the Lunar Radar Sounder (LRS) to probe the
lunar subsurface down to a depth of around 1 — 2km. The LRS has a central
frequency of 5 M Hz and a bandwidth of 2 M Hz, making it ideal for determin-
ing subsurface stratification with a space resolution of 75m. The fundamental
technique of LRS apparatus is based on plasma waves and sounder experiments
that have been developed through observations of the earth’s magnetosphere,
plasmasphere, and ionosphere, [105], [109]. The LRS on the Kaguya mission
meticulously explored the Moon’s surface, focusing on the Mare Imbrium region,
revealing subsurface stratifications of the nearside maria, [106], the deepest re-
flector at a depth of about 1.05 km and opening an intense debate regarding the
lava tubes detection on the moon with remote sensing techniques, [77].

Chang’& 3,4,5 LPR : In the 2013 the China National Space Administration (CNSA)
launched Chang’E-3 (CE-3) mission that marked the the first attempt to employ
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the GPR on a rover to explore an extraterrestrial body. The Lunar Penetrat-
ing Radar (LPR) aboard Yutu operated at frequencies of 60 MHz and 500 MHz
[65]. The high-frequency GPR observations unveiled intricate subsurface details
to depths of approximately 10 meters. Despite collecting some data, the rover
encountered difficulties navigating lunar regolith and became immobile after cov-
ering about 100 meters.

On January 3, 2019, the Chang’E-4 (CE-4) lander executed a successful landing
on the eastern floor of Von Karman crater, marking the first spacecraft to safely
touch down on the Moon’s far side [80]. The CE-4 mission, initially designed for
a three-month duration, continues to operate effectively after more than three
years, with the Yutu-2 rover having acquired approximately 1400 meters of radar
data. This instrument mirrors the dual-frequency GPR system utilized by CE-
3, functioning at 60 M Hz (low frequency) and 500 M Hz (high frequency). The
frequency bandwidths for these frequencies are 40 —80 M H z and 250 — 750 M H z,
respectively [133]. Both missions share common objectives: estimating lunar
regolith depth and deciphering subsurface lunar structure along the rover’s path.
Nonetheless, interpreting low-frequency data remains a challenge due to antenna
interactions with both the rover and lunar surface, as well as the limited length
of the radar profile [109].

The Chang’e 5 lunar sample return mission was launched in November 2020. A
distinct variant of GPR was put to the test. The mission involved a rover land-
ing in the Oceanus Procellarum region, comprising a lander with a primary focus
on extracting lunar soil samples and facilitating their return to Earth through
a modular system, including an ascender, orbiter, and returner [21]. The Lu-
nar Regolith Penetrating Radar (LRPR), integrated into the CE-5 mission, fea-
tured a stationary array of 12 fixed high-frequency antennas positioned at the
base of the lander, encircling the drilling apparatus at an elevation of approxi-
mately 90 cm above the lunar surface. Each of these antennas can both transmit
and receive signals. Consequently, when one antenna was in transmission mode,
the remaining 11 operated in receiving mode. The mission’s objective revolved
around constructing a comprehensive image of the regolith’s structure within
the drilling zone before commencing the sample extraction process. This was
achieved by employing a multi-view and multi-static configuration. The radar
effectively captured the intricate details of roughly 2 meters of lunar regolith,
providing insights into the distribution of lunar fines and rock fragments [130].
The culmination of this mission resulted in the successful return of 2 kg of lunar
soil to Earth on December 2020.
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Chapter 4

Electromagnetic mixing models

The anhydrous powders simulants that are tested in this work are made of grain of dif-
ferent rocks and minerals that are mixed with volumes of air trapped within the pores.
For this reason, they are also called heterogenous mixtures. The shallow subsurface of
planetary bodies are mixtures that are made up of different components and fragments
of different densities; and the overall mixtures volume is described with macroscopical
averaged values of physical properties. For radar and remote sensing applications, the
EM properties of powders that cover large portions of surfaces are quite different than
the solid sample and the interaction of the EM radiation is strictly linked to several
factors as the dimension of grains, shape, orientations and the incident wavelength.
Dielectric investigations of heterogenous mixtures are significant for understanding the
interactions of radiation with planetary mixtures and for improving the interpretation
of radar data, like the detection of buried materials like water ice.

For certain physical parameters the process of homogenization is quite simple
through the averaging process of physical parameters of the different phases present
into the mixtures; but for others the discussion is more complicated. For EM prop-
erties as the permittivity of dielectric material we can use several mixing rules that
are introduced in order to exploit an homogeneous description even for heterogeneous
mixtures. With those formulas we can extract the effective parameters like e.;¢ that
are always intended as the relative complex quantity if not differently stated. In these
scenario, this chapter aims to present the most common EM mixing rules used in liter-
ature that are also discussed and used in the analysis of this work. The intent of this
chapter is not to rigorously derive mixing formulas, but to give a general description
of them. Various mixing theories address the microstructure of the mixture, while
others focus on averaging properties to minimize the impact of small fluctuations on
the effective permittivity. While several equations have explicit constraints on their
applicability, many exhibit similar behavior when applied to a specific mixture as they
make general assumptions about the structure of a mixture. As a result of the inherent
complexity at microscopic scales, choosing the best equation to describe a macroscopic
system of heterogeneous mixtures is challenging. The majority of the content of this
chapter is taken from [126]. In the following discussions, the powder samples present
two mixture phases: the inclusion phase that is described by ¢; and volume fraction
f; while the phase environment is characterized by e, and volume fraction (1 — f). In
this context, the inclusions are the grains of regolith while the environments is the air
when the regolith is anhydrous; or the liquid water/water-ice when the samples are
frozen-saturated.
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4.1 Maxwell-Garnett 60

4.1 Maxwell-Garnett

One of the oldest and most often used mixing theories is the Maxwell-Garnett (MG)
rule. Consider a simple mixture in which spherical inclusions with permittivity ¢;
filling random places in the host environment of permittivity €. . The MG formula is
also known as the Lorenz-Lorentz equation, Clausius-Mossotti formula, or the Rayleigh
equation. It was developed in 1904 to explain the observed properties of metal spheres
enclosed in liquid, and it was later expanded to the broader dielectric situations.
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Figure 4.1: Simple two-phase mizture where spherical inclusion of permittivity €; are within the host
matriz of permittivity €. .
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The effective permittivity of the mixture can be derived from the averaged volume

electric flux density using the corresponding volume fraction for each phase:

Eeff = Ee + 3fee (4.1)

<D>=¢eys<E> (4.2)
<D>=feg <E;>+(1— fle. < E. > (4.3)
<E>=f<E;>+(1—- f)e. (4.4)

Eeff 1s given by the ratio between the flux density and the electric field, assuming
that the quantities £; and F, are constant:

__Afat (- e
AR (-0

where the quantity A = 3e./(g; + 2¢.) is given by the ratio of internal and external
field E;/E.. Eq.(4.1) is clearly asymmetric, the inclusion and environment phases do
not contribute equally to the effective permittivity of the mixture.

The inclusions can also be thought as dipole moments which average into the dielec-
tric polarization P. The Clausius-Mossotti (CM) formula simply express MG rule from
a microscopic point of view. Assuming that the polarizability of a spherical inclusions
of volume V' is expressed as eq.(4.7), the CM formula allows to express the effective
permittivity of a mixture with spherical inclusions as:

(4.5)
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Eeff — Ee an

= — 4.6
Eeff + 2  3ee (4.6)
where n is the number density of the dipoles, (m™3).
3ee
=V(ei—€)——— 4.7
“ (8- ¢ )51- + 2e, (4.7)

4.2 Mixing bounds

The MG rule established the analysis of individual free scatterer responses. In the
case of mixtures, the inclusions were assumed to be influenced by the local field, which
was estimated using the average polarization. However, the real mixtures often ex-
hibit completely random structures. This might appear contradictory when applying
the approach employed so far. Given the complexity of the mixture systems, it is
more convenient considering loose boundaries that cannot be exceeded regardless of
the volume fractions and geometries that the phases establish. In this context it is
reasonable to assume that the effective permittivity of the two-phase composite mix-
ture is included between the minimum and maximum values of the permittivities of
the individual phases:

min{e.,e;} < epr < maz{ce, €;} (4.8)

The most general boundaries are the Wiener bounds that can be retrieved with a
circuital approach, considering the two-phases as capacitors connected in parallel or
series circuit:

Ee&y

fee+ei(1—f)

Eeffmaxr = fgi + 56<1 - f) (41())

The Wiener bounds are absolute boundaries since retain the max and min character
independently of the mixture type: the max value occurs for both scenarios ¢; < e,
and the same also applies for the min value. But other stricter bounds were proposed
and they are called Hashin-Shtrikman bounds, that can be applied when assumption
of isotropic mixture is made. The formal derivation of these two bounds is not given in
this section but the mininum and maximum values can be obtained with MG formula
for isotropic spherical inclusions switching ¢; — ¢, and f — (1 — f).

Eeffmin — (49)

Ei — Ee
g + 2. — flei —ee)
‘ Ee — &
“ee+ 26— (1 — fee — 1)

where eq.(4.11) represents the ordinary scenario of inclusion of permittivity &; within
the environment of permittivity equal to e, while eq.(4.12) is the opposite case of
inclusion €. into a matrix of ¢;. Fig.(4.2) shows the two boundaries. The mixing
bounds presented in this section are employed into the discussion of data analysis, and
depending on the specific scenario, either broader or more stringent limits are applied
as per the case under consideration.

Eeffl = €e + 3f€6 (4.11)

Eeffe =6 +3(1— f)e (4.12)
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Figure 4.2: Wiener and Hashin-Shtrikman min and maz boundaries presented for the effective per-
mittivity of miztures. Wiener bounds are wider while the HS bounds can also be expressed by
MG rule exchanging inclusions and environment parameters. Figure taken from [126]

4.3 Power-laws

There is a family of mixing equations that determine the effective permittivity by
averaging the contributions based on volume weights. The eq.(4.13) represents the
generalized form of power laws where (3 is the power that changes the weights of each
phase and produce different models for the description of the mixture.

5fff:f5iﬁ+(1_f>5f (4.13)

A common aspect of these mixing equations is that they often do not account for
the exact geometrical shape of different phases within the mixture, such as the particle
shape of inclusions. Because these equations do not take into account the polarization of
isolated inclusions, they tend to produce greater estimates for the effective permittivity
of a mixture when the volume fractions of inclusions are low.

4.3.1 [ =1 (Linear)

The linear model is the Wiener upper bound discussed above, and it is also known as
Silberstein formula or Browns formula. It provides the maximum value of e.;s. The
composition of a mixture is generally more complex than what the linear law describes.
As a result, this equation is an extreme example of first order approximation of the
effective permittivity of a mixture and is rarely used to model physical systems.

ceff = fei+(1— fee (4.14)
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4.3.2 [ =1/2 (CRIM)

This model found its roots in optical physics, specifically aiming to describe the re-
fractive index of a mixture composed of non-magnetic gases. A similar approach in-
dependently emerged within specific models that deal with the propagation of plane
waves through materials with varying dielectric properties. In a larger sense, the CRIM
equation defines the refractive index of mixtures without magnetic properties, defining
it as a simple average of the refractive indices of its constituent parts. This model is
also known as the ”Time-Propagation model.”

Ve = IVE A+ (L- Ve (4.15)

4.3.3 B=1/3 (LLL)

The Looyenga-Landau-Lifshitz Formula (LLL) , which represents the effective permit-
tivity of a mixture, was separately developed by Looyenga in 1965 and Landau and
Lifshitz in 1960. The key concept in both derivations focuses around a system com-
posed of two components. When compared to the effective permittivity of the total
combination, these components have slightly greater permittivities and slightly lower
permittivities (+de). The entire mixture’s effective permittivity is then determined
as a volumetric average of these two constituent components, which are themselves
mixtures of materials. Both derivations assume that the difference in dielectric char-
acteristics between the phases of the mixture is modest. The equation is independent
of particle shape or internal structure since the derivation does not take into account
the shape or structure of the particles. The LLL model does not exhibit a percolation
threshold since the arrangement and position of the mixture components with regard
to each other are not considered, and the dielectric contrast is assumed to be small.

1/3 1/3
ey = fell® + (1= fels? (4.16)

4.3.4 [ =0 (Lichteneker rule)

The original derivation of the formula, proposed by Lichtenecker in 1926, is considered
semi-empirical due to its poor theoretical base. The Lichtenecker-Weiss formula was
then derived as a particular instance involving a uniform distribution of particles in
their broader derivation of generic power law equations with inclusion shapes following
a beta function distribution and it can also be derived directly from Maxwell’s equations
and the charge conservation principle, with random spatial distribution of inclusions.
These later derivations emphasize that the effectiveness of applying the formula hinges
on how well the mixture conforms to a randomly distributed inclusion pattern.

Eesy = €] +l7P (4.17)
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Chapter 5

Chemical and mineralogical
characterization of lunar regolith
analogues

This chapter aims to gather all of the general characteristics of the lunar regolith
analogs that are studied in this work, as well as the manufacturer’s reference datasheets
for chemical and mineralogical composition. The results of measurements made in the
lab, such as the samples’ grain density via mean of pycnometer, are also provided
here. The University of Florence graciously contributed the grain size distribution and
mineralogical analyses that were achieved by means of SEM-EDS and are described
here. The quality of these samples is also discussed at the chapter’s final section.

5.1 Lunar regolith analogues

Lunar simulants are laboratory-created products using terrestrial and meteoritic ma-
terials to simulate one or more physical/chemical characteristics of lunar rocks or soils.
Synthetic materials, such as glasses, metals, and minerals, may also be added to the
final composition to achieve a product with qualities closely resembling those of lu-
nar materials [124]. The need to create laboratory simulants arises from the necessity
to conduct testing and measurements for In-Situ Resource Utilization (ISRU) and fu-
ture lunar missions [131]. Approximately 13000 lunar samples have been collected
during lunar missions, but they are deemed too precious to be compromised or con-
taminated by destructive laboratory tests. Despite the requirement for lunar simulants
to be chemically similar to lunar soils in terms of mineralogy, particle size distribu-
tions, and mechanical features, large-scale production with consistent characteristics
remains difficult. To date, the list of produced simulants is extensive, with several
companies commercializing such products to facilitate broader dissemination and pro-
mote research and development in the field of space exploration. This work aligns
with the context of the Melody project, funded by the Italian National Institute of
Astrophysics (INAF), which facilitated the acquisition of 9 lunar regolith simulants
for analysis in this study. The reasons behind the purchase of these products were
the need for lunar highland and mare simulants, preferably with varying grain sizes.
These specific products (summarized in Table 5.1) were chosen as they reflect these
characteristics and were the only available options in the market in 2021. The exist-
ing list of lunar simulants is extensive, and new products are continually developed to
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address the growing demand and diverse requirements for research and development.
A detailed list containing all existing lunar simulants updated at December 2023 is
reported in Tab.(5.2) provided by the Colorado School of Mines CSM Planetary Sim-
ulant Database at https://simulantdb.com/index.php. The Database presents all
the planetary simulants present on the market, all the general information about min-
eralogy and chemistry of the samples. It also provides the availability on the market
and the fidelity. Fidelity is an arbitrary and subjective parameter, the definition and
standards of which vary depending on the individual establishing them. In this specific
case, the CSM Database categorizes simulants as follows:

e Basic: A single type of rock that has been crushed into a powder. It is possible
that the chemistry or mineralogy of reference materials will not be reproduced
precisely. Many of these are referred by the term ” geotechnical simulants” despite
though their geotechnical characteristics have not been altered to achieve great
accuracy.

e Standard: Crushed anorthosite with or without additional elements, crushed to
a representative particle size distribution, for lunar highlands. For lunar mare,
a basaltic material crushed to a representative particle size distribution, with
or without additional components. A basaltic feedstock (or individual silicates)
combined with secondary oxides and/or salts for Mars. The mineralogy or phys-
ical properties of asteroids are extremely accurate.

e Enhanced: A product that fits the ”Standard” specification and contains syn-
thetic agglutinates (rather than just glass) for lunar simulants. A simulant with
perfectly accurate mineralogy and a representative particle size distribution for
Mars. Both the mineralogy and physical properties of asteroids are extremely
precise.

e Specialty: This category includes dust simulants as well as simulants that
replicate properties including lunar volatiles, nanophase iron, and so on.

EXOLITH LAB Type of analogue
LHS-1 Lunar Highland simulant
LHS-1D Lunar Highland Dust simulant
LMS-1 Lunar Mare simulant
LMS-1D Lunar Mare Dust simulant
ASTROPORT
LCATS-1 Lunar Mare simulant
OFF PLANET RESEARCH
OPRH2N General Nearside Highland simulant
OPRH3N General Farside Highland simulant
OPRL2N General Mare simulant
OPRL2NT Higher Titanium Mare simulant
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Table 5.1: Nine Lunar analogues dielectrically tested in this work at varying physical conditions.




Highlands Type
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Lunar Simulants
Acronym Name Country
- Oshima Simulant Japan
- Maryland—Sanders United States
Lunar Simulant
- Kohyama Simulant Japan
Australian Lunar .
ALRS-1 Regolith Simulant Australia
ALS Arizona Lunar Simulant United States
BHLD20 Beijing Highlands Lunar Dust China
BP-1 Black Point United States
CAS-1 Chinese Academy of Sciences China
CHENOBI CHENOBI Canada

CLDS-i China Lunar Dust Simulant China

CLRS-1/2 Chinese Lunar Regolith Simulant China

CMU-1 Carnegie Mellon University United States

Colorado School of )

CSM-CL Mines Colorado Lava United States
CSM-LHT-1 CSM Lunar Highlands Type United States
CSM-LMT-1 CSM Lunar Mare Type United States

CUG-1A China University of Geosciences China

China University of Mining .

CUMT-1 and Technology Number One China

DNA-1 De NoArtri Italy
EAC-1 European Astronaut Centre Europe
FJS-1/2/3 Fuji Japanese Simulant Japan
GRC-1/3 Glenn Research Center United States
GSC-1 Goddard Space Center United States
JLU-U JLU-H Highland Simulant China
JSC-1 Johnson Space Center United States
KLS-1 Korea Lunar Simulant Korea
KOHLS-1/KAUMLS Korean Lunar Simulants Korea
LCATS-1 Lunar Cave.s Analog United States
Test Sites
LHS-1 Lunar Highlands Simulant United States
LMS-1 Lunar Mare Simulant United States
LSS Apollo Lunar Soil Simulant United States
MKS-1 MKS-1 Lunar Simulant Japan
MLS-1/1P Minnesota Lunar Simulant United States
MLS-2 Minnesota Lunar Simulant United States
Mooncastle Mooncastle United States
NAO.1 National Astrogomical China
Observatories
NEU-1 Northeasterr} University China
Lunar Simulant
NU-LHT NASA/USGS Lunar United States
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Table 5.2 continued from previous page
OB-1 Olivine Bytownite Canada

Off Planet Research )
OPRFLCROSS1 LCROSS Simulant United States

Off Planet Research )
OPRH2N/H2W /H3N/H3W Highlands Simulant United States

Off Planet Research

OPRL2N/L2W Mare Simulant United States
TJ-1/2 Tongji University China
TLS-01 Thailand Lunar Simulant Thailand

TU Braunschweig
TUBS-M Base Simulant Mare Germany
TU Braunschweig
TUBS-T Base Simulant Terrae Germany
UoM-B University of Manchester — Black | United Kingdom
UoM-W University of Manchester — White | United Kingdom

Table 5.2: List of the existing lunar simulants from the Colorado School of Mines CSM Planetary
Simulant Database at https: // simulantdb. com/ index. php. List updated at Dec 2023.

Simulants have been employed in this work for conducting dielectric measurements,
necessitating a comprehensive literature analysis. Several studies have investigated the
dielectric properties of lunar simulants. Some of those are present in the CSM Database,
others are powder simulants created by the laboratory itself for this specific purpose.
Table (5.3) provides a list of the analyzed samples, the employed frequency, the testing
temperature, and the environmental conditions in which the tests were conducted. It
is noteworthy that some simulants were also tested by forming mixtures with water ice,
and these measurements will be revisited later for comparison with the results obtained
in this study.
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Sample Frequency Temperature | Env. Ref.
. 100, 298
Regolith powder 30 Hz-100 kHz and 373 K vacuum | [3]
JSCIA-AGGL 1.8 - 3.5 GHz room T air [7]
CHENOBI-AGGL 1.8 — 3.5 GHz room T air [7]
NU-LHT-2M-AGGL 1.8 — 3.5 GHz room T air (7]
JSC-1A-AGGL-DUST | 1.8 - 3.5 GHz room T air [7]
JSC-1A 1.8 — 3.5 GHz room T air [7]
(no nFe)
S09_23 1.8 - 3.5 GHz room T air (7]
NU-LHT-2M 1.8 — 3.5 GHz room T air [7]
(no nFe)
V2-10-146-180-750 UM | 1.8 — 3.5 GHz room T air [7]
V2-10-146-106-180 UM | 1.8 — 3.5 GHz room T air [7]
S11-3 1.8 - 3.5 GHz room T air [7]
V2-11-109/110 1.8 — 3.5 GHz room T air [7]
Synth. Basalt 4% Ti 1.8 — 3.5 GHz room T air [7]
(no nFe)
Synth. Basalt 12% Ti 1.8 — 3.5 GHz room T air [7]
(no nFe)
Synth. Basalt 16% Ti 1.8 — 3.5 GHz room T air [7]
(no nFe)
1.7, 2.5, 6.6, .
JSC-1A and 31.6 GHz 83-473K air [13]
0.9, 2.2-3.3GHz .
JSC-1 and 8.12CHz room T air [39]
0.9, 2.2-3.3GHz .
JSC-1A and 819G Hy 200-316K air [39]
JSC-1A 1 Hz-100 kHz,
+ water ice 20 Hz and 1 MHz | 00200 vacuum | [99)
ISC-LA - 50 MHz - 2 GHz | 243 K air [10]
+ water 1ce
TALS (from JSC-1A) | o g 1114 7.2 GHz | 77K and 303K | air [14]
+ water 1ce
Regolith powder 1 mHz - 10 kHz 181 K air [127]
_ 213, 253 .
Anorthiste 2-6 GHz and 203 K air [76]
213, 253 .
Basalt 2-6 GHz and 203 K air [76]
. 213, 253 .
Dunite 2-6 GHz and 203 K air [76]
.. 213, 253 .
[minite 2-6 GHz and 203 K air [76]

literature.
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5.2 Chemical and mineralogical composition

From this paragraph onward, the chemical and physical properties of the nine simulant
samples tested in this study will be detailed. The chemical composition of the lunar
regolith simulants are provided by the laboratories that produce the analogues. The
Exolith simulants LHS-1 and LHS-1D chemically simulate the lunar highland, they
only differ in the grain size where the analogue with the lower grain size is indicated
by the "D” that stands for Dust. The same goes for the two maria simulants LMS-1
and LMS-1D [79] [78]. The regolith analogues produced by Off Planet Research have
a slightly different characterization [113]. The OPRH series are highland simulants,
differentiated into near side highland OPRH2N and far side highland OPRH3N. Their
chemical composition are not so apart, they differ in the oxide content FeO+Ti0O5 wt.%
where OPRH2N presents 4.2 wt% and OPRH3N has 3.5 wt%, which are also similar
to the other highland simulants LHS-1 and LHS-1D. The OPRL series are maria sim-
ulants, their oxide content is higher compare to the simulants listed above having
11.14 wt% and 22.92 wt% OPRL2N and OPRL2NT respectively. The LCATS-1 sim-
ulant is produced by the Astroport laboratory and it represent a maria analogue. Its
chemical composition doesn’t show large variation when compared to the other maria
analogues, its oxide content ranges between 8 —9.5 wt% which is similar to the OPRL2N
and quite the double compared to the LMS-1 and LMS-1D. Regarding LCATS-1, the
chemical composition provided is given in a range of values which is different from the
one found in the literature by the same laboratory. Particularly, the SiOy content from
[63] is 33.47 wt% that is not reliable for basaltic material (see row six in Tab.(5.4)).

The analysis conducted on the analogues are meant to improve the interpretation of
radar data since the simulants provide a wade range of different lunar terrain that can
be encountered on the Moon. These investigations are also meant to verify the physical-
chemical characteristics that are reported on the related documentation provided by
the producers. In some cases we encounter some discrepancies on data and this led us
to conduct other geo-chemical analysis to asses the causes of the discrepancies. In the
following sections are reported the analysis that have been conducted on the regolith
analogues.

Chemical Composition
Simulant |SiO; |Ti0, | Al,O3| FesO3| FeO | MnO | MgO | CaO | NasO| KO | P,Os | Ol SO5|SrO|Cra05| NiO | TOT (wt%)
LHS-1 48.1 1 1.1 | 25.8 3.7 - 0.1 0.3 | 184 - 0.7 1 1104|0301 - - 100
LHS-1D | 481 | 1.1 | 25.8 3.7 - 0.1 0.3 | 184 - 0.7 1 104]|03]0.1 - - 100
LMS-1 402 | 7.3 14 13.9 - 0.3 12 9.8 - 0.6 1 (04| - 0.1 0.3 0.2 100.1
LMS-1D | 402 | 7.3 14 13.9 - 0.3 12 9.8 - 0.6 1 04| - 0.1 0.3 0.2 100.1
46 1 14.5 3 7 0.15 | 85 10 2.5 10.75| 0.6 0.02 94.02
to to to to to to to to to to to - - - to - to
LCATS-1 49 2 15.5 4 7.5 1020 | 9.5 11 3 0.85| 0.7 0.06 103.31
3347 3 8.34 | 13.93 - 0.17 112.03|12.66| 2.2 [1.32]1.17| - - - - - 88.29
OPRH2N |47.89] 0.52 | 27.06 - 3.68 | 0.06 | 2.84 [14.19| 243 |0.25| 0.2 | - - - - - 99.12
OPRH3N [47.98| 0.36 | 28.67 - 2.69 | 0.04 | 1.96 [14.71| 2.36 |0.18 | 0.14 | - - - - - 99.09
OPRL2N (4735|147 | 174 - 9.67 | 0.16 | 8.1 |11.08] 2.83 |0.69 | 0.58 | - - - - - 99.33
OPRL2NT |40.54|10.09| 15.28 - 12.83] 0.37 | 6.83 | 9.57 | 241 |0.58 | 0.51 | - - - - - 99.01

Table 5.4: Chemical composition of lunar regolith analogues granted by the laboratories that provided
the simulants. Exolith [79][78], Astroport [63], Off Planet Research [113].
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SAMPLE | Basalt | Anorthosite | Pyroxene | Olivine | Ilmenite | TOT (%)
LHS-1
LHS-1D 24.7 74.4 0.2 0.3 0.4 100
LMS-1
LMS-1D 32 19.8 32.8 11.1 4.3 100
OPRH2N 30 70 - - - 100
OPRH3N 20 80 - - - 100
OPRL2N 90 10 - - - 100
OPRL2NT | 756 10 - - 14.4 100

Table 5.5: General composition for 8 regolith simulants provided by the producers. For LCATS-
1 this information is not provided by Astroport. Regarding the Exolith simulants, the given
composition is a miz of minerals and rocks which is not reliable since the basalt emplaced could
be made of plagioclase or pyroxzene which would affect the mineralogical composition. For the
OPR simulants, the producer provided the rocks composition which are basalt and anorthosite
mized at different proportion. For OPRL2NT, to simulate lunar area with higher % of titanium,
they also added some ilmenite to the mizture.

5.3 Grain density analysis

The grain density of samples is a required parameters in order to study the dielectric
behavior at varying porosity. We tested the regolith analogues with the pycnometer to
retrieve pg, listed in Tab.(5.6). For the analogues LMS-1 and 1-D the test was repeated
to check the obtained results. According to the chemical composition provided by
Exolith [79], the two simulants are the same chemical sample that only differ in terms
of grain size particles. If this assumption is true, the results of the pycnometer should
overlaps within the measurement uncertainties, but the grain density of LMS-1 and
LMS-1D present different values. The discrepancy observed for the LMS-1 and 1-D
simulants is probably caused by the sieving process that the dust simulant undergoes
to obtain a finer powder, that blocks some heavier particles.

SIMULANT | p, (9/cm?) | op, (g/cm?)
LHS-1 2.7850 0.0008
LHS-1D 27744 0.0017
3.0506 0.0013
LMS-1 3.0599 0.0030
2.8334 0.0021
LMS-1D 5.8016 0.0020
OPRH2N 2.8154 0.0014
OPRH3N 2.7844 0.0016
OPRI2N 2.8860 0.0015
OPRL2NT 3.0108 0.0030
LCATS-1 3.1245 0.0014

Table 5.6: Grain density of the nine lunar regolith analogues under test in this work. We tested
the grain density at the Science Department of Roma Tre University. The grain density is a
fundamental parameter for the application of mixing formula later discussed in this work.
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5.4 Grain size distribution analysis

The nine lunar regolith simulant were sent to the facility vuLab of Earth Science Depart-
ment, Universita di Firenze to be tested with a morpho-grainsizer (MGS) Morphologi

G3S ETM,Fig.(S.l). The MGS is powerful instrument that perform morphometric mea-
surements from which we can obtain the grain size distribution of powder samples. The
instrument is set to work in grain size range 1 to 180um; a small volume of powder
is inserted into the sample dispersion unit which sprays the particles into a chamber
and the optical unit acquires up to 1.200.000 images of particles per hour. This proce-
dure provide a very robust statistics and it also avoid the vitrification process of small
particles. The grain size distribution of the simulants are reported in Fig.(5.2).
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Figure 5.1: A) morpho-grainsizer (MGS) Morphologi GBSETM by Malvern InstrumentTM has been
used for morphometric measurements at the vuLab of Farth Science Department, Universitad
di Firenze. It requires small volume of material (5mm3). It takes up to 1.200.000 images of
particles in about 1 hour. The grain size is limited to 250um and grant reproducible dispersion
procedure with high efficiency over a wide grain size range (180 to 1um)

XYZ slage

joystick

According to the data sheets provided by the Exolith Lab, the simulants LMS-1
and LHS-1 are characterized by an average grain size of 50 um and 60 um respectively,
while for the two dust simulants we have an average grain size of 7 um. Apart from
LHS-1, the MGS analysis of the other three analogues show a slightly different average
grain size. For the other simulants we can’t produce a comparison since the grain size
information is not provided by the producers.
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Figure 5.2: Grain size distribution of the nine regolith simulants obtained via means of the morpho-
grainsizer instrument.

5.5 Mineralogical analysis

The MGS instrument emplaced for the grain size distribution analysis also allows to
prepare 1 inch stab on which the powder sample is sprayed that can be used for
mineralogical analysis. The nine simulants were tested with the Energy Dispersive
X-Ray Spectroscopy SEM-EDS (instrument EVA MA 15) at the MEMA facility of the
Universita di Firenze.
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Figure 5.3: The mineralogical analysis were conducted through the SEM-EDS at the Universita di
Firenze. 1 inch stab of sprayed regolith analogues is prepared with the MGS instrument and
then analyzed to address the elemental composition.

The instrument was set to operate in the gran size range 5 um to 180 um; for each
analogue were analyzed 4 areas of 4mm? on the stab and it takes up to 1 night to
complete the analysis. The software (Aztec 5.0 SP1) is able to identify between 1500
to 6000 particles in each area, selecting backscattered electron images (BSE) with an
appropriate black and white image threshold. The identification of mineralogical classes
is possible by setting some simple rules (i.e. ilmenite: T4 > 20 wt %, plagioclase: Al >
20wt %, glass: Si > 40wt %). After the feature routing is launched, the microanalysis
program scans the recorded area (2mm x 2mm surface), identifying all particles and
assigning each one to a mineral class, creating a morphometric and compositional
database, stopping when finish to scan all fields in the selected area or reaching a
maximum particles number.

vol %
SIMULANT | Plagioclase | Olivine | Pyroxene | Ilmenite | Phyllosilicate | Glass | Not classified | TOT

LHS-1 76.9 0.04 16.4 0.3 0.1 3.6 2.6 100
LHS-1D 78.9 0.5 15.7 0.2 0.05 2.6 2.1 100
LMS-1 36.1 12.5 40.5 3.8 0.5 2.1 4.5 100
LMS-1D 59.1 4.5 32.5 0.6 0.2 1.7 1.5 100
OPRH2N 74.6 0.4 19.4 0.002 3.0 0.6 2.0 100
OPRH3N 80.1 0.6 12.1 0.01 1.6 0.7 5.0 100
OPRL2N 35.2 2.3 46.7 0 124 0.3 3.0 100
OPRL2NT 23.2 1.1 31.7 11.1 19.5 0.5 12.9 100
LCATS-1 16.7 3.1 38.1 0.9 17.2 0.4 23.6 100

Table 5.7: Mineralogical composition of the nine simulants obtained with SEM-EDS.
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Simulant SLOQ TLOQ AlQOg FeO | MnO ]\/[gO CaO N(LQO K2O P205 07'203 NiO TOT(Wt %)
LHS-1 |50.92| 0.58 |27.94| 1.39 | 0.10 | 0.71 |14.72| 3.19 |0.36 | - 0.01 |0.00 99.92
LHS-1D |50.81| 0.49 | 27.81 | 2.25 | 0.00 | 1.18 |14.12| 2.93 | 040 | - 0.00 |0.00 99.99
LMS-1 |44.14| 6.62 | 13.32| 6.20 | 0.03 |14.35| 7.29 | 2.05 |0.59| - 0.03 |0.00 94.63
LMS-1D |51.71| 1.11 | 21.86 | 4.37 | 0.01 | 6.37 |10.77| 2.64 | 045 | - 0.06 |0.47 99.82
LCATS-1 (38.85|4.22 | 10.76 |11.91| 0.07 |11.57|15.00| 3.57 |1.93 | 2.17 | 0.04 - 99.60
OPRH2N [47.55| 0.69 | 25.83 | 4.90 | 0.00 | 2.46 [14.76| 2.89 | 0.35| 0.00 - - 99.40
OPRH3N [47.90| 0.34 | 28.37 | 2.40 | 0.01 | 1.27 |15.93| 2.90 | 0.22 | 0.00 - - 99.34
OPRL2N [46.38| 1.26 | 16.27 | 9.61 | 0.00 | 9.66 |[13.82| 2.30 | 0.40 | 0.00 - - 99.70
OPRL2NT [39.39|11.56 | 15.43 |13.88| 0.16 | 5.46 |10.20| 3.32 | 0.06 | 0.00 - - 99.46

Table 5.8: Average bulk chemical composition of samples after SEM-EDS analyses.

5.6 Discussion

Results obtained from SEM-EDS analyses shows that Exolith simulants LHS-1, LHS-
1D, LMS-1 and LMS-1D present discrepancies from technical reports. In particular
LMS-1 and 1-D have different grain size distribution Fig.(5.2) and they also consider-
ably differ in modal and mineral compositions. Such analogues should have the same
lithology, with same compositions but different grain sizes. The samples under test
present different mineral composition and modal proportions, see Tab.(5.7 and 5.8),
that are substantially different from the technical reports, Tab.(5.5 and 5.4). Partic-
ularly, LMS-1D shows SiO, and Al,O3 % much higher than reference values. This
fact is probably caused by a deficit in mafic component. Different modal proportions
and computed mean bulk compositions are displayed by LMS-1 and LMS-1D. The Ex-
olith technical report does not specify the exact modal mineralogy (basaltic glass and
basalt components may contain varying amounts of plagioclase, pyroxene, and maybe
minor amounts of olivine). This lack of information makes possible for us to compare
the LMS-1 and 1-D values to the original reference values. The discrepancy between
LMS-XX series was also highlighted by the dfference in the grain density p, directly
tested and reported in Tab.(5.6). On the other hand, LHS-1 and 1-D present quite a
good match in terms of modal proportion and calculated mean bulk compositions with
the reference values of the Exolith reports. Also the grain density overlaps within the
uncertainties, highlighting the fact that the composition of the two samples are the
same.

These analyses highlighted the presence of certain mineral phases that are not listed
in the manifacturer datasheet, as pyrophanite (MnTiO3) which is a Mn-end member
of the ilmenite group, and phyllosilicates, a hydrated minerals family that formed by
weathering of silicates, mostly olivines and pyroxenes. Since the calculated proportions
are very low (up to 0.5v0l% for phyllosilicates and up to 0.2 vol% for pyrophanite), the
presence of these phases has no effect on the modal mineralogy and bulk composition.

Due to the similar modal proportions of ilmenite and pyrophanite in LHS-1, it’s
difficult to highlight whether there is an influence on dielectric properties, specifically
the impact of water present in phyllosilicates (lunar minerals are highly anhydrous)
and the pyrophanite dielectric properties with respect to ilmenite.

The composition of LCATS-1 simulant differs significantly from what is claimed
in the datasheet. Oxide content in the estimated mean bulk composition fall outside
of the target range. The finding of a notably albitic plagioclase composition, that is
rare for any lunar plagioclase, is noteworthy. Lunar plagioclases are typically Ca-rich
and virtually profoundly Na,K-poor. LCATS-1 also presents perovskite (a calcium
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titanate, CaTiO3) as the primary opaque phase rather than ilmenite. Perovskite has
not yet been identified as a major or even a minor exogenic carbonaceous chondritic
component of lunar regolith [144].

75



Chapter 6

Assessing the effect of porosity and
mineralogy on dielectric properties
of regolith analogues

6.1 Introduction

In this chapter are reported the measurements conducted at varying compaction steps
for the nine regolith analogues. The dielectric parameter of dry samples are tested as
a function of porosity via mean of a Vector Network Analyzer VNA (Agilent E5071C)
connected to a coaxial cage multiwire electrodes. The dielectric parameters are tested
in the frequency range 100 kH z — 3 GH z and each compaction step (i.e. for decreasing
porosity) is obtained placing the coaxial cage on a vibration plate.

The characteristic of the equipment and the methodology applied to conduct the mea-
surements are described in the following sections.

6.2 VNA set-up

The Vector Network Analyzer (VNA) is an instrument that sends an electric signal
through the DUT at varying frequency and measures the output signal. It is typically
emplaced to test DUT in the M Hz - GHz range. The DUT is inserted into a coaxial
cage with stainless steel multiwire electrodes in a teflon box and connected to the
instrument (transmission probe-line) [88]. The 2-port VNA measures the scattering
parameters Si1, St2, So1, Soo between the port 1 and port 2 and with application of the
Nicolson-Ross-Weir algorithm (NRW) we evaluate the complex dielectric permittivity
and complex dielectric permeability of the tested material [95],[19].

The transmission-reflection line method is commonly used to test samples affected
by medium to high energy losses, but it is also employed for the study of powder
samples since the coaxial cage minimizes the low-frequency polarization effects ( i.e.
the interfacial polarization between the cell and the DUT). The coaxial transmission
line theory is here expressed by circuital approach in order to discuss the VNA set-up.
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Figure 6.1: A) Coazial cage measurement cell characterized by stainless steel multiwire electrodes in
a teflon box. B) Connector calibrator that simulates the N-type connectors of the cell that we use
to remove the effect of the connector from data. C)Vector Network analyzer (Agilent E5071C)
connected to the coazial cage. With this apparatus we measured the dielectric properties of
regolith analogues as a function of porosity in the frequency spectrum 100kHz to 3GHz.

The transmission line is generally represented as a two-wire lines since it always
presents at least two conductors in order to grant the propagation of transverse elec-
tromagnetic wave. The following approach is valid when an infinitesimal part of the
transmission line is small than the wavelength (Az << X). In Fig.(6.2) the quantity
R (£2/m) is the resistance produced by the finite conductivity of the single conductor,
L (H/m) is the self-inductance of the two conductor elements, C'(F//m) describes the
capacitance due to the proximity of the two conductors and G (S/m) represents the
conductance caused by the dielectric losses between the two conductor elements.
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Figure 6.2: Coazial transmission line. A) Voltage and currents of the transmission line, B) equivalent
circuit of lumped-element.

The circuit shown in Fig.(6.2 B) can be resolved through the application of the
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Kirchhoft’s laws obtaining the telegrapher equations for current and voltage:

HEL) (6o (e w) (6.1)
% = (R—iwl)I(zw) (6.2)

The two wave equations /(z) and V(z) can be expressed in terms of the complex
propagation constant v = /(R + iwL)(G + iwC). In Chapter(2) is reported the EM
theory and the relation between v and the EM parameters, it won’t be reported here
to avoid redundancy.

I(2) = Ife " + I e (6.3)

V(z)=VIe "+ V5 e 6.4
0 0

In eq.(6.3) and (6.4) the term e7* express the wave propagation on —z direction and
e~ 7* describe the wave propagation on +z direction. In the end, after few mathematical
manipulations we can express the current /(z) that flows through the line as a function
of R, L and 7, eq.(6.5). We can also express the characteristic impedance Z, of the
coaxial line:

g + _—vz -z
I(2) = — (Ve — Ve .
(Z) R i [( o€ o€ ) (65)

R+ iwlL | R+ 1wl
A — = 6.6
0 vy G+ iwC (6.6)

where the circuital parameters R, L, G and C' are related to the quantities ¢, u and
the geometrical factor of the system f, as follow:

R=wCou" = fopop” (6.7)
L= Lop' = fypop (6.8)
G =wCe" =1/ fse0e” (6.9)
C = Coe' =1/ f,e0¢ (6.10)

6.2.1 Coaxial transmission-reflection line method

Considering a two-port VNA device as shown in Fig.(6.3) the incident wave a; where
1 = 1,2, propagates through the DUT and the transmitted wave b; in registered to the
other port. The quantities that relate the input and output waves are the scattering
parameters or simply the S-parameters. S;;, (4,7 = 1,2) are complex quantities iden-
tified by magnitude and phase that are defined as the ratios of wave quantities. For
example, the input reflection coefficient on port 1 is given by Sy = b;/ay for as = 0
and a; # 0, (match). In general, both incident waves can be non-zero so we express it
in a more general form introducing the S-matrix:
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Figure 6.3: A) Scheme of the VNA set-up. The VNA measures the scattering parameters
S11, S12, So1, S22 between the port 1 and port 2 and with the application of the Nicholson-Ross-
Weir algorithm (NRW) we evaluate the complex dielectric permittivity and complex dielectric
permeability of the DUT [95]. B) shows the two-port device with its wave quantities. a; and
bi, (i =1,2) represent the incident and transmitted waves respectively, which are related by the
scattering matrix S.

By measuring this set of parameters it is possible to evaluate the complex permit-
tivity e, and permeability p, of the DUT. The boundary conditions of regions I, IT and
IIT in Fig.(6.3 A) require that the electric and magnetic fields have to be equal and from
that we can express the S-parameters as a function of reflection I' and transmission T’
coefficients, [6]:

e po
r=2>r_17% (6.13)
R
v + ’Y(())
T=e" (6.14)
r(1—17
pu— = - -].
S11 = S22 11272 (6.15)
T(1—T%?)
So1 = ——— 6.16
SR P (6.16)

where z is the length of the sample and g is the propagation constant for free space.
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6.2.2 Nicolson-Ross-Weir algorithm

The complex dielectric permittivity and permeability of the sample under test are esti-

mated from the S-parameters by the application of the NRW method. The fundamental

equations are expressed as follow:

(Sh =S5 +1)
2511

r=K+vVK>—1 (6.18)

K =

(6.17)

T — (S11+ S1) =T
1 — (S11 + S21)0

The original algorithm [95], was retrieved using a uniform air-transmission line
where the impedance at the terminations is matched, like the case shown in Fig.(6.4A).
For the experimental set-up in this case study, the NRW algorithm is adapted according
to [88], since the cross-section of the transmission line is larger than that of the standard
cables, Fig.(6.4B and 6.1C). This causes an impedance mismatch between the cables
and probe. The modified algorithm takes into account the geometrical factor F}, of the
probe that is defined as the ratio of impedances of coaxial cage and the probe-line.
This yields to:

(6.19)

-1
(1+1)

Ve L= je(2n f)Hn(T) (6.21)

where c¢ is the velocity of the light in a vacuum, f is the frequency and [ is the
length of the coaxial-cage line. Z. is the impedance of the coaxial cables and Z, the
one of the probe-line in air. It is important to note that when Fj, = 1 we obtain the
original NRW algorithm. When combining eq.(6.20) and eq.(6.21) it is possibile to
evaluate the relative dielectric permittivity and permeability of the DUT:

87”//"67' Fg e (620)

1-T

e, = je(2m leg)*lln(T)lJr—F (6.22)
= je(2m fl)ngln(T)% (6.23)
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Figure 6.4: Scheme of the transmission line set-up. The white regions are the connecting cables,
the blue area is the region of the DUT. A) Uniform air-transmission line emplaced for the
original Nicolson-Ross-Weir algorithm. B) Modified transmission line used in this work where
the contact area between the probe and the cables exhibit an impedance mismatch.

Calibration

The transmission line method is affected by three different types of measurement
errors: systematic, random, and drift errors. The first type is generated by the in-
strumentation intrinsic noise; the systematic errors can be corrected by calibrating
the VNA and applying the corrections of VNA and cables to data. The calibration
procedure was taken at room temperature prior to each measurement using the SOLT
technique that involves Short measurements (out of phase by 180°) and Open measure-
ments, which replicate the ideal signal reflection from the VNA. This is followed by a
Load measurement (at 50€2), using a calibration standard that simulates a complete
absence of signal reflection. The complete calibration procedure and additional details
are explained in the work of Brin et al. [9].

6.3 Porosity estimation

For each regolith analogue the dielectric parameters are tested varying the porosity
of the sample, collecting nearly 200 measurements. The measurements are performed
with the coaxial cage reported in Fig.(6.1A). The volume of the box is known, equal
to Vier = 146 £ 3em®. The powder sample is inserted into the box completely filling
the volume and not applying any mechanical stress to the powder. In this way the
powder sample is non-compacted and using eq.(6.24) and (6.25) we first estimate the
bulk density and then the porosity of this first configuration.

m
p=1-2 (6.25)
Pg

In eq.(6.24) and (6.25) m is the mass of the sample inserted into the cell, V' is the
volume occupied from the sample, p; is the bulk density and p, is the grain density of
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each sample that are measured with the pycnometer and reported in Tab.(5.6). After
the acquisition of the dielectric parameters with the VNA of the first configuration, the
sample holder is put on a vibration plate that slightly compact the mixture. Once the
powder is compacted, the volume occupied by the sample is V; = V;,; — V. Eq.(6.26)
allows to estimate the new volume V; that is then used to estimate the bulk density
and the porosity of this second configuration. This procedure is iterated and applied
several times in order to obtain dielectric parameters for each porosity configuration.

Vi h; hiot — Oh;

‘/tot htot - V; V;Ot htot (626)

In eq.(6.26) Vit and hyy are the volume and height occupied by the non-compacted

powder, V; is the volume occupied from the sample after each compaction, and h; is
the vertical height of the powder occupied in the box for each measurement and dh;
is the difference in height that is measured with a caliber for each compaction. The
lower the porosity, the lower the air content into the mixture. Ideally, when & = 0 we
should obtain the dielectric behavior of the solid material (i.e. rocks).

6.4 Sample preparation

It is very well known that the presence of remanent moisture strongly affects the
dielectric response of the sample, where the complex permittivity significantly increases
[118]. Therefore, it is fundamental to remove humidity from analogues before each
measurement, drying each sample in a vacuum-oven at 105° C' for at least 24 hours.
The temperature was set not too high in order to not modify the chemistry/mineralogy
of the samples.

6.5 Measurement results

6.5.1 Frequency spectra

The following graphs show the electromagnetic properties in function of frequency
measured varying the porosity, as illustrated in the previous sections. For each sample
were acquired between 20 to 30 dielectric measurements at varying porosity at room
temperature. Plots report real and imaginary parts at selected porosity chosen among
all collected curves. In Fig.(6.5) and (6.7) data is partially distorted because of the
occurrence of resonance effects between the cell and the analogue [88]. These phe-
nomena typically happen for frequencies above 10® Hz. The results of dusty analogues
LHS-1D and LMS-1D are not reported since the EM behavior doesn’t differ from the
two samples with greater particles size. In addiction to that, the imaginary part is
difficult to be measured since its value is lower than 10~2, which corresponds to the
VNA instrument limit. The dielectric measurements were collected over the frequency
spectrum 100 kHz — 3 GHz but data are only reported in the frequency sub-range 107
to 3-10% Hz because within this range data are less affected by resonance effects and
distortions [9]. Data below 10" Hz for low loss material is not reliable due to the VNA
measurement limits. The real part of permittivity shows no dependence with frequency
while the imaginary part slightly increases with frequency. The uncertainties of real
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part of permittivity are less than few percent of the measurements and are not visible
in the following plots.
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Figure 6.5: Real and imaginary part of permittivity of LHS-1 in the frequency spectrum tested at
selected porosity .
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Figure 6.6: Real and imaginary part of permittivity of LMS-1 in the frequency spectrum tested at
selected porosity.

3 OPRH2N OPRH2N
r § 585% b 5267%| “ ¥ 585% ﬁ‘ 5267%
t 5521% ¥ 51.71% | ‘ 5521% ¥ 51.71%
I i 5387% I 4997% | ¥ 5387% I 49.97%
28"

[Exx Xy g XX xx XX x X 1-17
x x x x
s x X x X X x—gx-X | 0

m%muuuumlﬂ

24 t B Ly O B S B . |
:i'i""e"'t"""”"'g"'f 10-2 }l 191’
107 108 107 108

Frequency (Hz) Frequency (Hz)

Figure 6.7: Real and imaginary part of permittivity of OPRHZN in the frequency spectrum tested at
selected porosity.

83



6.5 Measurement results 84

OPRL2NT 0 OPRL2NT
4 ¥ 5494% B 49.59% 10 i = !
51.48% I 48.69%
3.5
it o
o Pbb;b;;;;;;;;tt*.u**a«wwﬁtt = l i;‘ * il i
3 PP BEBEBREBEBBRE PR BB v é
*"Q*ﬁtﬁ'.tt'.*'.*'ﬁ*'**..* 10_2
25 , e A
10° ‘ ‘ ‘
10’ 108 10’ 108
Frequency (Hz) Frequency (Hz)

Figure 6.8: Real and imaginary part of permittivity of OPRL2NT in the frequency spectrum tested
at selected porosity.

6.5.2 Magnetic permeability

All tested samples present no relevant magnetic behavior. Fig.(6.9) illustrates the com-
plex magnetic permeability of four analogues under test in this work (LHS-1, LHS-1D,
LMS-1, LMS-1D). The value of real part of magnetic permeability is ~ 1 as highlighted
in the following table. This fact confirm that the assumption made at the beginning
for the application of the methodology for non magnetic material are correct. Tab(6.1)
shows complex magnetic permeability of the nine simulants selected and averaged over
the frequency range 100 — 200 M H z.

SIMULANT 74 o ! ou”
LHS-1 1.0113 | 0.0056 | 0.0269 | 0.0020
LHS-1D 1.0136 | 0.0053 | 0.0305 | 0.0019
LMS-1 1.0150 | 0.0047 | 0.0022 | 0.0028
LMS-1D 1.0068 | 0.0063 | 0.0026 | 0.0004
OPRH2N 1.0076 | 0.0053 | 0.0044 | 0.0018
OPRH3N 1.0050 | 0.0053 | 0.0022 | 0.0011
OPRL2N 1.0062 | 0.0053 | 0.0042 | 0.0027
OPRL2NT | 1.0079 | 0.0048 | 0.0025 | 0.0017
LCATS-1 1.0163 | 0.0058 | 0.0296 | 0.0036

Table 6.1: Complex magnetic permeability selected and averaged over the frequency spectra 100 —
200 M Hz. All nine samples present non-magnetic behavior as expected.
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Figure 6.9: The magnetic permeability of 4 samples tested at varying frequency. All nine samples
are non-magnetic material. The imaginary part 1 of LMS-1 is lower than 1072 and it doesn’t
appear on the plot. Measurement uncertainties are less than few percent of the data and it might
be difficult to see in the plot.

6.5.3 Bulk density effect

Fig.(6.10) and Fig.(6.11) show the effect of porosity and bulk density on dielectric
parameters of regolith samples. Data are averaged over the frequency range 100 —
200 M Hz to smooth the trend and to eliminate spurious spikes caused by the mea-
surement set-up. Powder samples are heterogeneous mixtures; when the porosity is
varying, also the volume of air trapped within the solid grains is changing, leading to
a variation of the dielectric behavior of the whole sample. In fact, the real part of per-
mittivity increases when the sample is being compacted (lower porosity). This effect
is also visible in Fig.(6.5) to (6.7) where some measurements at different porosity are
shown. In this work, the average starting porosity (prior to the compaction) is around
55% for the analogues that present higher average grain size while for the dusty sim-
ulants like LMS-1D and LCATS-1 the starting porosity is 71% and 67% respectively.
The total variability of real part obtained with more than 190 measurement is 1.8 —3.3.
In Fig.(6.11) the imaginary part of 3 samples (LHS-1, LHS-1D and OPRH3N) is not
reported since it’s lower than 1072 which is the VNA operational limit. It is important
to highlight that the imaginary part also exhibits a slight trend with porosity. This
fact was never highlighted in previous works where the analyses of real and imaginary
part were always discussed separately. In this work is presented a new approach where
the behavior of the complex quantity (both real and imaginary part) is discussed as
function of bulk density.
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Figure 6.10: Real part of permittivity of nine analogues plotted against bulk density. These are more
than 190 dielectric measurements obtained varying the compaction of each sample. Data are
selected and averaged over the frequency interval 100 — 200 M H z to smooth data from spurious

spikes.
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Figure 6.11: Imaginary part of permittivity of sixz analogues plotted against bulk density. These data
are obtained varying the compaction of each sample. Data are selected and averaged over the
frequency interval 100 — 200 M Hz to smooth data from spurious spikes. The imaginary part of
3 samples (LHS-1, LHS-1D and OPRHS3N) is not reported since it’s lower than 10~2 which is
the VNA operational limit.
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6.6 Discussion

6.6.1 Models and mixing formulas

Heterogeneous mixtures are complex natural systems and it’s difficult to model their
physical properties. The dielectric parameters of loose material obtained by laboratory
activities are defined “effective” properties of the heterogeneous mixture, which are
also averaged over selected wavelength of investigation. In this context, the dielectric
parameters of lunar material (i.e., grains of lunar rocks) can be extrapolated applying
several mixing formulas, as deeply discussed in chapter 4. We used the Lichtenecker
formula reported in eq.(6.27), which is a particular case of the power-law model, to
estimate the permittivity of the rock ¢, (when ® = 0) from powder data. In fact in
eq.(6.27) g, is the complex permittivity measured at varying bulk density (porosity).
The analyses as a function of bulk density presented in this work are a novelty in
the context of lunar material (both analogues and apollo samples). In fact, there are
plenty of past works that estimate the dielectric parameters of lunar regolith but none
of those presents a deep discussion over porosity variability. This makes difficult to
compare the results of this work with the literature. A range of values of dielectric
parameters is obtained for each analogue, like the case shown in Fig.(6.10), while the
measurements on the Apollo samples were made for a single value of porosity that is
typically not declared or it is difficult to retrieve. Mixing formulas allow to extrapolate
a single value of dielectric parameters to associate to a single sample in order to make
coherent comparisons with literature. Hence, the complex dielectric parameters of
regolith analogues are extrapolated as they were solid material, and compared with
lunar rocks data.

Po

gp = &g’ (6.27)

The probability density functions of the complex dielectric parameters of solid mate-
rial are determined by applying non-linear least square regression on powder data. The
results of the regression fit are reported in Tab.(6.2). In Fig.(6.12) is shown an example
of the fit application for simulant OPRH2N and OPRL2NT, from which we retrieve the
real and imaginary part of permittivity for the solid sample. The non-linear regression
method is applied on dielectric data averaged over the frequency range 100 — 200 M H z
as prior discussed.

SIMULANT £ e, £, oe,

LHS-1 6.4332 | 0.0085 | 0.1350 | 0.0041
LHS-1D 6.414 | 0.015 | 0.1395 | 0.0048
LMS-1 6.775 | 0.011 | 0.3041 0.0041
LMS-1D 6.816 | 0.013 | 0.3491 0.0030
OPRH2N 7.1162 | 0.0088 | 0.22320 | 0.00060
OPRH3N 6.3572 | 0.0074 | 0.1709 | 0.0017
OPRL2N 8.187 | 0.015 | 0.2968 | 0.0018
OPRL2NT 8.990 | 0.010 | 0.4303 | 0.0039
LCATS-1 7.815 | 0.016 | 0.3524 | 0.0058

Table 6.2: Results of the least square regression with Lichtenecker formula to retrieve the complex

dielectric permittivity of the samples at virtually zero porosity.
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Figure 6.12: Probability density functions for real and imaginary part of permittivity applying the
Lichtenecker formula on regolith data as a function of porosity to estimate the dielectric param-
eters of the solid material (when the porosity is equal to zero).

The values of €], listed in Tab.(6.2), range between 6 to 9. This confirms the results
reported and summarized in [59], where the permittivity of Apollo lunar rocks ranges
from 6 to 8. In Tab.(6.3) are reported the dielectric measurements of lunar rocks
that are present in the literature that are used in this work. The OPRL2NT simulant
shows the highest value of complex €,, which is an expected result since OPRL2NT
present the highest %wt of oxide content, whose particles are heavier than the others.
LMS-1D presents ¢, values that are slightly higher than LMS-1. Such a discrepancy
is thought to be caused by the anomalous value of grain density. The two maria
simulants are characterized by the same chemical composition, they only differ on the
grain size and the expected values of €, must be the same. We replicated the measure
of grain density with the pycnometer, and we obtained different results as discussed in
chapter 5, see Tab.(5.6). We think the discrepancy is caused by the sieving process,
that the dust simulant undergoes to obtain a finer powder, that blocks some heavier
particles. Fig.(6.10) and (6.11) clearly show that each simulant data set present its
own trend as a function of bulk density due to the variations in terms of grain size and
chemical and mineralogical composition of each samples. Based on these considerations
we applied the mixing formula separately for each analogue. It is important to note
that the discussion in terms of porosity and density is virtually identical if we consider
eq.(6.25). Rocks data are retrieved for porosity equal to zero that is the equivalent of
density of the sample equal to the grain density. In the reality, the discussion in terms
of bulk density is preferred when comparing dielectric results with apollo rocks data
because a rock sample may present voids and cracks into the matrix, hence its porosity
might be different from zero. Results reported in Tab.(6.2) have to be considered the
maximum values that these samples could present if they were rocks. The real part of
permittivity for lunar regolith exhibits exponential trend as a function of bulk density.
This is well highlighted in Fig.(6.13) and described by eq.(6.28) from [100]. The bulk
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density is derived from gravimetric measurements previously discussed and compared
the real part ¢’ of regolith simulants with Apollo data from [53] [51] [50]. In Fig.(6.13)
the dashed black line represents eq.( 6.28), the pink solid line is the Lichtenecker trend,
eq.(6.27), that is calculated using the whole simulants data set as a function of bulk
density that yields to an average permittivity of the solid material equal to 7.23 £ 0.36,
which also confirms the previous results.

g =1.92" (6.28)
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Figure 6.13: Real part of permittivity of nine analogues compared with Lichtenecker (pink line) and
Olhoeft equation (black dashed line) models and Apollo 12, 15, 16 and 17 data.

6.6.2 The effect of (FeO + Ti0O,)% content on loss tangent

The relation between electromagnetic energy losses and the oxide content for lunar
material is still deeply debated despite several models were proposed in the past. The
general idea is that the presence of T7Oy and FeO particles can influence the energy
dissipation, the higher the oxides wt%, the greater is the energy loss. In [59] the loss
tangent of lunar material, both regolith and rocks data, are presented as a function of
oxides content where some trends are extrapolated. The exponential model reported in
eq.(6.29) is also from [59]. The idea proposed is that the dielectric behavior of regolith
and rocks should be discussed separately. The loss tangent of the solid material is
extrapolated for each of the nine simulants through eq.(6.30). In order to produce a
coherent, comparison, we selected only literature data with a bulk density p > 2.6 g/cm?
that are reported in Tab.(6.3).

tans —= 100-045(%TiO2+%Fe0)~2.754 (6.29)
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Figure 6.14: Loss tangent of regolith simulants calculated using data in Tab.(6.2) through eq.(6.50)
and compared to the loss tangent of rocks data from [59]. The red line represents the equation
(6.29), that was obtained by fitting the entire data set of lunar soil and rocks while the blue line
is the best fit obtained in this work ( using both lunar data from literature and retrieved values
obtained with simulant samples).

tcmég — 100.0398(%Ti02+%FeO)—2.2675 (631)

The eq.(6.29) from [59] doesn’t describe the loss tangent of the lunar rocks data
because it was obtained by fitting the entire data set where soil data are the majority.
Furthermore, data used for the analysis were acquired by several authors at different
frequencies that makes even harder to assess the existence of oxide-loss tangent rela-
tion. Samples were also tested at different environmental conditions (i.e. air, vacuum,
nitrogen) and the procedures that were used for samples preparation and the measure-
ments are not always well explained. This fact is also highlighted in Tab.(6.3) where
the same samples were analyzed by different authors that reported different values of
bulk density and dielectric parameters. In light of this, eq.(6.31) is here presented as
a new model only for lunar rocks data (both lunar data from literature and retrieved
values obtained with simulant samples) that is reported in Fig.(6.14) where the blue
line is the new model, eq.(6.31), compared with eq.(6.29) which is the red line. They
both exhibit a similar trend but the exclusion of powder samples from data set lead to
a new model that highlights higher values of loss tangent for lunar rock samples.
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SAMPLE | p, (g/cm?) frz(\:l/lu;ll;;: Y1 env. | & tand TiOy | FeO | Ref.
10017 3.10 1 N 8.80 | 0.07500 | 11.74 | 19.89 | [72]
10020 3.18 1 AN | 10.00 | 0.13000 | 10.72 | 19.35 | [26]
10022 3.10 450 AN | 4.17 | 0.13900 | 12.20 | 18.90 | [53]
10057 2.88 1 AN | 11.00 | 0.10000 | 11.44 | 19.35 | [26]
12002 3.30 1 AN | 9.00 | 0.05000 | 2.76 | 19.38 | [25]
12002 3.1 1 N 8.30 | 0.05100 | 2.76 | 19.38 | [72]
12002 3.04 1 N 7.8 1 0.05600 | 2.76 | 19.38 | [72]
12002 3.04 1 \% 8.0 | 0.06500 | 2.76 | 19.38 | [103]
12022 3.32 1 AN | 11.00 | 0.18000 | 4.9 21.7 | [25]
14310 2.36 1 AN | 6.00 | 0.02000 | 1.30 | 7.70 | [24]
14310 3.30 1 AN | 6.40 | 0.02000 | 1.30 | 7.70 | [24]
14310 3.30 1 AN | 7.00 | 0.01200 | 1.30 | 7.70 | [24]
14310 2.76 450 AN | 6.58 | 0.00440 | 1.30 | 7.70 | [52]
15065 2.86 1 N 6.70 | 0.01000 | 1.48 | 19.18 | [23]
15415 2.70 1 N 4.2 10.00100 | 0.02 | 0.23 | [23]
15459 2.76 1 N 6.62 | 0.00500 | 0.91 | 9.40 | [23]
15555 3.1 1 N 6.15 | 0.02520 | 2.26 | 22.47 | [23]
15597 2.84 450 AN | 6.16 | 0.00230 | 1.87 | 20.17 | [51]
60015 2776 1 N | 6.60 | 0.00020 | 0.06 | 0.35 | [23]
61016 2.79 1 N 7.82 | 0.01600 | 0.69 | 4.97 | [23]
62235 2.78 1 N 6.52 | 0.00660 | 1.21 | 9.45 | [23]
62295 2.83 1 N 6.20 | 0.01200 | 0.70 | 6.40 | [73]
65015 2.70 1 \% 7.00 | 0.00800 | 1.26 | 8.59 | [37]
65015 2.70 1 \% 7.70 | 0.00800 | 1.26 | 8.59 | [103]
70215 3.27 0.1 \Y 7.50 | 0.12300 | 12.48 | 19.40 | [2]

Table 6.3: Lunar rocks data from Apollo landing sites used in this work to assess a relation between
oxide content and energy losses. We selected only data with bulk density greater than 2.6 g/cm?
to discuss the loss tangent of lunar rocks. The fourth column express the environmental con-
dition of the dielectric measurements. A=air, N=nitrogen, AN= measured in nitrogen but
previously exposed to air. V=vacuum.

6.6.3 The effect of mineralogy on dielectric losses

In the previous section is reported the analysis of loss tangent and its relation with
oxides content (%7104 %FeO). The connection between the rocks oxide content and
dielectric energy losses has often been debated in scientific literature, particularly in
lunar measurements, as demonstrated in [59]. To date, unfortunately, the relationship
is not yet clear, and it certainly requires more laboratory data to improve statistical
significance. Nevertheless, it would be very intriguing to determine if there is a corre-
lation between dielectric properties and the mineralogy of the samples. Obtaining the
mineral composition for Apollo samples can be somewhat challenging. Chemical anal-
ysis is available in the literature, while mineralogical analysis is often lacking. For our
simulant samples, we have conducted mineralogical analyses, as summarized in chapter
5, and we have used them to investigate any relationship with the loss tangent. In the
following graphs are reported the trend as a function of pyroxene, plagioclase, ilmenite
and olivine content. It is important to note that more data are needed to assess a
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strong correlation but data seems to suggest a linear trend as a function of pyroxene
and olivine. The ilmenite content that is also strongly related to the (%TiO4 + % FeO)
content is mostly concentrated between 0 and 2 vol% and it makes difficult to asses a
relation with the tand. Also in this case, more laboratory measurements are needed to

improve the statistics. The complete discussion for chemical and mineralogical com-
position is found in chapter 5.
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Figure 6.15: Loss tangent vs pyrozene (left panel) and plagioclase (right panel) of regolith simulants.

The loss tangent values are the one retrieved for virtually zero porosity of each samples as
discussed above.
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Figure 6.16: Loss tangent vs olivine (left panel) and ilmenite (right panel) of regolith simulants. The

loss tangent values are the one retrieved for virtually zero porosity of each samples as discussed
above.

6.6.4 Attenuation models vs depth

From the estimation of the loss tangent, attenuation curves were derived as a function
of depth to compare the outcomes with the curves obtained from lunar data. The
attenuation is key parameter in the context of radar analyses, as it provides information
on the extent to which electromagnetic energy can penetrate the subsurface of interest.
Consequently, this parameter can offer valuable insights for the design of future lunar
missions and radar instruments.

The reduction in signal intensity, known as attenuation, occurs when EM signals
traverse a medium. The attenuation is related to the signal’s frequency, the path’s
length, and the material properties encountered during signal propagation, among
the other mechanisms. The attenuation coefficient « is principally given by the sum
of two terms: the intrinsic and the scattering contributions [33]. In this case, the
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regolith material is considered almost homogeneous and thus the parameter can be
approximated with the only contribution of the intrinsic attenuation o ~ «;, that is
linear and isotropic given by eq.(6.32) [136]. In eq.(6.32) the quantity w = 27 /v is the
angular frequency, ¢ the speed of light in a vacuum, v = ¢/ Ve’ is the phase velocity.

a= %%m{\/g} ~ ;—vtané (6.32)

The variation of bulk density with depth for lunar material was extensively studied
using the drill-core from apollo missions resulting in a model reported in eq.(6.33)
from [59]. For the regolith analogues, using eq.(6.33) and substituting it into the
mixing model eq.(6.27) it is possible to obtain the variation of complex permittivity
with depth z. The signal attenuation (two-way attenuation), eq.(6.34), is calculated
for the first 40 m at two frequencies: 60 and 500 M H z which are the central frequencies
of the two lunar penetrating radar missions (Chang’e3 and Chang’e4) operating on the
Moon (see chapter 3, section 3.8).

z+12.2
z+ 18

A:exp<-2/zjadz> (6.34)

The two-way attenuation curves for regolith simulants are compared with models
obtained from lunar data. The attenuation coefficient « is retrieved using loss tangent
curves as a function of density proposed in [59]. In this case there are several model
proposed: for all lunar data (both soil and rocks data) eq.(6.35), a model obtained only
for lunar regolith (soil) eq.(6.36), for data obtained at 450 M H z eq.(6.37) and a subset
of Apollo 15-17 data eq.(6.38). Each of these models were substituted in eq.(6.32) to
calculate a(p) and then using eq.(6.34) the parameter A is retrieved.

pp(z) = 1.92 (6.33)

tand (p)attdata = 1000-44029%) (6.35)
tand(p) son = 10(0-4200=2:903) (6.36)
tand(p)asor . = 10(0-398p—2871) (6.37)
tand(p) apotiors—17 = 10(0-231p=2.738) (6.38)

For the Apollo data, the quantity v into eq.(6.32) is calculated for each curve (6.35)
to (6.38) using the appropriate model of £'(p) proposed in [59]:

€I(P)azz¢mm = 1919p (639)
€' (p)sois = 1.8717 (6.40)
5/<p)45OMHz = 1.843° (641)
5/(p)ApO”015_17 = 1.908" (642)
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Figure 6.17: Density profile vs depth eq.(6.33) from [59] (left panel). On the right panel are reported
loss tangent curves for regolith simulants and lunar data calculated using the density profile

eq.(6.33).
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Figure 6.18: Attenuation curves calculated for the first 40 meters at two operational radar frequencies
60 and 500 MHz for regolith simulants and apollo data based on models of [59].

In Fig.(6.17) is reported the curve of density for the first 40 m reported in eq.(6.33)
(left panel) and the loss tangent models for lunar simulants and lunar data (right
panel). Some curves for lunar data are very similar and thus appear superimposed
on the graph. This is the case of soil data eq.(6.36), data at 450 MHz eq.(6.37)
and all data eq.(6.35). The curves superimposition underlying the fact that the main
contribution of lunar dielectric dataset from [59] is given by lunar soil data; the set of
measurements conducted at 450 M H z were carried out on soil data that is consequently
a subset of soil data. On the contrary, data from Apollo 15-17 missions give a lower
extimation of tand but this fact if well explained in [59]. The Apollo samples from
missions 11-14 underwent a different treatment compared to those from missions 15-
17 to preserve Earth from potential extraterrestrial contamination. Perhaps due to
inexperience, the samples were inadvertently contaminated with terrestrial atmosphere,
leading to dielectric measurements affected by moisture contamination and resulting
in overestimations of the dielectric parameters. In contrast, the Apollo 15-17 samples
were treated differently specifically to avoid moisture contamination. As a result,
the loss tangent curve for these samples deviates from the others. The tand curves
of the simulants range from a minimum of approximately 0.014 to 0.030 (£20%),
remaining constant with increasing depths. These curves indicate that dielectric losses
are considerably higher than those calculated from lunar data. In addiction to the
Apollo data results, data from the Chinese Chang’e-4 mission yielded an estimated
loss tangent averaged for the initial 35-40m of depth, of 5 & 2 - 1073 [81], which is in
perfect agreement with the Apollo 15-17 curve.

The two-way attenuation calculated at 60 and 500 M H z is reported in Fig.(6.18).
The attenuation is calculated only for tree simulants: LHS-1, OPRL2N and OPRL2NT
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that are the three samples that represent the end-members and intermediate values of
complex permittivity in Tab(6.2). The attenuation results show that between the
two frequencies there is a factor 10 in terms of signal attenuation, assuming that
the analogues are representative of lunar material. The lunar penetrating radar on
board Chang’e 3 and 4 missions present a dynamic range of about 80 — 90dB [41];
if the analogues properly simulate the Chang’e 3 and 4 landing sites, the information
retrieved by the GPR would be effective only for the first ~ 30m below the surface
that is in contrast with the results proposed by Li et al. [81], where they were able
to show subsurface features into the lunar radargram up to the first 40 m after the
application of specific processing techniques.

6.7 Conclusions

This chapter presents the measurements carried out on the 9 regolith analogues with the
VNA set-up in function of frequency and varying the compaction of the sample inserted
into che measurement cell. In section 6.5.1, the data of the real ¢’ and imaginary part
g” of permittivity as a function of frequency are reported. These results are then
compared with the extensive literature available on dielectric measurements performed
on Apollo samples. The real part of permittivity reported in Fig.(6.5) to (6.8) shows
no dependence with frequency like the Apollo regolith samples that were dielectrically
tested and reported in several works [72][129][2][102] while the imaginary part slightly
increases with frequency, and it ranges between 107! to 1072 which is the typical range
of value for powder samples [2]. The effect of porosity on dielectric properties of loose
material were also conducted and reported in [117][60][9] where a strong dependance
of ¢’ with compaction stands out. The total variability of &’ obtained in this work with
more than 190 measurement is 1.8 — 3.3 which is in good agreement with dielectric
measurements conducted on lunar regolith samples [2].

Starting from the frequency spectra, data are selected in order to extrapolate di-
electric parameters and applying models. Data are averaged over the frequency range
100 — 200 M H z to smooth data from spurious spikes. Through the application of mix-
ing models, dielectric parameters were extrapolated as the powder samples were solid
rocks (at virtually zero porosity) see Tab(6.2) and Fig.(6.14). The extrapolation of
solid data was made to conduct separate analysis on powder and rock samples, while
in the major literature the results are always discussed together [59]. The powder
data of ¢’ were compared to the literature data in Fig.(6.13) and also compared to the
well-known models as a function of density like the Olhoeft equation eq.(6.28). The
results confirm that the powders have an exponential trend with bulk density but the
Apollo samples appears constantly below the curve while the simulants data are above
eq.(6.28). This outcome is attributed to the fact that eq.(6.28) was obtained fitting the
whole data set of lunar regolith and lunar rocks data; in fact in [59] other curves were
presented in order to obtain a more accurate description of regolith data, using the
model 1.87” and other curves for subsets like Apollo 15-17 data and data at 450 M Hz
measured by Gold [53][51][50].

Starting from these considerations, the next natural step within the analysis was
the study of oxide (%7102 + %FeO) content and tand in section 6.6.2. In this case the
values of permittivity at & = 0 are used to calculate tand, using eq.(6.30) and make a
comparison with lunar rocks data. This result represents a novelty in this context since
the is no models and study of oxide content and energy losses for rocks data. In fact,

96



6.7 Conclusions 97

eq.(6.29) from [59] was retrieved for the entire data set of soil and rocks data where soil
data are the majority of the data sets, posing a different weights on the final result.
The curve shown in eq.( 6.31) is obtained in this work fitting the results of the regolith
analogues and the selected data of lunar rocks reported in Tab.(6.3). The tand, from
regolith data are retrieved at ® = 0, like the powder samples were totally compacted
as a rock sample. In the reality, rocks are not characterized by porosity equal to zero
since they may present cracks and bubbles within the matrix. In fact in Fig.(6.14) the
lunar rocks data are slightly below the values of the regolith analogues, highlighting
that the real rocks might present internal cracks and ® ~ 0. The tand, results have to
be considered as end-member values, since in the reality the loss tangent of rocks can
be lower.

In chapter 5 are summarized the mineralogical analysis of the regolith analogues.
The vol% of plagioclase, pyroxene, olivine and ilmenite of simulants are used to plot
the complex permittivity in function of these quantities in Fig.(6.15) and (6.16). The
mineralogical composition of analogues (see table 5.7) is strongly different from the
real Apollo samples since the simulants are made with no agglutinates. In this context
a comparison with Apollo samples is not presented and just a qualitative description
is made. It is important to emphasize that an analysis of EM properties in terms
of mineralogy of Apollo samples has not been previously presented and may be more
accurate than an analysis based on chemical composition, as done so far considering
parameters such as the loss tangent, iron, and titanium oxides. The lunar analogue
samples used in this work, while significantly different from the actual Apollo samples
in terms of mineralogy, exhibit dielectric properties consistent with existing literature
[129][102][2][24][50][51]. The literature is extensive but lacks uniformity, and it can also
be quite complex to obtain full comprehension of the phenomena. A clear example
of this can be seen in Tab.(6.3), where dielectric measurements for various Apollo
samples are conducted by different authors under varying environmental conditions
and at different frequencies. While it is true that dielectric properties appear to be
frequency-independent, comparing data at frequencies with differences of one or two
orders of magnitude may not be entirely accurate. It is crucial to underline that the
purpose of this study is not to determine whether these samples are reliable lunar
analogues or not. A more comprehensive analysis would require a larger samples set
and, most importantly, a systematic evaluation of all Apollo samples using data at the
same frequency and consistent sample preparation methods. Hence, a thorough and
meticulous review of the literature is necessary to gain a clear and precise understanding
of the overall context.

The attenuation profile shown in Fig.(6.18) is of particular interest due to its in-
terpretive implications, which lead to a clear dichotomy. In one scenario, we can infer
that the lunar simulators used in this work do not accurately replicate the lunar zones
investigated during Apollo missions and with Chinese Lunar Penetrating Radar (LPR)
, thus yielding samples that are excessively attenuating in comparison to lunar regolith.
Alternatively, the graph in Fig.(6.18) indicates an issue with the density curve. This
curve was derived from data obtained from the sole drilling operation conducted during
the Apollo missions, and the authors themselves assert its validity only up to a depth
of approximately 10 meters [59]. Stratigraphic models proposed in [86] [81] show a
more complex scenario than the one described in [114] and [142]. Beneath the regolith
layer, a transition zone begins, characterized by a mixture of regolith, rock and blocks.
In this context, the density variation below the initial 10 — 15 meters is considerably
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more complex than what is described by a nearly constant linear trend, as presented
in Eq.(6.33).
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Chapter 7

Dielectric measurements in function
of temperature on dry and
saturated regolith analogues

7.1 Introduction

In this chapter are reported the measurements conducted at varying temperature using
a capacitive measurement cell (filled with powder samples) connected to a LCR meter.
This apparatus covers the frequency spectrum 20 Hz—1 M Hz (AgilentHP4284A). The
set-up was also integrated to explore the dielectric behavior as a function of temper-
ature 200 K — 350 K via means of a climatic chamber (Angelantoni DY340C). The
analogues were tested in dry conditions but also mixed with distilled water ice, in
order the assess the dielectric differences of the two scenarios. The next sections de-
scribe the characteristics of the equipment and the methodology used to perform the
measurements samples preparation and the experimental results.

7.2 LCR meter set-up

The LCR meter instrument allows to study the dielectric property by measuring the re-
sistance, capacitance and inductance of the Material Under Test MUT. This technique
is suitable to test material in the low frequency range (10 — 107 Hz).

Hevn Lovr Dfeedback
Zy
puT It
Hpor Lpor ‘
0se (A0) V)V e

<+

Figure 7.1: The LCR meter equivalent electric circuit can be represented by an operational amplifier
in inverted configuration where the oscillator sends a sinusoidal input to the Device Under Test
DUT and the feedback resistor can vary the current range that flows though the DUT.
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The circuit can be represented as an operational amplifier set on the inverted con-
figuration. The system is excited by the oscillator (Osc) that sends sinusoidal voltage
inputs and the feedback resistor R fceapack €nables to change the measuring range of the
current that flows through the DUT.

The instrument measures the Amplitude and Phase of the output voltage V,,;, while
the voltmeter measures the same parameters of the input voltage V;,,, that is generated
by the oscillator.

The MUT is placed into a capacitive cell and connected to the circuit by four coaxial
cables that are denominated Heyr, Hpot, Lewr and Ly, in Fig.(7.1) that stand for high
and low current /potential. Considering the circuital approach, the MUT is marked by
the impedance Z, that can be estimated through the Kirchhoff’s junction rule over the
A node:

The current [; that flows through the MU' is given by the ratio of the input voltage
and the MUT impedance, eq.(7.2); the current I that flows through the feedback
resistance is also given by the ratio of the output voltage and the R fecapqck itself, eq.(7.3)
and the current I3 is equal to zero assuming infinite input impedance of the operational
amplifier, recalling the principal of the virtual mass, eq.(7.4). After substituting all the
correct terms into eq.(7.1), the MUT characteristic impedance Z, is given by eq.(7.5).

Vin(v)
I, = 7.2
1 Zx<l/) ( )
V;)ut
Ih=——"""—" 7.3
? Rfeedb(zck: ( )
I;=0 (7.4)
Vin(v
Zx - - V( >Rfeedback (75)
out
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Figure 7.2: LCR meter experimental set-up emplaced to test the dielectric properties as function of
temperature between 20 Hz and 1 MHz. A) shows the parallel plate cell, B) the LCR meters
and C) shows the cell filled with analogue into the climatic chamber and the PT 100 to measure
the temperature of the sample.

7.2.1 Capacitive cell dielectric measurements

The DUT is placed in a flat parallel plate capacitor that is connected to the LCR
meter. The dielectric parameters of the DUT are retrieved via means of the study of the
equivalent circuit of the system set in a parallel configuration. The equivalent circuit
shown in Fig.(7.3) and the following discussion are the same reported in Chapter(2) to
define the complex dielectric permittivity, see pag.(30). To avoid redundancy, here are
only reported the essential steps to retrieve the dielectric parameters from the LCR
meter measurements.

Ttot

Ie = VCUE;—CU

14 @ we'.Co el 100 Co

Figure 7.3: FEquivalent circuit system (parallel configuration) of a flat capacitor powered by an al-
ternating current. The resolution of the system allows to evaluate the dielectric parameters of
the DUT inserted into the capacitive cell. On the right side is reported the vectorial current
diagram of the system.

The total current that flows through the system is given by the sum of the charge
and loss current, eq.(7.6) is expressed in terms of the relative permittivity e,. Tanking
into account that ¢/,, = € 4+ o/weg, we can simplify the formula and express it in
terms of resistance and reactance, see eq. (7.7).

Lot = I.+ I, = V(jwC + G) = V(jwCoe!. + wCpe” + g) (7.6)
0
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Lot = V (jwCoe,. + wCoel ;) (7.7)

Since the LCR meter directly measure the capacitance C,(v) and tand(v) at varying
frequency, we can simply calculate the real part of permittivity as follow:

C

C=¢eCy = & = 810 (7.8)

Co
where v is the selected frequency and Cj is the air capacitance that is obtained
acquiring the measurement of the empty parallel plate cell. The quantity Cy can also
be retrieved through the capacitive cell formula, eq.(7.9), that contains the geometrical
factor of the cell itself and this value is used to check the measured quantity Cj after

the calibration procedure.
mr? 7(0.027 m)?
Co = e,60—— = 8.85- 107 3(F _
0= ey E/m) = 5035 m

where d and r are the distance between the plates of the cell and the radius of the
plates respectively. The associated uncertainty is given by the error propagation law

given by:
A = 1/ (29) (arp = (20 (pay (7.10)
0 or od ‘

The imaginary part of permittivity can be retrieved through the loss tangent which
express the ratio between loss current and charge current as shown in diagram in
Fig.(7.3).

= 5.79 £ 0.04 pF (7.9)

1
tand = —————— (7.11)
wCy(v)Ry(v)
I wCoely, ,
tan(5 = _[C # — grtot - tan5(V) gr (712)

The uncertainties associated to ¢/ and €, are calculated via mean of the error
propagation law and assuming umforrn distribution for the errors dividing for a factor

V3

2 NG
Al — ac+ (25) (acy) (7.13)
o0Cy
1 ACp C,AC,
Ae =4+ —— P .14
e (Co e ) (7.14)

Al = f\/ i) (o (%) (aqp (7.15)

Ag”

= \/g (e.AD + DAE') (7.16)

where D = tand.

Calibration
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The zeroing calibration procedure is performed prior to each measurement. This

operation allows to measure the stray parameters which are then used to correct data,
ensuring the correct measurement of the DUT parameters without fixture errors or
adaptor capacitance. The resulting calibration is stored into the LCR internal mem-
ory.
The open circuit measurements is carried out to determine the stray admittance Y, =
1/Zpen, which corrects high impedance measurements. The short circuit measurement
returns the so called residual impedance Z,,+ that compensates low impedance mea-
surements. Eq.(7.17) shows how the actual impedance measure Z,,.,s is corrected to
obtain the real parameter of the DUT.

Zmeas - Zshort
Ly = 7.17
1-— (YZJpen . Zmeas) ( )

7.3 Samples preparation

Dry samples

Prior to each measurement for the dielectric testing of dry regolith, the analogues
were dried in a vacuum oven (SalvisLab) at 105° C' for 24 hours, to remove any residual
moisture that strongly affects data. For the dry tests were conducted two separated
measurements with the climate chamber denominated cooling and heating cycle as
explained in detail in the following section. For both measurements were applied the
sample treatment for the sample and the measurement cell was filled with almost the
same mass of simulant in order to obtain a comparable data for the whole temperature
cycle under test. It is important to note that filling the cell with the exactly same
quantity of powder is very difficult due to the high porosity and small grain size of
samples.

Figure 7.4: The dry samples were tested at varying temperature and they were placed in a vacuum
oven (left panel) for 24 hours to eliminate residual moisture. On the right panel is reported the
capacitive cell connected to the LCR meter and filled with dry analogue.
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Cooling cycle

Simulant mn om P g P P 7Py ® o P
(9) | (9) | (g/em®) | (g/em?) | (g/cm?®) | (g/em?) | (%) | (%)

LHS-1 32.920 | 0.003 | 1.206 0.009 2.7850 | 0.0008 | 56.70 | 0.42

LHS-1D | 27.580 | 0.003 | 1.010 0.007 2.7744 | 0.0067 | 63.59 | 0.49

LMS-1 44.300 | 0.003 | 1.623 0.012 3.0506 | 0.0013 | 46.81 | 0.34

LMS-1D | 21.140 | 0.003 | 0.774 0.006 2.8334 | 0.0021 | 72.67 | 0.54

OPRH2N | 27.500 | 0.003 | 1.007 0.007 2.8154 | 0.0014 | 64.22 | 0.47

OPRH3N | 29.640 | 0.003 | 1.086 0.008 2.7844 | 0.0016 | 61.01 | 0.45

OPRL2N | 29.780 | 0.003 | 1.091 0.008 2.8860 | 0.0015 | 62.20 | 0.46

OPRL2NT | 31.790 | 0.003 | 0.000 0.000 3.0108 | 0.0030 | 61.32 | 0.45

LCATS-1 | 23.150 | 0.003 | 0.000 0.000 3.1245 | 0.0140 | 72.86 | 0.63

Table 7.1: Cooling cycle measurements preparation for the dry analogues tests.

Heating cycle

Simulant i om po TP Ps o Ps ¢ o®
(9) | (9) | (g/em®) | (g/em?) | (g/cm?®) | (g/em?) | (%) | (%)

LHS-1 33.540 | 0.003 | 1.229 0.009 2.7850 | 0.0008 | 55.89 | 0.41

LHS-1D | 28.230 | 0.003 | 1.034 0.008 27744 | 0.0067 | 62.73 | 0.48

LMS-1 43.600 | 0.003 | 1.597 0.012 3.0506 | 0.0013 | 47.65 | 0.35

LMS-1D | 21.190 | 0.003 | 0.776 0.006 2.8334 | 0.0021 | 72.61 | 0.53

OPRH2N | 27.580 | 0.003 | 1.010 0.007 2.8154 | 0.0014 | 64.12 | 0.47

OPRH3N | 29.990 | 0.003 | 1.099 0.008 2.7844 | 0.0016 | 60.55 | 0.44

OPRL2N | 30.250 | 0.003 | 1.108 0.008 2.8860 | 0.0015 | 61.61 | 0.45

OPRL2NT | 34.760 | 0.003 | 0.000 0.000 3.0108 | 0.0030 | 57.71 | 0.43

LCATS-1 | 23.080 | 0.003 | 0.000 0.000 3.1245 | 0.0140 | 72.94 | 0.63

Table 7.2: Heating cycle measurements preparation for the dry analogues tests.

Saturated samples

The dry regolith analogues are saturated with distilled water in order to obtain a
ice /regolith mixture with the climatic chamber. Once the grain density of the sample is
noted it is possible to retrieve the volume of voids (porosity). In eq.(7.18) V' is the total
volume, m is the mass of dry powder and p, the grain density of given sample measured
with the pycnometer that are reported for each analogues in Tab.(5.6). ® is the porosity
of the dry powder, which indicate the volume of voids between powder particles. ®
is filled with distilled water up to the saturation of the sample. Conversely to the
measurement of dry analogues, in this case the powders are not dried-out in the vacuum
oven since it is saturated with distilled water. In Tab.(7.3) is reported the details of
measurements, the estimated porosity, volume fractions and related uncertainties. For
the measurements of saturated regolith 2 samples were omitted due to their dusty
nature. The grain size distribution of LHS-1D and LMS-1D is so low that is difficult to
estimate properly the porosity and thus the quantity of water to use in order to obtain
saturated mixtures.

m/V
Pg

d=1-

(7.18)
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SAMPLE | ® (%)
LHS-1 46
LMS-1 42

OPRH2N | 51

OPRH3N | 53

OPRL2N | 50

OPRL2NT | 52

LCATS-1 | 65

f |l of [A=F)|o(l=f)
0.531 | 0.077 | 0.469 0.068
0.583 | 0.047 | 0.417 0.034
0.490 | 0.051 | 0.510 0.053
0.465 | 0.052 | 0.535 0.060
0.506 | 0.050 | 0.494 0.049
0.480 | 0.048 | 0.520 0.052
0.349 | 0.046 | 0.651 0.086

Q
KA
oo oo | | ~3|
X
S~—

Table 7.3: Details of sample preparation of ice/regolith miztures. The tab reports the estimated
porosity the volume fraction f and (1-f) related to environment and inclusions (water ice and
regolith,).

Figure 7.5: The left panel shows the capacitive cell filled with the saturated mixture of distilled water
and regolith analogue. The right panel shows the measurement cell into the climatic chamber
connected to the LCR meter.

7.4 'Temperature cycles

To investigate the dielectric properties of dry regolith analogues under lunar-like con-
ditions, temperature-dependent tests were performed using a climatic chamber (An-
gelantoni DY340C) over the temperature range of 200 K to 350 K. Due to humidity
contamination, the temperature cycle was divided into two parts. The cooling cycle in-
volved lowering the temperature from 300 K to 200 K, while the heating cycle involved
raising the temperature from room temperature to 350 K at a rate of 0.05 K/min
Fig.(7.6). The collected data from both cycles were combined to obtain the overall
temperature trend. For the cooling cycle, data during the descent stage (300 K —
200 K') were selected, as the analogue remained dry. In the ascent stage (200 K —
300 K') data present moisture contamination. Fig.(7.7) shows the ascent and descent
stages of the cycle and the effect of humidity on dielectric parameter €”. The heating
cycle was first set to reach a temperature of 450 K but the experimental set-up and ca-
bles are not supposed to reach that temperature; to avoid any damage to the set-up was
decided to reach 350 — 370 K. Dielectric tests were also conducted for regolith samples
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that are completely saturated with distilled water. In this case the temperature range
that was tested is 200 K to 300 K at a rate of 0.05 K /min right panel in Fig.(7.6). The
temperature variation of samples was monitored using a PT100 (Platinum Resistance
Thermometer) connected to a multimeter (Keithley 2700) and directly inserted into
the powder Fig.(7.2C). The PT100 provides accurate temperature measurements con-
sidering the thermal inertia between the climatic chamber and the simulant inserted

into the cell. This fact is well highlighted by the difference of the red and black curve
in Fig.(7.6).
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Figure 7.6: Temperature cycles emplaced for testing dielectric properties of analogues samples. The
left panel shows the heating cycle involves raising the temperature from 300 K to 370 K at a
constant rate of 0.05 K/min. The right panel shows the cooling cycle includes lowering the
temperature from 300 K to 200 K at a rate of 0.05 K/min. In both graphs is also shown the
thermal inertia observed between the climatic chamber and the lunar analogue within the cell.
While the climatic chamber reaches a specific temperature, there is a delay for the lunar analogue
to reach the same temperature. The temperature recorded by the climatic chamber is the red red

curve and the temperature of the analogue within the cell, measured using a PT100 sensor is
reported with the black curve.
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Figure 7.7: Comparison of the descent and ascent stages of the cooling cycle of sample measurement.
During the ascent stage, which takes place after 50 hours, the dry sample experiences humidity
contamination, leading to an impact on the dielectric parameters (indicated by the red circle).
For temperatures between 200 K and 250 K, data from both stages perfectly overlap. We uti-
lized the descent stage of the cooling cycle and the ascent stage of the heating cycle, ensuring
comprehensive analysis and correlation of the experimental results.
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7.5 Measurement results

7.5.1 Dielectric properties as a function of frequency

In Fig.(7.8) are reported the real and imaginary part of dry simulants measured in the
frequency range 20 — 10° Hz. Real part of permittivity ¢ on the left panel appears
frequency independent for frequencies above 10* Hz. Some polarization effects may
occur for frequency below 10® Hz producing data distortion, that doesn’t affect much
the results since for radar applications we are interested in higher frequencies results.
The right panel shows the imaginary part ¢” that ranges between 1072 — 10" exhibiting
descent trend at increasing frequency. Data were selected at temperature of 273 K.
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LMS-1  x OPRH3N # LCATS-1
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LHS-1 OPRH2N < OPRL2NT
LMS-1  x OPRH3N # LCATS-1

Frequency (Hz) Frequency (Hz)

Figure 7.8: Dielectric properties of dry regolith analogues in the frequency range 20Hz — 1M Hz at
273 K. Left panel reports the real part of permittivity, right panel reports the imaginary part.

Due to the presence of water /ice, which has a major impact on the dielectric charac-
teristics, the behavior of a saturated mixtures is fundamentally different. Temperature
has a considerable impact on frequency spectra in this second case. Figures (7.9)
and (7.10) show six panels with frequency spectra of complex permittivity at various
temperatures: 200,220, 250, 273,290, and 300 K. The real part ¢’ reveals that at fre-
quencies below 10*Hz, temperature has a considerable impact, becoming practically
flat and constant at lower temperatures, as seen in the upper row of Fig.(7.9). The
frequency spectra above 10*H z, on the other hand, exhibit a consistent trend at any
temperature that is under test. The imaginary part €” decreases at increasing frequency
presenting a very sharp trend occurring from room temperature to 273 K. Below the
freezing point the frequency spectra below 3-103H z begin to fluctuate, becoming rather
flat for lower frequencies.
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Figure 7.9: Frequency spectra of real part of permittivity of saturated miztures at varying temperature

between 200 K to 300 K.
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Figure 7.10: Frequency spectra of imaginary part of permittivity of saturated miztures at varying
temperature between 200 K to 300 K.

The conductivity o of the two scenarios is reported in Fig.(7.11) at two different
temperatures: 200 and 300 K. The upper row shows o (S/m) of dry analogues (left
panel) and saturated mixtures on the right panel at 200 K ,respectively. The presence
of water ice slightly impact the conductivity for frequencies over 2-10% where it seems to
be almost flat in frequency. At 300 K the distilled water still increases the conductivity
if compared to the dry scenario, in fact in the right panel o (S/m) ranges between 4-1073
to 107! but is constant over the frequency spectrum, while the dry analogues present
the same conductivity of the frozen case. The LCATS-1 sample when saturated shows
dielectric behavior similar to clays, in fact the conductivity is 1 order of magnitude
higher that the other saturated mixtures, but also the real part at room temperature
reaches values above 120 at 1 M Hz and at very low frequencies it can reach &’ ~ 103.
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Figure 7.11: Electrical conductivity of the two scenarios. In the upper row is reported the comparison
of electrical conductivity measured at 200 K for dry simulants (left panel) and the ice/regolith
miztures (right panel) In the bottom row there is the same comparison but the conductivity is
measured at 300 K.

From the frequency spectra of both scenarios data were selected at 1 M Hz in order
to discuss in the following sections the trends as a function of temperature. All graphs
reported also include measurement uncertainties that were determined based on the
specifications provided by the instrument. Uncertainties were calculated using a type
B standard model with a uniform distribution.

7.5.2 The effect of temperature

The dielectric behavior of dry analogues at varying temperature was tested with a
climatic chamber and the dielectric parameters are reported in Fig.(7.12). & can be
assumed constant over the temperature under test range since the percentage variation
of data is around 3—4%. The imaginary part &” reported in the bottom row of Fig.(7.12)
increases at increasing temperature in the range 200 — 300 K and it becomes constant
over the temperature range for T above 300 K. Note that at a very low temperature the
measure of the imaginary part can’t be considered much reliable due to the instrument
limitations. Results of LHS-1D,LMS-1D, OPRH3N and LCATS-1 were omitted since
the imaginary part in below 1072 and in some cases the measurements were corrupted
by noise, broken cell connector and/or laboratory electrical problems that occurred
during the laboratory activities.
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Figure 7.12: Dielectric properties of dry regolith analogues selected at 1M H z at varying temperature.
The upper row reports the real part of permittivity, the bottom panels report the imaginary part.

The saturated mixtures exhibit a more complicated behavior. In Fig.(7.13) is re-
ported the phase angle of the samples in the frequency domain at six selected tempera-
tures between 200 — 300 K. The phase angle is a parameter that highlights the typical
Debye relaxation processes occurring at varying temperature. In fact, the maximum of
the phase angle typically occurs at relaxation frequency and lowering the temperature
it moves towards lower frequencies as shown in the upper row of Fig.(7.13). The trend
of ' is plotted against temperature in the left panel of Fig.(7.14). The freezing point
occurs at about ~ 273 K, for all samples dropping the real part of permittivity from
30 — 100 to values of the order of 5 — 8. Below the freezing point the real part appears
flat and constant over the temperature range of interest. Regarding the imaginary part
e, it shows a decreasing trend with temperature in 200 — 300 K range, see right panel
of Fig.(7.14). It is important to note that in Fig.(7.14) the complex permittivity is
shown over the entire temperature cycle under test explained in previous section.
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Figure 7.13: Frequency spectra of the Phase angle of saturated samples. Data is selected at varying
temperature between 200 K to 300 K to highlight the temperature effect.
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Figure 7.14: Dielectric properties of saturated samples selected at 1M Hz at varying temperature.
The real part €' is on the left panel, on the right there is the imaginary part €” that has a clear
variation with temperature below the freezing point that occurs at ~ 273 K.

7.5.3 Attenuation estimation

The obtained dielectric parameters are used to derive the attenuation A (dB/km) vs
frequency, which may be portrayed as in the case of non-magnetic materials as eq.(7.19)
given by [135]. For low loss material the attenuation can also be approximated using
eq.(7.20). Fig.(7.15) reports a comparison of the attenuation parameter for the dry
samples and ice/regolith mixtures.
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2 /
Adpjkm = 8.68 X 103{%”\/%\/\/1 +tan?s — 1} (7.19)
2 /
Adp jm = 8.68 x 103{@ﬂ} (7.20)
cC 6"(1/)

The attenuation is calculated using eq.(7.20) over the frequency spectrum 20H z —
1M H z and at 10 different temperatures between 198 —300 K. The dry samples present
very low level of signal attenuation ranging between 1 — 10~* presenting a linear trend
with frequency and slight increase at increasing temperature. On the other hand, the
presence of ice into the matrix of ice/regolith mixtures change the attenuation param-
eter where for frequency above 10*Hz seems to have a more flat trend at increasing
frequency. When for temperature above 273 K the presence of liquid water increases
the attenuation of nearly 3 orders of magnitude compared to the frozen samples. In this
section are reported only 3 samples since all the analogues present the same behavior
in terms of attenuation and showing them won’t add any information. The attenuation
uncertainties is nearly 10 —12% of data and the error bars are not reported in the plot.
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Figure 7.15: Attenuation of dry samples and ice/regolith miztures in the temperature range 198 —
300 K owver the frequency spectrum. Left panel shows attenuation calculated for dry samples
while the right panel shows ice/regolith miztures results. First row shows LHS-1 and the bottom
row the LMS-1 results.

7.6 Discussion

7.6.1 Activation energy

The lunar surface temperature at the equator varies between 100 K and 400 K. At the
polar regions the surface vary between 150 — 200 K and 50 — 100 K, due to the low
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incident angle of sunlight [143][122]. The dielectric analyses were conducted replicating
the lunar-like conditions, as far as possible considering the operational limitations of the
laboratory equipment. The temperature dependence of sample properties can reveal
some processes that contribute to the EM behavior at high and low temperatures. &”
of both dry analogues and saturated mixtures shows a slight temperature dependance
in the frequency range investigated. Particularly, the dry analogues for temperature
below 300 K in the left panel of Fig.(7.12) and the ice/regolith mixtures when the
temperature is below the freezing point 273 K showed in Fig.(7.14). We evaluated
the activation energy through the Arrhenius model that is shown in eq.(7.21), in the
temperature range 198 —270 K for both scenarios and the results are listed in Tab.(7.4)
and (7.5). The selected data for the application of regression model is at 1 M Hz. The
activation energy obtained is £ ~ 0eVl suggesting that the dielectric properties can
be tested in a limited temperature range and the data can be extrapolated through
the application of models and linear regressions. The presence of water ice appears to
introduce a variation with temperature and, generally, when mixed with water ice the
activation energy is more than doubled except for the case of LMS-1 where the &” of
the dry sample is almost flat in temperature but when mixed with ice its activation
energy registered is ~ +3500%. The regression fit of selected samples are shown in
Fig.(7.16), where on the left panel is reported results for dry samples and the right
panel shows the ice/regolith mixtures results. The activation energy is not calculated
for all samples; some data are affected by noise or corrupted and the estimation of
activation energy is not well constrained.

e’ = Aexp ( - %) (7.21)
b

Dry regolith samples
Simulant | E(eV) | cE (eV)
LHS-1D 0.070 0.017

LHS-1 0.036 0.012
LMS-1 0.0020 | 0.0012
OPRH2N | 0.071 0.017
OPRL2N | 0.035 0.012
OPRL2NT | 0.024 0.010

Table 7.4: Activation energy of dry regolith samples calculated on data extrapolated at a frequency of
1 MHz and in the temperature range 198 —270 K. The parameter is calculated only for samples
that present a clear linear trend at varying temperature.
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Ice/regolith mixtures
SAMPLE | E(eV) | 0 E (eV)
LHS-1 0.087 0.019
LMS-1 0.069 0.017
OPRH2N | 0.115 0.022
OPRH3N | 0.116 0.022
OPRL2N 0.097 0.020
OPRL2NT | 0.078 0.018

Table 7.5: Activation energy of ice/regolith miztures calculated on data extrapolated at a frequency of
1 MHz and in the temperature range 198 —270 K. The parameter is calculated only for samples
that present a clear linear trend at varying temperature.
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Figure 7.16: Activation energy estimation using the Arrhenius model. The left panel reports the
results for dry simulants, the right panel the regression lines obtained on ice/regolith miztures.

7.6.2 Ice/regolith mixing formula and models

This paragraph reports the analysis of the composite permittivity of the mixture using
theoretical models. The dielectric properties of heterogeneous mixtures can be approx-
imated using the so-called mixing formulas, described in [126] and all well summarized
in chapter 4. The complex permittivity of the mixture is calculated, both real and
imaginary part, and compared to the results of dielectric data measured in the lab-
oratory. In this work the inclusion phase is the powder described by ¢; and volume
fraction f and the environment is the water ice (¢, and volume fraction (1 — f)). In-
put data used for the mixing formulas consisted of the complex permittivity of water
ice selected from the Kawada model at frequency of 1 M Hz and temperature 200 K
(€ice = 3.1 —10.0012) [75], as well as the complex permittivity of the simulants’ grains
g, detailed in Tab.(6.2). The permittivity value of the simulants ¢, was estimated
using the non-linear regression method from powder data as presented in Chapter 6.
The application of mixing formulas was exclusively applied to the imaginary part &”
for simulants reported in Fig.(6.11). These simulants were chosen due to their distinct
trend of imaginary part with bulk density py, offering a reliable estimation of €” of the
solid material (permittivity of rocks). The real part € of the mixtures measured at
200 K and frequency of 1 M H z is compared to the retrieved values from mixing formu-
las in Fig.(7.17 and 7.18). The comparison is made with the power laws (Lichtenecker,
Linear, CRIM and LLL eq.(7.22)) and the Maxwell-Garnett eq.(7.23). The Wiener
bounds were also reported on graphs as the vertical black dotted lines. These bounds
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constrain the min a max values that can be obtained via means of mixing formulas. In
Fig.(7.19) are also reported the imaginary part €” of selected mixtures with the mixing
models. The details of samples preparation, samples porosity and volume fractions are

summarized in Tab.(7.3).
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Figure 7.17: Comparison of real part of permittivity estimated using the mixing formulas and the
laboratory data selected at 1 M Hz and 200 K for the ice/regolith miztures made with Off Planet
Research analogues.
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Figure 7.18: Comparison of real part of permittivity estimated using the mixing formulas and the
laboratory data selected at 1 M Hz and 200 K for the ice/regolith miztures made with LHS-1
LMS-1 and LCATS-1.
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Figure 7.19: Comparison of imaginary part of permittivity estimated using the mizing formulas and
the laboratory data selected at 1 M Hz and 200 K for the ice/regolith mixtures made with LMS-
1, LCATS-1, OPRH2N and OPRL2NT.
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Simulant e’ o¢e

LHS-1 5.32 | 0.40

LMS-1 6.27 | 0.47
OPRH2N | 5.23 | 0.39
OPRH3N | 5.12 | 0.38
OPRL2N | 594 | 0.44
OPRL2NT | 6.77 | 0.50
LCATS-1 | 458 | 0.35

Table 7.6: Real part of permittivity €' of the ice/regolith mixztures measured at 200 K and 1 MHz
and compared with the results of mixing formulas.

Simulant e oe”

LMS-1 0.189 | 0.029
OPRH2N | 0.047 | 0.024
OPRL2NT | 0.185 | 0.031
LCATS-1 | 0.096 | 0.021

Table 7.7: Imaginary part of permittivity " of selected ice/regolith miztures measured at 200 K and
1 MHz and compared with the results of mizing formulas.

The application of the mixing formulas was performed on the complex quantity
of permittivity (both real and imaginary parts). The dielectric parameters obtained
using the mixing formulas in Fig.(7.17) and (7.18) reveal an underestimation of ¢’ of
the heterogeneous mixtures. The Wiener limits, represented by the dashed vertical
lines, indicate the minimum and maximum values achievable with these models. How-
ever, uncertainties associated with individual model estimates exceed these limits due
to errors propagated during the preparation of finely ground saturated samples and
the estimation of porosity ®. Notably, the maximum Wiener limit aligns with the
calculation obtained from the linear PL model (5 = 1), as expected. The only mixture
whose measured value falls within the bounds is that obtained with LCATS-1. The
laboratory measurements of ¢’ consistently exceed the model values. The underesti-
mation of &’ by the models could indicate an overestimation in porosity estimation,
implying that the input data have a higher % of water than actually present within the
created mixture. The consistent overestimation of real measurements in comparison
to the models could indicate a systematic error in porosity estimation. Regarding the
comparison of models for estimating €”, the results appear more reassuring, with 3 out
of 4 results falling within the Wiener bounds. It is essential to emphasize that the mod-
els’ input data differs fundamentally. The permittivity of inclusions (regolith grains)
is detailed in Tab.(6.2), derived from extrapolated data averaged between 100 and
200 M Hz at room temperature. The permittivity of the host environment is sourced
from the Kawada model for water ice at 1 M Hz and temperature of 200 K. The re-
sults of dielectric properties for dry regolith samples shown in the previous sections and
previous chapter demonstrates that ¢’ remains nearly constant with temperature but
exhibits minor variations on the order of 3 — 4% between 200 and 300K . Additionally,
the measured imaginary part between 200 and 300 K displays a clear decreasing trend
with reducing temperature, in Fig.(7.12). Despite these numerous factors, the results
are still within 1o agreement, indicating that the mixing formulas can be considered a
valid tool for preliminary estimations of permittivity.
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7.7 Conclusions

The aim of this work is not to declare what is the most accurate model among the
mixing formulas employed. Consequently, It was decided to utilize the mixing bounds
presented in Chapter 4 as error bars for a more appropriate comparison within the
range. The complexity involved in mixing formulas, related to grain shape, grain size,
and friction, etc, extends beyond the primary focus of this study. The composition
of the shallow subsurface on planetary bodies comprises various components and frag-
ments with differing densities, collectively represented by macroscopically averaged
physical property values [126]. When considering radar and remote sensing applica-
tions, the electromagnetic properties of surface-covering powders notably contrast with
those of solid samples. The interaction of EM radiation is intricately associated with
multiple factors, such as grain size, shape, orientation, and incident wavelength. Inves-
tigating the dielectric properties of heterogeneous mixtures holds crucial importance
in comprehending how radiation interacts with these planetary mixtures. The dielec-
tric measurements of ice/regolith mixtures are pivotal for refining the interpretation
of radar data, particularly in detecting subsurface water ice [87] [43]. The measure-
ments of the anhydrous simulants demonstrate that they possess dielectric properties
comparable to those of real lunar samples previously measured [103] [72]. Once the
dielectric properties of the simulants were tested across varying porosity, temperature,
and frequency, the subsequent step involved creating ice/regolith mixtures to charac-
terize these samples and assess whether the permittivity changes with the presence of
ice within the host environment. The results obtained from the mixtures indicate that
the presence of water ice increases the sample’s permittivity compared to the permit-
tivity of dry analogues. Hence, under certain conditions, a sufficient dielectric contrast
is expected to be present, enabling the potential identification of water ice within the
regolith using radar measurements. It is important to note that this study has pro-
duced preliminary results, and further exploration through additional measurements
and different configurations will be necessary. The experimental set-up used is subop-
timal for measuring icy mixtures due to the cell’s small volume and the narrow opening
for filling the cell, posing challenges for sample saturation and accurate porosity es-
timation. Subsequent chapter present the results of laboratory measurements using
ground penetrating radar on a layer of dry regolith analogue and various icy targets to
observe the conditions under which a dielectric contrast is generated and observable in
the radargram.
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Chapter 8

GPR investigation for water ice
detection within the lunar regolith
layer

8.1 Introduction

The presence of water ice in permanently shadowed regions of the Moon has been con-
firmed over the past 30 years [45][29][82]. Water ice is expected to be found within
the first 3 meters beneath the lunar surface [125]. Given these facts, a series of lab-
oratory experiments employing the Ground Penetrating Radar were carried out using
a dielectric box filled with regolith simulants and buried targets of water ice in order
to study the response of the GPR to the lunar-like environment for the detection of
water ice for ISRU. Unraveling the origin, age, and distribution patterns of subsur-
face water ice in the lunar polar and sub-polar regions necessitates employing in-situ
geophysical techniques capable of measuring parameters such as depth, lateral and
vertical extent, physical distribution within the regolith, and ice volume. Among var-
ious geophysical methods, GPR emerges as the most suitable for planetary shallow
subsurface exploration due to its capacity for non-contact operation, lightweight de-
sign, non-destructive nature, low power consumption, and adaptability for rover-based
missions. However, the potential of GPR to distinctly identify the contrast between
regolith and water ice remains unexplored. In this chapter are reported preliminary
results from a laboratory-scale experiment, introducing ice lenses or pockets of icy mix-
tures within a regolith simulant layer, aiming to assess GPR’s capability in discerning
these materials. The characteristics of the equipment and the methodology used for
performing the measurements are described in the following sections.

8.2 Experimental set-up

A set of GPR measurements were conducted in a lab test site constituted by a dielec-
tric box made of fiberglass. The box has approximate dimensions 150 x 100 x 30 cm
(length, width, and height), which can be filled by different background materials (host
material). The box was filled with a synthetic mixture of glass beads, a non magnetic
material that mimic the lunar regolith in terms of EM properties [115]. On the top of
the test site, a GPR bistatic-antenna instrument is placed with the aim of a complete
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8.2 Experimental set-up 121

surface scanning. A transmitting antenna emits an electromagnetic impulse that is
reflected by an intrinsic impedance discontinuity in the ground and received by the
receiving antenna in the basic GPR configuration. Radar images are similar to ultra-
sound images, except that the boundaries between objects are evident in the former
due to differences in dielectric permittivity and/or magnetic permeability [4]. The full
discussion related to the theory of GPR and radar theory is reported in chapter 3.
The measurements were performed using a commercial, GPR PulseEkko PRO TR1000
system (“PulseEkko Pro,” Sensors and Software, Inc, Canada [55]), equipped with a
pair of 1000 M Hz antennas contained in a single shielding case. The survey was con-
ducted along an X — Y grid with a 5cm line separation, 1cm step size (controlled
by an odometer), and a time window of 10ns. Different targets (ice lenses/pockets of
icy mixtures) were buried inside the glass beads at about 10/20 ¢m of depth. The ice
was confined in a plastic bag having dimension of about 15 x 15c¢m and several cm
of thickness (simulating a lens). In addiction to the X-Y grid mode acquisition, also
the free-run mode acquisition was conducted for both targets; collecting GPR traces
every 5 minutes starting from the frozen target until it was melted. With the free run
mode acquisition the melting process and the variation of the response of permittivity
contrast is characterized.

GLASS BEADS

GPR
w-— L,
-~ >

30 cm

TARGET

DIELECTRIC BOX

Figure 8.1: GPR experimental set-up: dielectric box made of fiberglass filled with glass beads to
simulate the lunar regolith. Measurements were conducted with GPR PulseEkko PRO TR1000
system.
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8.3 Environment material: Glass-beads 122

Figure 8.2: Picture of the dielectric box made of fiberglass filled with glass beads and GPR PulseEkko
PRO TR1000 system emplaced for the tests.

8.3 Environment material: Glass-beads

The dielectric box was filled with glass beads to simulate lunar regolith. This material
was chosen due to the substantial quantity required to fill the entire tank, and known
dielectric properties. Extensive analyses were conducted on the glass beads in order
to completely characterize the permittivity also using the Time Domain Reflectometry
TDR methods [132] [111]. These measurements set the relative dielectric permittivity
of the glass beads equal to 3.2 [89] [137]. The decision to employ glass beads is also
linked to the fact that the dielectric properties of glass beads align with measurements
obtained from the nine lunar simulants under anhydrous conditions where the real
part of permittivity ranges between 2 and 3.5. In this context, glass beads can be
used as a lunar simulant. Before conducting GPR tests, various samples of glass beads
were extracted from the tank to undergo testing with the Vector Network Analyzer
(VNA) set-up (refer to Chapter 6) to determine the real part of the permittivity &’
and test their dry state. In Fig.(8.3), the 12 measurements conducted are presented,
revealing that all measurements fluctuate between 3.15 and 3.46 in the frequency range
108 — 2 - 10 Hz, considering the error bars. Therefore, the glass beads are devoid of
water/moisture content within them.
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Figure 8.3: Glass beads dielectric permittivity test. The Glass beads were used as environment
material into the dielectric box to simulate the regolith layer. 12 samples of glass beads were
collected from the dielectric box and tested with the VNA set-up in order to check the dry state
of the material.

8.4 Frozen targets

In this preliminary study, two distinct targets were created for burial within the layer of
glass beads. The first target consisted of distilled water ice, formed by filling a plastic
bag and subsequently freezing it below —20°C. This type of target introduced into
the dielectric box represents the scenario of an ’ice lens’ or a layer of pure ice buried
beneath dry lunar regolith. The second target, on the other hand, comprised glass
beads saturated with distilled water and then frozen. This target represents a differ-
ent scenario of a regolith layer whose pores are entirely filled with ice, all packed and
covered by anhydrous regolith. This second scenario can be labeled as ’icy soil’. This
target was also frozen below —20°C'. For both targets, dielectric tests were conducted
to characterize the permittivity of the two targets and the surrounding environment (il-
lustrated in the preceding paragraph). The permittivity of distilled water-ice measured
at 1 M Hz is 3.246940.0083, while that of the ice/glass-beads mixture is approximately
4.88 +0.12, measured at around 10 M Hz. The results of the dielectric parameters are
presented in the following plots.
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Figure 8.4: Icy targets used for the GPR measurements. The picture on the left is the distilled water
ice target realized to replicate the ice lens. The right picture shows the ice/regolith mixture

realized with frozen saturated glass beads.

water ice lens target

physical state e’ oe’
Frozen 3.2469 | 0.0083
Melted (T room) 78 2

Table 8.1: Permittivity of the water-ice lens target measured when it was frozen and melted.

ice/glass-beads mixture target

physical state g | od
Frozen 4.88 | 0.12
Melted (T room) | 32 4

Table 8.2: Permittivity of the ice/glass-beads mizture target measured when it was frozen and melted.
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Figure 8.5: Distilled water ice dielectric permittivity tested with the climatic chamber at 4 selected
selected temperatures between 248 — 268 K .
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Figure 8.6: Ice/glass-beads mizture dielectric permittivity.

8.5 Experimental results

Below, the results of GPR measurements for the two scenarios, namely, ’ice lens’ and
'ice/glass-beads mixture’, are presented. For each scenario, two radargrams will be
provided: the first acquired with the frozen target, and the second radargram acquired
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24 hours later when the target is partially or totally melted. Prior to the main GPR ac-
tivity for target detection also the background acquisition is acquired. The background
acquisition consists of GPR trace collected with no target inserted into the dielectric
box. Such a radargram image, shown in the following section, allows to easily spot tar-
get anomaly when present. The black horizontal arrows indicates the reflection given
by the bottom of the dielectric box taken as a reference.

8.5.1 Background acquisition
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Figure 8.7: Background acquisition of the dielectric box filled with glass beads that act as the host
environment for the targets.
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Figure 8.8: Ice lens scenario: radargram of the water ice target. The target is not detected within
the glass beads.
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Figure 8.9: Ice lens scenario: radargram of the melted water ice target. The bright hyperbola indicates
the target within the glass beads.

8.5.3 Ice/glass-beads mixture
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Figure 8.10: Ice lens scenario: radargram of the ice/glass-beads mizture. The target is clearly
detectable within the glass beads.
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Figure 8.11: Ice lens scenario: radargram of the melted ice/glass-beads mizture. The target is more
evident since the strong dielectric contrast generates a very bright signal.

8.6 Inversion approach

The radar signals obtained in the free-run acquisition mode were utilized for geophysical
data inversion to estimate the permittivity of the target within the box based on the
amplitude of the reflected signals. For operational convenience, the envelope of the
radar traces was computed to facilitate the identification of peaks generated by the
target. Refer to Fig.(8.12). In the free-run mode, the GPR is positioned on the surface
of the box directly above the target. Every 5 minutes, a GPR trace is acquired, allowing
the assessment of dielectric contrast variations as the properties of the melting target
change over time. The dielectric contrast can be quantified by the reflection coefficient
" expressed in eq.(8.1)', where &7, represents the permittivity of the target inserted
and ¢’; is the permittivity of the environment, the glass-beads. The amplitude of the
maximum peak is modulated by the reflection coefficient I'; the closer the I' coefficient
approaches 1, the closer the signal amplitude is to the maximum peak eq.(8.2).

() = % (8.1)

Amax(g) - AOF(g) (82)

The experiment was conducted in a controlled environment, there are no distur-
bances, the environment material was dry and homogeneous (both horizontally and
vertically); the permittivities of the target and environment are known. Given these
premises, the approach used to estimate the permittivity of the frozen target involved
starting from the data obtained with the melted target. In both scenarios, when the
target is melted, the peak is clearly visible within the traces due to higher dielectric
contrast, as evidenced in right panels of Fig.(8.12) and (8.13). Thus, inverting eq.(8.2),
the retrieved value of Ay is normalized, imposing into the I' equation the permittivity

1Eq.(8.1) is valid only for rays perpendicular to the target (this is highlighted by the fact that
there is no angular dependency into the formula). In the experiment setting the target is at 20-30
cm depth while the offset is of about 10cm, so we disregard this behavior and consider the system as
monostatic.
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values of both the glass-beads (environment) and the melted target (see tables (8.3)
and (8.4) for the parameters of the water ice lens and ice/glass-beads mixture targets).
Once the parameter Ag is known, the permittivity of the target corresponding to the
peak amplitude A,,,, can be estimated using eq.(8.3).

\/_ max + AO (83)

maa: - AO
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Figure 8.12: FEnwvelopes of free run test over the ice lens target. The left panel shows the envelope
of the signal acquired when the target is still frozen and the reflection produced by the target is
of the same order of the noise. The right panel shows the acquisition taken after 4 hours when

the ice is melted and the reflection is evident.
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Figure 8.13: Envelopes of free run test over the ice/glass-beads mizture target. The left panel shows
the envelope of the signal acquired when the target is still frozen and the reflection produced by
the target visible and higher than the noise. The right panel shows the acquisition taken after 5
hours when the ice is melted and the reflection amplitude is higher.

In Fig.(8.14), the top panels illustrate the trend of the maximum amplitude A,
over time. This approach enables tracking the target’s melting process over time,
allowing the study of permittivity evolution over time using eq.(8.3) and obtaining the
permittivity estimation when the target is frozen. In Fig.(8.14), the lower panels depict
the variation of the target’s permittivity calculated with eq.(8.3) over time. Since the
measurement in free-run mode was conducted after the XY grid measurements, it is
reasonable to assume that the target had already initiated melting. Therefore, a linear
fit was applied to the A,,., vs time graph, to obtain the amplitude value at virtually
time zero. The amplitude values extrapolated from the regression method are then
used into the eq.(8.3) to determine the permittivity value of the frozen target /.

129



8.6 Inversion approach 130

4 x10* target water-ice © 10 x10% target GB/ice mixture
Ef A o E
0 0 |
< 0 100 200 300 < 0 200 400 600
time (min) time (min)
5 10° I gy # g 5 107
ks /‘M g1’ —"
10 0 100 200 300 10 0 200 400 600
time (min) time (min)

Figure 8.14: Inversion methods to estimate permittivity of the frozen target. Left panel reports the
results for the water ice target, the right panel the ice/glass-beads mixture target. From the
estimation the amplitude the permittivity of the target is obtained.

Tab.(8.3) and (8.4) summarize the results of the inversion approach for both targets
reporting the estimation of parameters and the corresponding uncertainties in the col-
umn o. The estimation of ¢/, is in good agreement within 1o with the measured values
of both targets (see Tab.(8.1) and (8.2) for measured values). Through the inversion
method, was estimated not only the permittivity of the frozen target €/, but also the
corresponding envelope amplitude value, reported in the table as Ap. The Ap value
can be compared with the background noise signal amplitude, denoted as A, ;se. The
noise value was extracted from the signal envelope with a time delay greater than 4 ns
using the GPR traces acquired in XY grid mode, when the target was still frozen.

Target water ice (lens)
Parameter | estimation o
r 0.65 0.15
Ao 53991 12651
Anaz 35341 2473
e, 3.33 1.04
Ar 262 13
Apvise 8000 400

Table 8.3: Inversion parameters results for water ice target.

Target ice/glass-beads mixture
Parameter | estimation o
r 0.53 0.12
Ao 106870 25041
Anaz 56083 3925
el 5.95 1.85
Ar 14863 743
Anoise 10000 200

Table 8.4: Inversion parameters results for ice/glass-beads mixture target.

It is observed that in the case of the ice-lens target, Ar < A, s, indicating that
the target peak is obscured by the noise, making it undetectable in the envelope. The
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dielectric contrast generated is insufficient to highlight the electromagnetic anomaly,
and as a result, no anomaly is evident in the radargram, as depicted in Fig.(8.10). On
the other hand, for the ice/glass-beads mixture target, Ar > A, pise, indicating that the
target peak surpasses the background noise and remains visible even when the target
is frozen. In this case, the target signal is clearly visible within the radargram, as

illustrated in Fig.(8.10).

8.6.1 Frequency content analysis

The following paragraph presents the frequency content analysis of the peak generated
by the target. For each GPR trace acquired in free-run mode, the target peak x(t) was
selected by multiplying the radar signal with a suitably constructed Gaussian function
eq.(8.5), centered on the corresponding time delay peak, see Fig.(8.15).

x(t) = f(t) () (8.4)
(t - tmax)z
F(t) = Aexp {—T (8.5)
o Gaussian curve 4 x1o‘f ta‘rget‘GB/i‘ce mixture ‘
[ —55
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Figure 8.15: Selection of reflection peaks for the FFT analysis. The left panel shows the gaussian
curve obtained for each trace peaked over the arrival times of each maximum of the amplitude.
In the right panel the gaussian curve is multiplied by the corresponding waveform measure (blu
line) in order to isolate the reflection waveform (orange curve).

The Fast Fourier Transform (FFT) was performed on the extrapolated signal to
obtain the frequency content, reported in Fig.(8.16) and (8.17). It is noteworthy that,
in the case of the ice/glass-beads mixture target, a frequency shift toward lower fre-
quencies is observed with increasing dielectric contrast (as the target melts). This
phenomenon is not as pronounced for the ice-lens target; in fact, the maximum value
of the FFT does not exhibit a clear trend. Eq.(8.6) presents the results of the linear
fit obtained from the data of the ice/glass-beads mixture target.

v=—317-10° Appr + (7.78 - 10°) (8.6)
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Figure 8.16: Variation of FFT peaks with frequency and time for the water-ice lens target. The
legend reports the acquisitions through time (i.e. line 5 is the acquisition taken at t = t1 while
line 9 is taken at t = t1 + At and so on).
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Figure 8.17: Variation of FFT peaks with frequency and time for the ice/glass-beads mizture target.
The legend reports the acquisitions through time (i.e. line 2 is the acquisition taken at t = t1
while line 22 is taken at t =t1 + At and so on).

8.7 Discussion

GPR measurements were conducted in the laboratory to assess the conditions under
which lunar water ice could be detected beneath the surface using radar techniques.
Two different small-scale scenarios were recreated in the laboratory. The first scenario
involves a layer of ice (ice lens) buried within a layer of anhydrous regolith. The second
scenario features a layer of saturated and frozen regolith enveloped by an anhydrous re-
golith layer (ice/glass-beads mixture). Literature reports various evidences regarding
lunar water ice in polar and sub-polar regions [45][29][82]. Ice accumulation is par-
ticularly noted in cold traps within permanently shadowed areas such as craters and
surface depressions. Existing evidence primarily pertains to data above the surface,
although thermal neutron techniques provide some subsurface evidence, albeit within
a few centimeters [43][44][45].

What remains unclear is whether ice has accumulated in substantial quantities, but
its accumulation is expected within the first 3m of lunar regolith [125]. For this reason,
two very preliminary laboratory scenarios were created to study the feasibility of radar
applications for lunar water ice detection for future ISRU.

Figure (8.7) illustrates the background acquisition of the dielectric box filled with
anhydrous glass beads. This acquisition enables the understanding of the response of
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the host environment that will accommodate the two targets, aiding in the accurate
identification of electromagnetic anomalies generated by the targets. The x-axis in
this acquisition represents the displacement made by the GPR to collect the radar
trace, while the y-axis denotes depth. At approximately 30 cm depth, a reflection
from the bottom of the tank is evident, characterized by a series of parallel bands.
Data below this depth must be disregarded as it originates from beneath the floor.
With the insertion of targets, if they generate an electromagnetic anomaly, it must
necessarily be located above the reflection from the bottom of the dielectric box. The
reflection generated by the bottom of the box is indicated by two black arrows into the
radargrams as a reference.

Figures (8.8) and (8.9) show acquired radargrams of the ice lens scenario, respec-
tively when the target is frozen and when it is partially melted. Comparing the two
images reveals that the frozen target does not produce an electromagnetic anomaly. In
contrast, the radar trace acquired 24 hours later clearly shows a signal generated by
the partially melted target. The difference in results can be explained by host-target
permittivity contrasts. In the ice lens scenario, there is no distinct dielectric contrast
since both target and environment material show similar permittivity values of around
3. In the second case, when the target is partially melted, a strong contrast arises due
to the presence of liquid water, with a permittivity close to 80.

Regarding the second proposed scenario, the results shown in Fig.(8.10) and (8.11)
highlight a different situation from the previous case. In this case, the target is clearly
visible within the radargram even when frozen because the target’s permittivity is
around 4.8, higher than the permittivity of the host environment. The differences of
the two scenarios is also highlighted in the inversion approach where the peak envelope
amplitude of the frozen target is compared with the signal amplitude of the background
noise. For the ice-lens target, Ay < A, making the target undetectable when frozen;
while for the ice/glass-beads mixture target, Ar > Az, and the frozen target is
visible. The frequency content analysis of the reflection peak also show the difference
between the two cases. In fact, for the ice/glass-beads mixture target the maximum of
the FF'T shifts towards lower frequency values as the permittivity contrast increases.

8.8 Conclusions

Detecting ice on the Moon is a complex challenge, influenced by the specific conditions
on the lunar surface and these early GPR tests highlight some factors that could play
a crucial role for the detection of water ice.

One critical variable in this context is the variability in the composition and porosity
of lunar regolith. Under certain conditions, regolith may exhibit permittivity values
comparable to those of water ice. This presents a potential obstacle, as it diminishes
the probability of effectively detecting buried water ice through GPR if it is present in
the form of buried ice lenses.

Conversely, buried deposits characterized by ice/regolith mixtures, particularly
when saturated, emerge as distinctive targets that are discernible through GPR.

The dielectric contrast generated by fully saturated ice/regolith mixture and the dry
host environment creates a detectable GPR signature, providing a positive indicator
and higher probability for the ice detection on the Moon.

The detectability of lunar ice represents a dynamic frontier in space exploration,
demanding ongoing and rigorous investigations. The preliminary results presented in
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this chapter demonstrate how, under specific environmental conditions, the detection
of water ice on the Moon could be more difficult than originally thought using radar
techniques. Such findings underline the importance of studying the GPR responses
and recognizing the unique challenges and opportunities that lunar regolith presents
in the quest to detect and extract water ice on the Moon.
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Chapter 9

Summary and conclusions

This final chapter synthesizes key insights obtained from three main experimental ac-
tivities conducted in this research, shedding light on the intricate electromagnetic prop-
erties of lunar regolith analogues under varying physical conditions and water ice de-
tectability with radar technique on the Moon. The investigation involved a comprehen-
sive exploration, covering dielectric measurements, temperature-dependent responses,
and the feasibility of GPR for lunar subsurface exploration.

In chapter 6, the dielectric properties of lunar regolith analogues were meticu-
lously examined under varied compaction conditions. Using a Vector Network Analyzer
(VNA), the study explored real and imaginary permittivity values across a frequency
spectrum up to 3GHz.

Results reveal that & is frequency-independent, mirroring patterns observed in
Apollo samples, and &” present slight frequency dependence but still presenting di-
electric behavior of powder materials. The dielectric response of simulants exhibited a
strong dependence on porosity and bulk density, (the variability of &’ with ¢ of all re-
golith analogues ranges between 1.8 to 3.3) corroborating findings from previous studies
on loose lunar material.

Application of mixing models facilitated the extrapolation of dielectric parameters
of the lunar simulants at ¢ = 0 to study their dielectric behavior as they were solid
rocks. The results discussion was made separately for soil data and solid samples, re-
vealing trends in contrast to previous results of Apollo samples, indicating the necessity
for a systematic assessment across all Apollo samples, and also the necessity to separate
the discussion of regolith data and rocks data for more appropriate comprehension.

The comparison of attenuation profiles calculated using the tand of simulants and
lunar samples lead to a dichotomy: in one scenario we can infer that the lunar ana-
logues are excessively attenuating in comparison to lunar regolith and thus they do not
accurately replicate the lunar materials. On the other hand, the density curve eq.(6.33)
used to retrieve the attenuation profiles vs depth, that was derived from data of Apollo
drilling operation, it’s not an appropriate bulk density model for depth below 10-15
meters, where the transition zone begins, made of regolith mixed with rocks.

The dielectric measurements conducted at varying temperatures are extensively
discussed in Chapter 7. Through the LCR meter set-up it was possible to investi-
gate the dielectric properties of lunar simulants under anhydrous conditions, varying
temperature and frequency (up to 1 M Hz), to conclude their electromagnetic charac-
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terization alongside the measurements in Chapter 6. The dielectric measurements were
also conducted on saturated mixtures of simulants with water ice. Measurements of
these specific samples serve to characterize how the dielectric response of lunar material
changes when water ice is present. The characterization of these specific samples aims
at detecting water ice on the Moon using radar techniques, underscoring the importance
of understanding their dielectric properties and discerning differences from anhydrous
regolith. Detecting water ice with radar techniques is possible if a sufficient dielectric
contrast is generated within the investigated area to produce a reflection visible in
the radar signal. Hence, this study extensively characterizes simulants under anhy-
drous conditions, varying temperature, compaction, and frequency, to understand the
variability of their dielectric properties of the "host” environment and the ice/regolith
mixtures to study the dielectric properties when water ice is present.

The real part of permittivity & of dry simulants is temperature and frequency
independent as the lunar soil samples; the imaginary part &” present a variation for
T < 300 K indicating a lower EM signal attenuation at lower temperatures.

Preliminary results of the mixtures indicated that the presence of water ice within
the matrix raises the permittivity (¢ ranges between ~ 4.5 to 6.8), hinting at the po-
tential for identifying subsurface water ice through radar measurements under specific
conditions.

The mixing models presented in Chapter 4 describe and reproduce, within 1o, the
dielectric properties of the various mixtures. These models demonstrate that Wiener’s
bounds can be employed as min and max values, ensuring that the dielectric properties
of the mixtures fall within these limits. However, it is systematically observed that &’
estimated with the mixing models consistently tends to be underestimated. This fact
may indicate an overestimation of sample’s porosity, implying that the input data have
a higher % of water than actually present within the created mixture, leading to a
systematic error in ¢ estimation. Challenges arising from the experimental set-up for
icy mixtures were acknowledged, emphasizing the need for further exploration and
refinements in set-up configurations.

Chapter 8 examined the potential of GPR for subsurface exploration on the Moon.
Preliminary findings from a laboratory-scale experiment introduced ice lenses and
ice/regolith mixtures targets within a regolith simulant layer, assessing GPR’s effi-
cacy. The laboratory work with GPR serves as the concluding segment of this study.
The results of dielectric properties of anhydrous lunar simulants and ice/regolith mix-
tures were used to design the experiment activities with the dielectric box and frozen
targets. The glass beads used as the host material exhibit a permittivity value of ~ 3.4,
aligning with the measured lunar simulants and literature values for Apollo regolith
samples. The two created targets consist of a distilled water ice lens with a known
permittivity of 3.2; and a target made of ice/glass beads saturated mixture, similar to
those measured in Chapter 7, with a permittivity of 4.88.

The dielectric contrast between host material and target emerged as pivotal factor
influencing GPR detection capabilities. While acknowledging the potential obstacle of
regolith exhibiting permittivity values comparable to water ice, buried deposits char-
acterized by ice/regolith mixtures, particularly when saturated, emerged as discernible
targets for GPR. The dielectric contrast produced by fully saturated ice/regolith mix-
tures and the dry host environment generates a detectable GPR signature, serving as
a positive indicator and increasing the probability of ice detection on the Moon.
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This work presents preliminary results and analyses that lay the foundation for fu-
ture research efforts related to the utilization of radar techniques for lunar exploration,
specifically focusing on the detection of water ice reservoirs for ISRU. The techniques to
detect water ice is rapidly advancing, constituting a new frontier in space exploration.
This calls for ongoing and thorough studies, with a particular emphasis on constraining
and assessing the origin, accumulation, and age of lunar ice; enhancing and expanding
lunar ice mapping efforts.
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