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Introduction

This thesis consists of three chapters: the first one covers essentially my first
year of research activity in Rome, last two chapters contain the results that
I have obtained during the remaining part of my PhD studies.

Chapter 1 is devoted to the study of the following ”new” ring construction.
Let f : A −→ B be a ring homomorphism and let b be an ideal of B. Consider
the following subring of A×B:

Aonfb := {(a, f(a) + b) : a ∈ A, b ∈ b},

called the amalgamation of A with B along b with respect to f . This con-
struction generalizes the amalgamated duplication of a ring along an ideal
(introduced and studied in [13], [12], [14] and in [55]). Moreover, several clas-
sical constructions (such as the A+XB[X], the A+XB[[X]] and the D+M
constructions) can be studied as particular cases of the amalgamation (see
Examples 1.11 and 1.14) and other classical constructions, such as the Na-
gata’s idealization (cf. [57, page 2], [44, Chapter VI, Section 25]), also called
Fossum’s trivial extension (cf. [27], [48] and [4]), and the CPI extensions (in
the sense of Boisen and Sheldon [7]) are strictly related to it (see Example
1.15).

The first thing to remark about the ring Aonfb is that it is always a ring
extension of A, since the map ι : A −→ Aonfb, a 7→ (a, f(a)), is clearly a
ring embedding. Moreover, the structure of Aonfb is deeply related to that
of A by the fact that A is a ring retract of Aonfb, via the canonical surjective
map p

A
: Aonfb −→ A, (a, f(a) + b) 7→ a (i.e. p

A
◦ ι is the identity of A).

This fact will be an useful tool in our investigation, since several algebraic
properties are inherited from a ring to a subring retract of it.

The other key tools for studying Aonfb are based on the fact that the
amalgamation can be studied in the frame of pullbacks constructions (see
Proposition 1.17). This point of view allows us to provide an ample descrip-
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tion of various properties of Aonfb, in connection with the properties of A,
b and f .

For example, we characterize those distinguished pullbacks that can be ex-
pressed as an amalgamation (see Propositions 1.19 and 1.23) and investigate
the basic properties of this construction (e.g., we provide characterizations
for Aonfb to be a Noetherian ring, an integral domain, a reduced ring).

Then, we describe the topological and order structure of the prime spec-
trum of Aonfb, remarking also that Spec(A) is identified with a closed sub-
space of Spec(Aonfb), via the canonical surjective map p

A
: Aonfb −→ A,

(a, f(a)+ b) 7→ a. We use the ring retraction structure of Aonfb to show that
(the canonical image of) Spec(A) is also a topological retract of Spec(Aonfb).
More precisely, the ring embedding ι : A −→ Aonfb induces a surjective map
ι∗ : Spec(Aonfb) −→ Spec(A) and ι∗ ◦ p∗

A
is the identity of Spec(A). The

closed embedding p∗
A

induced by p
A

identify each prime ideal p of A with the
prime ideal p′f := p onf b := {(p, f(p) + b) : p ∈ p, b ∈ b} and this corre-
spondence identifies Spec(A) with the closed subspace V (b0) of Spec(Aonfb),
where b0 := {0}×b. The complement of V (b0) in Spec(Aonfb) is constructed
by contracting to Aonfb the prime ideals of A × B not containing {0} × b.
More precisely, the restriction of the map Spec(A × B) −→ Spec(Aonfb),
induced by the inclusion Aonfb ⊆ A× B, gives rise to a homeomorphism of
the subspace Spec(A× B)\V (b0) onto Spec(Aonfb)\V (b0), sending a prime
ideal of the type A×q to the prime ideal qf := (A×q)∩Aonfb, for q varying
in Spec(B)\V (b). Moreover, for each prime ideal q of B containing b, then
(A× q)∩Aonfb = f−1(q)′f . Thus we can describe Spec(Aonfb) as the union
of Spec(A) and Spec(B), modulo the equivalence relation generated by the
identification of q and f−1(q), for each q ∈ V (b) (see Proposition 1.36 and
Remark 1.37).

Section 1.4 is completely devoted to the study of the Prüfer like conditions
on Aonfb. By using the local structure of Aonfb and its ring retraction
structure, we provide necessary and sufficient conditions for Aonfb to satisfy
Prüfer like conditions. Moreover, we show, when the conductor of Aonfb in
A× B is a regular ideal, then Aonfb is semihereditary (resp. of weak global
dimension ≤ 1, Gauss, locally Prüfer and Prüfer) only in the trivial case
b = B (Proposition 1.66).

In Proposition 1.54 and Lemma 1.55 we compute the integral closure of
Aonfb in Tot(A) × Tot(B) and we characterize when the ring embedding
ι : A −→ Aonfb is integral. This means that in some relevant cases (e.g.
when the ring homomorphism f is integral) the Krull dimension of Aonfb is
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equal to the Krull dimension of A. More generally, we show that the ring
extension Aonfb ⊆ A× (f(A) +b) is always integral, and thus dim(Aonfb) =
sup{dim(A), dim(f(A)+b)}. In general, it is not easy to compute dim(f(A)+
b) in terms of the given objects A,B, b and f . Thus, in Proposition 1.93 and
Theorem 1.99, we provide lower and upper bounds for dim(Aonfb) and we
show that these bounds, obtained in a such general setting, are so sharp that
generalize, and possibly improve, analogous bounds established for the very
particular cases of integral domains of the form A + XB[X] (see [21]) or
A + XB[[X]] (see [17]). Most of the results of this chapter are contained in
three papers in collaboration with M. D’Anna and M. Fontana.

Chapter 2 is devoted to the study of a new topology defined in the space,
denoted by Zar(K|A), of all the valuation domains of a field K contained a
fixed subring A of K. The motivations for studying spaces of valuation do-
mains come from various directions and, historically, mainly from Zariski’s
work for building up Algebraic Geometry by algebraic means. From another
point of view, the crucial role played by valuation domains in Commutative
Algebra is due to the fact that each integrally closed domain A is the intersec-
tion of all its valuation overrings, i.e. Zar(K|A) is a representation of A, as
it is said usually. The first topological approach to the study of collections of
valuation domains is due to Zariski, that put on Zar(K|A) the topology whose
subbasic open sets are the sets of the form Bx := {V ∈ Zar(K|A) : x ∈ V },
for x varying in K, and showed the compactness of this space (see [62] and
[63]), endowed with what is know called the Zariski topology on Zar(K|A).
Later, it was proven, and rediscovered by several authors with a variety of
different techniques, that, if K is the quotient field of A, then Zar(K|A),
endowed with Zariski’s topology, is a spectral space in the sense of Hochster
[40] (see [15], [16], [43] and the appendix of [50]). As it is possible to see
at a glance, the Zariski topology on Zar(K|A) is almost never Hausdorff. In
the case of the prime spectrum of a ring, there is a natural way to construct
a topology finer or equal than the Zariski topology and making the prime
spectrum a compact topological space: the point is to consider the coarsest
topology for which the principal open subsets (of the Zariski topology) are
clopen. This topology is known as the constructible topology (see [2, Chap-
ter 3, Exercises 27,28,30] or [28]). Recently, M. Fontana and K. A. Loper, by
using ultrafilters, have constructed a ”new” topology on the prime spectrum
of a ring, called the ultrafilter topology, and proved that this topology is iden-
tical to the constructible topology (see [26]). In Chapter 2, we extend the
argument given in [26] to define a topology on Zar(K|A) that is finer than
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the Zariski topology. In fact, we use ultrafilters to construct an operator
that is a closure operator and we call the topology we obtain the ultrafilter
topology on Zar(K|A). Moreover, it is possible to endow Zar(K|A) with the
smallest topology for which the the sets BF := {V ∈ Zar(K|A) : V ⊇ F}
(for F varying in the collection of all the finite subsets of K) are clopen. It
is clear that the role played by this topology is exactly the same role played
by the constructible topology on the prime spectrum of a ring. Thus, we
call this topology the constructible topology on Zar(K|A) With different ap-
proach from [26], we prove that the constructible topology and the ultrafilter
topology on Zar(K|A) are identical (cite Theorem 2.14(6)). The first key
point for providing applications of the ultrafilter topology on Zar(K|A) is to
study the properties of the canonical map γ : Zar(K|A) −→ Spec(A), send-
ing a valuation domain to its center on A. This map (clearly surjective, by
Zorn’s Lemma) is continuous and closed, if Zar(K|A) and Spec(A) are both
endowed with the Zarisky topology, by [15, Lemma (2.1) and Theorem (2.5)].
We show that these properties are preserved also if Zar(K|A) and Spec(A)
are equipped with the ultrafilter topology (Theorem 2.17). It follows, in
particular that, when the map γ is injective, then it is an homeomorphism.
The other step toward applications of ultrafilter topological techniques to
integrally closed domains is the fact that the space Zar(K|A) can be iden-
tified to the space of the valuation overrings of some Prüfer domain, both
equipped with the Zariski topology or with the ultrafilter topology. To see
this, we use the following abstract approach to the Kronecker function rings,
due to F. Halter–Koch (see [34]): if K is a field and T is an indeterminate
over K, then a subring S of K(T ) is called a K−function ring if T, T−1 ∈ S
and f(0)/f(T ) ∈ S for each polynomial f(T ) ∈ K[T ]\{0}. F. Halter–Koch
proved, in particular, that a K−function ring is a Bézout domain (in par-
ticular, a Prüfer domain) whose quotient field is K(T ). To provide an easy
description of the space of the valuation overrings of a K−function ring, it is
necessary to recall the following relevant notion: if V is a valuation domain
having K as the quotient field and m is its maximal ideal, there is a very
particular way to extend V to a valuation domain of K(T ). This extension
is obtained by localizing the polynomial ring V [T ] to the prime ideal m[T ].
This ring, usually denoted by V (T ), is a valuation domain of K(T ) extending
V and it is called the trivial extension of V in K(T ). In this setting, it is
easily proved that the space of the valuation overrings of a K−function ring
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S is exactly

Zar0(K(T )|S) := {(W ∩K)(T ) : W ∈ Zar(K(T )|S)},

that is a valuation overring W of S is obtained by contracting itself over K
and taking the trivial extension of this contraction (see Proposition 2.24).
Moreover, it is proved that, if S is a K−function ring, then the contraction
map ϕ : Zar(K(T )|S) −→ Zar(K|S ∩ K), W 7→ W ∩ K, is an homeomor-
phism, both with respect to the Zariski topology and the ultrafilter topology.
In particular, this allows easily to conclude that Zar(K|A) is a spectral space
for any field K and any subring A of K (note that this result generalizes
[16, Theorem 2]). In fact, we can consider the K−function ring Kr(K|A) :=⋂
{V (T ) : V ∈ Zar(K|A)} and, keeping in mind the facts explained above,

it follows that Zar(K|A) is homeomorphic to Spec(Kr(K|A)). Section 4 of
Chapter 2 provides applications of the topological material introduced above
to representations of integrally closed domains. The first fact to notice is that,
if Y1 and Y2 are spaces of valuation domains having the same closure, with
respect to the ultrafilter topology, then Y1 and Y2 are representations of the
same integrally closed domain (i.e.

⋂
{V : V ∈ Y1} =

⋂
{V : V ∈ Y2}) (see

Proposition 2.31). Moreover, we provide a class of integral domains for which
the converse of the previous statement is not true. To do this, we show that if
K is a field, A is a subring of K and Σ ⊆ Zar(K|A) is an infinite and locally
finite collection of valuation domains, then the closure of Σ, with respect to
the ultrafilter topology, is obtained just by adding the field K to Σ (Proposi-
tion 2.33). Thus, each integral domain that admits at least 2 distinct infinite
and locally finite representation (examples of such a domain are given) does
not satisfy the converse of Proposition 2.31. The point is that the fact that
two collection of valuation domains have the same closure, with respect to
the ultrafilter topology, imply a statement stronger than that given in Propo-
sition 2.31. To explain this, we will use the following distinguished class of
semistar operations, that plays a central role in multiplicative ideal theory.
If A is an integral domain and K is its quotient field, we say that a semis-
tar operation ? on A is e.a.b. if, for all finitely generated A−submodules
F,G,H of K, the condition (FG)? ⊆ (FH)? implies G? ⊆ H?. Among
the collection of all the e.a.b. semistar operations, we can consider ∧Y ,
with Y ⊆ Zar(K|A), defined by F∧Y :=

⋂
{FV : V ∈ Y }, for each nonzero

A−submodule F of K (see [25, Proposition 7]). In this setting, we show,
in particular, that, if Y1 and Y2 are subsets of Zar(K|A) with the same clo-
sure, with respect to the ultrafilter topology, then the semistar operations
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(∧Y1)f and (∧Y2)f are identical (and, as a particular case, we rediscover that
A∧Y1 =

⋂
{V : V ∈ Y1} =

⋂
{V : V ∈ Y2} = A∧Y2 ). We note that the equal-

ity (∧Y1)f = (∧Y2)f does not imply, in general, the equality of the closure of
Y1 and Y2, with respect to the ultrafilter topology, as we see in Example 2.43.
We note also that, if we consider the Zariski–generic closure Y ↑ of a subset
Y of Zar(K|A), that is Y ↑ := {W ∈ Zar(K|A) : W ⊇ V, for some V ∈ Y },
then the operation to take the Zariski–generic closure of a set does not
change the semistar operations, i.e. ∧Y = ∧Y ↑ . We show that the equality
(∧Y1)f = (∧Y2)f is equivalent to the fact that the sets Adultra(Y1),Adultra(Y2)
have the same Zariski–generic closure (see Theorem 2.40). We show also that
the operation to take the Zariski–generic closure of the closure of a subset Y ,
with respect to the ultrafilter topology, gives rise to a closure operation. We
show that the topology determined by this closure is the so called inverse
topology (or dual topology), with respect to the Zariski topology (for exam-
ple, see [40, Proposition 8]). Thus, we can formulate the previous result by
saying that (∧Y1)f = (∧Y2)f if and only if Y1 and Y2 have the same closure,
with respect to the inverse topology. From this result and the natural rela-
tion between e.a.b. semistar operations and Kronecker function rings, we
prove that an integrally closed domain A (with quotient field K) is vacant
(that is, it has a unique Kronecker function ring [19]) if and only if each rep-
resentation of A is a dense subspace of Zar(K|A), with respect to the inverse
topology. Moreover, in Theorem 2.45, we characterize the e.a.b. semistar
operations that are of finite type (i.e. the complete semistar operations). In
particular, we show that a semistar operation ? on A is complete if and only if
it is there exists a compact subspace Y (resp. Y ′) of Zar(K|A), with respect
to the ultrafilter topology (resp. the Zariski topology) such that ? = ∧Y
(resp. ? = ∧Y ′). By using the results given before, it is not hard to deduce
that, given a e.a.b. semistar operation of the type ∧Y , for some subspace
Y of Zar(K|A), then (∧Y )f = ∧Adultra(Y ). Thus the algebraic operation to
take the completion of a semistar operation corresponds topologically to a
compactification. The results of this chapter are the subject of a preprint in
collaboration with M. Fontana and A. Loper.

Finally, in the Appendix the notion of ultrafilter closure and ultrafilter
limit point, given in the prime spectrum of a ring and in the Zariski–Riemann
surfaces are vastly generalized. In fact, given a set X and a nonempty col-
lection F of subsets of X, we define a new closure operator, depending of F .
This operator defines new ultrafilter topologies for which F is a collection
of clopen sets. In this way we get, as very particular cases, the ultrafilter
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topology of the prime spectrum of a ring and of an abstract Zariski–Riemann
surface. We describe several properties of these topologies and provide ap-
plications.
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Chapter 1

Amalgamated algebras along an
ideal

1.0 Preliminaries

1.0.1 Notation

If A is a nonempty collection of subsets of a set X, we will denote by
⋂
A

the intersection of all the members of A. In the following, unless otherwise
specified, with the term ring we will mean always a commutative unitary ring.
Moreover, if A and B are rings and f : A −→ B is a ring homomorphism,
we will assume that f maps the identity of A into the identity of B. Every
prime ideal of a ring is, in particular, a proper ideal. If A is a ring, we set

Spec(A) := {p ⊆ A : p is a prime ideal of A}

Max(A) := {p ⊆ A : p is a maximal ideal of A}

Min(A) := {p ⊆ A : p is a minimal prime ideal of A}

Nilp(A) := {a ∈ A : a is a nilpotent element of A} =: the nilradical of A

Jac(A) :=
⋂

Max(A) =: the Jacobson radical of A

Reg(A) := {a ∈ A : a is a regular (non-zerodivisor) element of A}

Tot(A) := the total ring of fractions of A =: Reg(A)−1A

Recall that an ideal a of A is invertible if a(A :Tot(A) a) = A.
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Unless otherwise specified, we shall consider the set Spec(A) endowed
with the Zariski topology, i.e., the topology whose closed sets are the subsets
of Spec(A) of the form VA(a) := {p ∈ Spec(A) : p ⊇ a}, for each ideal
a of A. When there is no danger of confusion, we denote VA(a) simply
by V (a). Let f : A −→ B be a ring homomorphism. We will denote by
f ∗ : Spec(B) −→ Spec(A) the canonical continuous function associated to f ,
that is, the function defined by f ∗(p) := f−1(p), for each p ∈ Spec(B).

1.0.2 Fiber products

In this section, we collect some facts about fiber products of rings and their
prime spectra.

1.1 Definition. Let α : A −→ C, β : B −→ C be ring homomorphisms.
Then, the subring D := α ×

C
β := {(a, b) ∈ A× B : α(a) = β(b)} of A× B

is called the fiber product (or pullback) of α and β.

We begin to collect some properties for a fiber product to be a reduced
ring.

1.2 Proposition. With the notation of Definition 1.1, we have:

(1) If D (= α×
C
β) is reduced, then

Nilp(A) ∩Ker(α) = {0} and Nilp(B) ∩Ker(β) = {0}.

(2) If at least one of the following conditions holds

(a) A is reduced and Nilp(B) ∩Ker(β) = {0},
(b) B is reduced and Nilp(A) ∩Ker(α) = {0},

then D is reduced.

Proof. (1) AssumeD reduced. By simmetry, it sufficies to show that Nilp(A)∩
Ker(α) = {0}. If a ∈ Nilp(A) ∩Ker(α), then (a, 0) is a nilpotent element of
D, and thus a = 0.

(2) By the simmetry of conditions (a) and (b), it is enough to show that,
if condition (a) holds, then D is reduced. Let (a, b) be a nilpotent element
of D. Then a = 0, since a ∈ Nilp(A) and A is reduced. Thus, we have
(a, b) = (0, b) ∈ Nilp(D), hence b ∈ Nilp(B) ∩Ker(β) = {0}.
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1.3 Remark. We preserve the notation of Definition 1.1 and endow p
A

(D)
with the natural D−module structure given by p

A
. Obviously Ker(p

A
) =

{0}×Ker(β), and thus we have the following short exact sequence ofD−modules

0 −→ Ker(β)
i−→ D

p
A−→ p

A
(D) −→ 0,

where i is the natural D–module embedding (defined by x 7→ (0, x) for all
x ∈ Ker(β)). Moreover, it is clear that the D−submodules of p

A
(D) are

exactly the ideals of the ring p
A

(D).

By using [2, Proposition 6.3] and the previous Remark 1.3, the following
results follow easily.

1.4 Proposition. With the notation of Definition 1.1, the following con-
ditions are equivalent.

(i) D (= α×
C
β) is a Noetherian ring.

(ii) Ker(β) is a Noetherian D–module (with the D–module structure natu-
rally induced by p

B
) and p

A
(D) is a Noetherian ring.

1.5 Proposition. With the notation of Definition 1.1, the following con-
ditions are equivalent.

(i) D (= α×
C
β) is a Artin ring.

(ii) Ker(β) is a Artin D–module (with the D–module structure naturally
induced by p

B
) and p

A
(D) is a Artin ring.

The following result, due to M. Fontana, gives a complete description of
the prime spectrum of a fiber product.

1.6 Theorem. ([20, Theorem 1.4]) With the notation of Definition 1.1, set
X := Spec(A), Y := Spec(B), Z := Spec(C), and W := Spec(D). Assume
that β is surjective. Then, the following statements hold.

(1) If h ∈ W\V (Ker(p
A

)), then there is a unique prime ideal q of B such
that p−1

B
(q) = h. Moreover, q ∈ Y \V (Ker(β)) and Dh

∼= Bq, under the
canonical homomorphism induced by p

B
.

(2) The continuous map p∗
A

is a closed embedding of X into W . Thus X
is homeomorphic to its image, V (Ker(p

A
)), under p∗

A
.
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(3) The restriction of the continuous map p∗
B

to Y \V (Ker(β)) is an homeo-
morphism of Y \V (Ker(β)) with W\V (Ker(p

A
)) (hence, in particular,

it is an isomorphism of partially ordered sets).

In particular, the prime ideals of D are of the type p−1
A

(p) or p−1
B

(q), where
p is any prime ideal of A and q is a prime ideal of B, with q + Ker(β).

The next result is straightforward, but we will give the proof in order to
illustrate some general machineries concering fiber products.

1.7 Corollary. With the notation of Definition 1.1, assume that β is
surjective. Let h be a prime ideal of D (= α×

C
β). The following properties

hold.

(1) Assume that h contains Ker(p
A

). Let p be the only prime ideal of A
such that h = p∗

A
(p) (Theorem 1.6(2)). Then, h is a maximal ideal of

D if and only if p is a maximal ideal of A.

(2) Assume that h does not contain Ker(p
A

). Let q be the only prime ideal
of B (q /∈ V (Ker(β))) such that p∗

B
(q) = h (Theorem 1.6(1)). Then, h

is a maximal ideal of D if and only if q is a maximal ideal of B.

Proof. Statement (1) is an easy consequence of the fact that p∗
A

is a closed
embedding.

(2) Assume that q is a maximal ideal of B not containing Ker(β), and
let d be an ideal of D such that h = p∗

B
(q) ( d. Thus, we can find an

element (a, b) ∈ d\h, where a ∈ A, b ∈ B, and α(a) = β(b). By the choice
of (a, b), we have b /∈ q; hence there exist k1 ∈ B and q1 ∈ q such that
k1b + q1 = 1, by maximality of q. Moreover, since q + Ker(β), we can pick
an element x ∈ Ker(β)\q and, again by maximality of q, we can find k2 ∈ B
and q2 ∈ q such that k2x+ q2 = 1. Therefore, we have kbx+ q = 1, for some
k ∈ B, q ∈ q, and thus (1, q) ∈ h ⊂ d. Moreover, since (0, kx) ∈ D, we have
(0, kbx) = (0, kx)(a, b) ∈ d, and finally (0, kbx) + (1, q) = (1, 1) ∈ d. This
prove that h is a maximal ideal of D.

Conversely, assume that h is a maximal ideal of D not containing Ker(p
A

),
and let q be the unique prime ideal of B such that p∗

B
(q) = h (Theorem

1.6(1)). If q is not a maximal ideal of B, we can find a prime ideal q′ of B
such that q ( q′. Since, in particular, p∗

B
(q′) is a proper ideal of D containing

the maximal ideal h, we have h = p∗
B

(q′), a contradiction, since q 6= q′.
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1.8 Corollary. With the notation of Definition 1.1, assume β surjective.
Then, D (= α×

C
β) is a local ring if and only if A is a local ring and

Ker(β) ⊆ Jac(B). In particular, if A and B are local rings, then D is a local
ring. Moreover, if D is a local ring and m is the only maximal ideal of A,
then {p−1

A
(m)} = Max(D).

Proof. It is enough to apply Corollary 1.7.

1.1 The construction Aonfb: basic algebraic

properties

Let f : A −→ B be a ring homomorphism and let b be an ideal of B. With
this notation, consider the following subring

Aonfb := {(a, f(a) + b) : a ∈ A, b ∈ b}
of A× B, and call it the amalgamation of the ring A with B along the ideal
b, with respect to f . In this chapter we will study the transfer of several
algebraic properties from A,B, b and f to Aonfb. We will discover that
several constructions studied in the recent years are particular cases of the
amalgamation and we will see how our results often generalize well known
results. Before giving examples and beginning the systematic study of the
ring Aonfb, we give some elementary properties of the amalgamation, whose
proof is straightforward and follows by definitions.

1.9 Proposition. Let f : A −→ B be a ring homomorphism, b an ideal of
B and let Aonfb := {(a, f(a) + b) : a ∈ A, b ∈ b}

(1) Let ι := ιA,f,b : A −→ Aonfb be the natural ring homomorphism defined
by ι(a) := (a, f(a)), for all a ∈ A. Then, ι is ring embedding, making
Aonfb a ring extension of A (with ι(A) = Γ(f) (:= {(a, f(a)) : a ∈ A}
subring of Aonfb).

(2) Let a be an ideal of A and set aonfb := {(a, f(a) + b) : a ∈ a, b ∈ b}.
Then aonfb is an ideal of Aonfb, the composition of canonical homomor-

phisms A
ι
↪→ Aonfb� Aonfb/aonfb is a surjective ring homomorphism

and its kernel coincides with a.
Hence, we have the following canonical isomorphism:

Aonfb

aonfb
∼=
A

a
.
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(3) Let p
A

: Aonfb −→ A and p
B

: Aonfb −→ B be the natural projections
of Aonfb ⊆ A × B into A and B, respectively. Then, p

A
is surjective

and Ker(p
A

) = {0} × b.
Moreover, p

B
(Aonfb) = f(A) + b and Ker(p

B
) = f−1(b)× {0}. Hence,

the following canonical isomorphisms hold:

Aonfb

({0} × b)
∼= A and

Aonfb

f−1(b)× {0}
∼= f(A) + b .

(4) Let γ : Aonfb −→ (f(A) + b)/b be the natural ring homomorphism,
defined by (a, f(a) + b) 7→ f(a) + b. Then γ is surjective and Ker(γ) =
f−1(b)× b. Thus, we have the following natural isomorphisms

Aonfb

f−1(b)× b
∼=
f(A) + b

b
∼=

A

f−1(b)
.

In particular, when f is surjective we have

Aonfb

f−1(b)× b
∼=
B

b
.

1.10 Example. A particular case of the construction introduced above
is the amalgamated duplication of a ring [13]. Let A be a commutative
ring with unity, and let E be an A–submodule of the total ring of fractions
Tot(A) of A such that E · E ⊆ E. In this case, E is an ideal in the subring
B := (E : E) (:= {z ∈ Tot(A) : zE ⊆ E}) of Tot(A). If ι : A −→ B is
the natural embedding, then AonιE coincides with AonE, the amalgamated
duplication of A along E, as defined in [13]. A particular and relevant case
is when E := I is an ideal in A. In this case, we can take B := A, we can
consider the identity map id := idA : A −→ A and we have that A on I,
the amalgamated duplication of A along the ideal I (as denoted in [13]),
coincides with AonidI, that we will call also the simple amalgamation of A
along I (instead of the amalgamation of A along I, with respect to idA).

1.11 Example. Let A ⊂ B be a ring extension and X := {X1, X2, . . ., Xn}
a finite set of indeterminates over B. In the polynomial ring B[X], we can
consider the following subring

A+ XB[X] := {h ∈ B[X] : h(0) ∈ A} ,
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where 0 is the n−tuple whose components are 0. This is a particular case
of the general construction introduced above. In fact, if σ′ : A ↪→ B[X]
is the natural embedding and I′ := XB[X], then Aonσ′I′ is isomorphic to
A+ XB[X], by Proposition 1.9(3)).

Similarly, the subring A + XB[[X]] := {h ∈ B[[X]] : h(0) ∈ A} of the
ring of power series B[[X]] is isomorphic to Aonσ′′I′′, where σ′′ : A ↪→ B[[X]]
is the natural embedding and I′′ := XB[[X]].

1.12 Example. The following variant of the construction A + XB[[X]] is
presented and studied by S. Hizem and A. Benhissi in [38] and by S. Hizem
in [37]. Let A be a ring and a be an ideal of A. If X is an indeterminate
over A, consider the following subring

A+Xa[[X]] := {f(X) ∈ A[[X]] : f(X)− f(0) ∈ a[[X]]}

of the ring of formal power series A[[X]]. Hizem and Benhissi study the
topological structure of the prime spectrum of A+Xa[[X]], providing bounds
for Krull dimension this ring. This ring can be study as a particular case of
the amalgamation, as we will see below.

1.13 Example. Let A ⊆ B be a ring extension, b be an ideal of B and
X a finite collection of indeterminates over B. Then, consider the following
subrings

A+ Xb[X] := {f(X) ∈ B[X] : f(0) ∈ A and f(X)− f(0) ∈Xb[X]}

A+ Xb[[X]] := {f(X) ∈ B[[X]] : f(0) ∈ A and f(X)− f(0) ∈Xb[[X]]}
of B[X] and B[[X]], respectively. It is immediately seen that the present
example generalizes both the constructions of Examples 1.11 and 1.12 (in
the first case, it is enough to choose b := B, in the second case B := A and
b := a). Moreover, we can see the ring A + Xb[X] (resp., A + Xb[[X]]) as
an amalgamation. Indeed, if σ′ : A ↪→ B[X] (resp., σ′′ : A ↪→ B[[X]]) is the
natural embedding, then, by Proposition 1.9(3) we deduce that A onσ′ Xb[X]
(resp., A onσ′′ Xb[[X]]) is isomorphic to A+ Xb[X] (resp., A+ Xb[[X]]).

1.14 Example. The D + m construction.
Let m be a maximal ideal of a ring (usually, an integral domain) T and let
D be a subring of T such that m ∩ D = (0). The ring D + m := {x + m :
x ∈ D,m ∈ m} is canonically isomorphic to Donιm, where ι : D ↪→ T is the
natural embedding (Proposition 1.9(3)).
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More generally, let S be a subset of Max(T ), such that m ∩D = (0) for
all m ∈ S, and set J :=

⋂
S. The ring D + J := {x + j : x ∈ D, j ∈ J}

is canonically isomorphic to D onι J. In particular, if D := K is a field
contained in T and J := Jac(T ), then K + Jac(T ) is canonically isomorphic
to KonιJac(T ), where ι : K ↪→ T is the natural embedding.

1.15 Example. The CPI–extensions (in the sense of Boisen-Sheldon [7]).
Let A be a ring and p be a prime ideal of A. Let k(p) be the residue field of
the localization Ap and denote by ψp (or simply, by ψ) the canonical surjective
ring homomorphism Ap −→ k(p). It is wellknown that k(p) is canonically
isomorphic to the quotient field of A/p, so we can identify A/p with its
canonical image into k(p). Then, the subring C(A, p) := ψ−1(A/p) of Ap

is called the CPI–extension of A with respect to p. It is immediately seen
that, if we denote by λp (or, simply, by λ) the localization homomorphism
A −→ Ap, then C(A, p) coincides with the ring λ(A) + pAp. On the other
hand, if m := pAp, we can consider A onλ m and we have the canonical
projection A onλ m −→ λ(A) + m, defined by (a, λ(a) + m) 7→ λ(a) + m,
where a ∈ A and m ∈ m. It follows that C(A, p) is canonically isomorphic
to (A onλ m)/(p× {0}) (Proposition 1.9(3)).

More generally, let a be an ideal of A and let Sa be the set of the elements
s ∈ A such that s + a is a regular element of A/a. Obviously, Sa is a
multiplicative subset of A and if Sa is its canonical projection onto A/a, then
Tot(A/a) = (Sa)

−1(A/a). Let ϕa : S−1A −→ Tot(A/a) be the canonical
surjective ring homomorphism defined by ϕa(as

−1) := (a + I)(s + I)−1, for
all a ∈ A and s ∈ S. Then, the subring C(A, a) := ϕ−1a (A/a) of S−1a A is
called the CPI–extension of A with respect to a. If λa : A −→ S−1a A is the
localization homomorphism, then it is easy to see that C(A, a) coincides with
the ring λa(A) + S−1a a. It follows by Proposition 1.9(3) that, if we consider
the ideal J := S−1a a of S−1a A, then C(A, a) is canonically isomorphic to
(A onλa J)/(λ−1a (J)× {0}).

1.16 Remark. Nagata’s idealization.
Let A be a commutative ring and M a A–module. We recall that, in 1955,
Nagata introduced the ring extension of A called the idealization of M in
A, denoted here by AnM, as the A–module A⊕M endowed with a multi-
plicative structure defined by:

(a, x)(a′, x′) := (aa′, ax′ + a′x) , for all a, a′ ∈ A and x, x′ ∈M
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(cf. [58], Nagata’s book [59, page 2], and Huckaba’s book [44, Chapter VI,
Section 25]). The idealization AnM is a ring, such that the canonical
embedding ιA : A ↪→ AnM (defined by a 7→ (a, 0), for all a ∈ A) induces
a subring An (:= ιA(A)) of AnM isomorphic to A and the embedding
ιM :M ↪→ AnM (defined by x 7→ (0, x), for all x ∈M) determines an ideal
Mn (:= ιM(M)) in AnM (isomorphic, as an A–module, to M), which is
nilpotent of index 2 (i.e. Mn ·Mn = 0).

For the sake of simplicity, we will identify M with Mn and A with An.
If pA : AnM −→ A is the canonical projection (defined by (a, x) 7→ a, for
all a ∈ A and x ∈M), then

0 −→M
ιM−→ AnM

p
A−→ A −→ 0

is a spitting exact sequence of A–modules. (Note that the idealization AnM
is also called in [27] the trivial extension of A by M.)

Now we note the Nagata’s idealization can be interpreted as a particular
case of the general amalgamation construction. Let B := AnM and ι (=
ιA) : A ↪→ B be the canonical embedding. After identifying M with Mn,
M becomes an ideal of B. It is now straighforward that AnM coincides
with the amalgamation AonιM.

Although this, the Nagata’s idealization and the constructions of the
type Aonfb can be very different from an algebraic point of view. In fact, for
example, ifM is a nonzero A–module, the ring AnM is always non reduced
(the element (0, x) is nilpotent, for all x ∈M), but the amalgamation Aonfb
can be an integral domain (see Example 1.14 and next Proposition 1.25).

Now, we begin the study of the ring Aonfb, by explaining its fiber product
structure.

1.17 Proposition. Let f : A −→ B be a ring homomorphism and b be an
ideal of B. If π : B −→ B/b is the canonical projection and f̆ := π ◦ f , then
Aonfb = f̆ ×

B/b
π.

Proof. It is an immediate consequence of definitions.

1.18 Remark. Notice that we have many other ways to describe the ring
Aonfb as a pullback. In fact, if C := A × B/b and u : A −→ C, v : A ×
B −→ C are the canonical ring homomorphisms defined by u(a) := (a, f(a)+
b), v((a, b)) := (a, b + b), for every (a, b) ∈ A × B, it is straightforward to
show that Aonfb is canonically isomorphic to u×

C
v. On the other hand, if
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a := f−1(b), ŭ : A/a −→ A/a × B/b and v̆ : A × B −→ A/a × B/b are the
natural ring homomorphisms induced by u and v, respectively, then Aonfb
is also canonically isomorphic to the fiber product of ŭ and v̆.

The next goal is to show that the rings of the form Aonfb, for some ring
homomorphism f : A −→ B and some ideal b of B, determine a distinguished
subclass of the class of all fiber products.

1.19 Proposition. Let A,B,C, α, β as in Definition 1.1, and let f : A −→
B be a ring homomorphism. Then the following conditions are equivalent.

(i) There exist an ideal b of B such that Aonfb is the fiber product of α
and β.

(ii) α is the composition β ◦ f .

If the previous conditions hold, then b = Ker(β).

Proof. Assume condition (i) holds, and let a be an element of A. Then
(a, f(a)) ∈ Aonfb and, by assumption, we have α(a) = β(f(a)). This prove
condition (ii).

Conversely, assume that α = β ◦ f . We want to show that the ring
A onf Ker(β) is the fiber product of α and β. The inclusion A onf Ker(β) ⊆
α ×

C
β is clear. On the other hand, let (a, b) ∈ α ×

C
β. By assumption, we

have β(b) = α(a) = β(f(a)). This shows that b − f(a) ∈ Ker(β), and thus
(a, b) = (a, f(a) +k), for some k ∈ Ker(β). Then A onf Ker(β) = α×

C
β and

condition (i) is true.
The last statement of the proposition is straightforward.

In the previous proposition we assume the existence of the ring homo-
morphism f . We next characterize the existence of f . We start by recalling
the following definition.

1.20 Definition. ([32, Pag. 111]) Let r : B −→ A be a ring homomor-
phism. We say that r is ring retraction, and A is a retract of B (via r), if
there exists a ring homomorphism ι : A −→ B, such that r ◦ ι = idA.

1.21 Remark. Let r : B −→ A be a ring retraction and let ι be as in
Definition 1.20. The following properties are easy to be verified.

(1) r is surjective and ι is a ring embedding. Thus, the ring retract A of B
can be identified with a subring of B.
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(2) We have B = ι(A) + Ker(r) and that ι−1(Ker(r)) = {0}. Thus A can be
identified with a direct summand of the A−module B (with respect to
the A−module structure given by ι).

1.22 Example. (1) If r : B −→ A is a ring retraction and ι : A ↪→ B is
a ring embedding such that r ◦ ι = idA, then B is naturally isomorphic
to A onι Ker(r). Indeed, it is enough to apply Proposition 1.9(3) and
Remark 1.21(2).

(2) Let f : A −→ B be a ring homomorphism and b be an ideal of B. Then,
A is a retract of Aonfb. More precisely, π

A
: Aonfb −→ A, (a, f(a), b) 7→

a, is a retraction, since the map ι : A −→ Aonfb, a 7→ (a, f(a)), is a ring
embedding such that π

A
◦ ι = idA.

1.23 Proposition. Let A,B,C, α, β, p
A
, p

B
be as in Definition 1.1. Then,

the following conditions are equivalent.

(i) p
A

: α×
C
β −→ A is a ring retraction.

(ii) There exist an ideal b of B and a ring homomorphism f : A −→ B
such that α×

C
β = Aonfb.

Proof. Set D := α ×
C
β. Assume that condition (i) holds and let ι : A ↪→

D be a ring embedding such that p
A
◦ ι = idA. If we consider the ring

homomorphism f := p
B
◦ ι : A −→ B, then, by using the definition of a fiber

product, we have β ◦f = β ◦p
B
◦ ι = α◦p

A
◦ ι = α◦ idA = α. Then, condition

(ii) follows by applying Proposition 1.19. Conversely, let f : A −→ B be
a ring homomorphism such that D = Aonfb, for some ideal b of B. From
Example 1.22(2), the projection of Aonfb onto A is a ring retraction.

The following easy example shows that, given A,B and b, different ring
homomorphisms f, g : A −→ B such that Aonfb = A ong b may exist.

1.24 Example. Let f, g : A −→ B be ring homomorphisms and b be an
ideal of B.

(1) It is immediately verified that Aonfb = Aongb if, and only if, f(a)−g(a) ∈
b, for each a ∈ A.

(2) Now, let A be a ring and X be an indeterminate over A. Let f be the
identity map of A[X] and let g : A[X] −→ A[X] be the ring homomor-
phism such that g(p(X)) = p(X2), for each p(X) ∈ A[X] (clearly, g
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is not the identity of A[X]). If b := XA[X], then p(X) − p(X2) ∈ b,
for each p(X) ∈ A[X]. Hence, by the previous statement (1), we have
A[X]onf b = A[X]ong b.

Let A,B, f and b be as in Proposition 1.9. The subring B� := f(A)+b of
B has an important role in the construction Aonfb. For instance, if f−1(b) =
{0}, we have Aonfb ∼= B�∼= f(A)⊕ b (Proposition 1.9(3)). Moreover, in
general, b is an ideal also in B� and, if we denote by f� : A −→ B� the
ring homomorphism induced from f , then Aonf�b = Aonfb. The next result
shows one more aspect of the essential role of the ring B� for the construction
Aonfb.

1.25 Proposition. With the notation of Proposition 1.9, assume b 6= {0}.
Then, the following conditions are equivalent.

(i) Aonfb is an integral domain.

(ii) f(A) + b is an integral domain and f−1(b) = {0} (thus f is, in partic-
ular, injective).

In particular, if B is an integral domain and f−1(b) = {0}, then Aonfb is an
integral domain.

Proof. (ii)−→(i) is obvious, since f−1(b) = {0} implies that Aonfb ∼= f(A)+b
(Proposition 1.9(3)).

Assume that condition (i) holds. If there exists an element a ∈ A\{0}
such that f(a) ∈ b, then (a, 0) ∈ (Aonfb)\{(0, 0)}. Hence, if b is a nonzero
element of b, we have (a, 0)(0, b) = (0, 0), a contradiction. Thus f−1(b) =
{0}. In this case, as observed above, Aonfb ∼= f(A) + b (Proposition 1.9(3)),
so f(A) + b is an integral domain.

1.26 Remark. (1) Note that, if Aonfb is an integral domain, then A is also
an integral domain, by Proposition 1.9(1).

(2) Let B = A, f = idA and b = a be an ideal of A. In this situation,
Aonid

Aa (the simple amalgamation of A along a) coincides with the amalga-
mated duplication of A along a (Example 1.10) and it is never an integral
domain, unless a = {0} and A is an integral domain.

Now, we characterize when the amalgamated algebra Aonfb is a reduced
ring.
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1.27 Proposition. We preserve the notation of Proposition 1.9. The fol-
lowing conditions are equivalent.

(i) Aonfb is a reduced ring.

(ii) A is a reduced ring and Nilp(B) ∩ b = {0}.

In particular, if A and B are reduced, then Aonfb is reduced; conversely, if
J is a radical ideal of B and Aonfb is reduced, then B (and A) is reduced.

Proof. From Proposition 1.2(2, a) we deduce easily that (ii)−→(i), after not-
ing that, with the notation of Proposition 1.17, we have Ker(π) = b.

(i)−→(ii) By Proposition 1.2(1) and the previous equality, it is enough to
show that if Aonfb is reduced, then A is reduced. This is trivial because, if
a ∈ Nilp(A), then (a, f(a)) ∈ Nilp(Aonfb).

Finally, the first part of the last statement is straightforward. As for the
second part, we have {0} = Nilp(B) ∩ b = Nilp(B) (since b is radical, and
so b ⊇ Nilp(B)). Hence B is reduced.

1.28 Remark. (1) Note that, from the previous result, when B = A, f =
idA (= id) and b = a is an ideal of A, we reobtain easily that Aona (= Aonida)
is a reduced ring if and only if A is a reduced ring [14, Proposition 2.1].

(2) The previous proposition implies that the property of being reduced
for Aonfb is independent of the nature of f .

(3) If A and f(A) + b are reduced rings, then Aonfb is a reduced ring,
by Proposition 1.27. But the converse is not true in general. As a matter of
fact, let A := Z, B := Z× (Z/4Z), f : A −→ B be the ring homomorphism
such that f(n) = (n, [n]4), for every n ∈ Z (where [n]4 denotes the class of n
modulo 4). If we set b := Z×{[0]4}, then b∩Nilp(B) = {0}, and thus Aonfb
is a reduced ring, but (0, [2]4) = (2, [2]4) + (−2, [0]4) is a nonzero nilpotent
element of f(Z) + b.

We continue to study of transferring algebraic properties from A and B
into Aonfb by giving a characterization of Noetherianity of Aonfb.

1.29 Proposition. With the notation of Proposition 1.9, the following
conditions are equivalent.

(i) Aonfb is a Noetherian ring.

(ii) A and f(A) + b are Noetherian rings.
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Proof. (ii)−→(i). Recall that Aonfb is the fiber product of the ring homo-
morphism f̆ : A −→ B/b (defined by a 7→ f(a) + b) and of the canonical
projection π : B −→ B/b. Since the projection p

A
: Aonfb −→ A is surjective

(Proposition 1.9(3)) and A is a Noetherian ring, by Proposition 1.4, it suffi-
cies to show that b(= Ker(π)), with the structure of Aonfb−module induced
by p

B
, is Noetherian. But this fact is easy, since every Aonfb−submodule of

b is an ideal of the Noetherian ring f(A) + b.
(i)−→(ii) is a trivial consequence of Proposition 1.9(3).

Note that, from the previous result, when B = A, f = idA (= id) and
a is an ideal of A, we reobtain easily that Aon a (= Aonida) is a Noetherian
ring if and only if A is a Noetherian ring [13, Corollary 2.11].

However, the previous proposition has a moderate interest because the
Noetherianity of Aonfb is not directly related to the data (i.e., A,B, f and
b), but to the ring B� = f(A) + b which is canonically isomorphic Aonfb,
if f−1(b) = {0} (Proposition 1.9(3)). Therefore, in order to obtain more
useful criteria for the Noetherianity of Aonfb, we specialize Proposition 1.29
in some relevant cases.

1.30 Proposition. With the notation of Proposition 1.9, assume that at
least one of the following conditions holds:

(a) b is a finitely generated A–module (with the structure induced by f).

(b) b is a Noetherian A–module (with the structure induced by f).

(c) f(A) + b is Noetherian as A–module (with the structure induced by f).

(d) f is a finite homomorphism.

Then Aonfb is Noetherian if and only if A is Noetherian. In particular, if A
is a Noetherian ring and B is a Noetherian A–module (e.g., if f is a finite
homomorphism [2, Proposition 6.5]), then Aonfb is a Noetherian ring for all
ideal b of B.

Proof. Clearly, without any extra assumption, if Aonfb is a Noetherian ring,
then A is a Noetherian ring, since it is isomorphic to Aonfb/({0}×b) (Propo-
sition 1.9(3)).

Conversely, assume that A is a Noetherian ring. In this case, it is straigh-
forward to verify that conditions (a), (b), and (c) are equivalent [2, Proposi-
tions 6.2, 6.3, and 6.5]. Moreover (d) implies (a), since b is an A–submodule
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of B, and B is a Noetherian A–module under condition (d) [2, Proposition
6.5].

Using the previous observations, it is enough to show that Aonfb is
Noetherian if A is Noetherian and condition (c) holds. If f(A)+b is Noethe-
rian as an A–module, then f(A) + b is a Noetherian ring (every ideal of
f(A) + b is an A–submodule of f(A) + b). The conclusion follows from
Proposition 1.29((ii)−→(i)).

The last statement is a consequence of the first part and of the fact that,
if B is a Noetherian A–module, then (a) holds [2, Proposition 6.2].

1.31 Proposition. We preserve the notation of Propositions 1.9 and 1.17.
If B is a Noetherian ring and the ring homomorphism f̆ : A −→ B/b is
finite, then Aonfb is a Noetherian ring if and only if A is a Noetherian ring.

Proof. If Aonfb is Noetherian we already know that A is Noetherian. Hence,
we only need to show that if A and B are Noetherian rings and f̆ is finite then
Aonfb is Noetherian. But this fact follows immediately from [20, Proposition
1.8].

As a consequence of the previous proposition, we can characterize when
rings of the form A + XB[X] and A + XB[[X]] are Noetherian. Note that
S. Hizem and A. Benhissi [39] have already given a characterization of the
Noetherianity of the power series rings of the form A + XB[[X]]. The next
corollary provides a simple proof of Hizem and Benhissi’s Theorem and shows
that a similar characterization holds for the polynomial case (in several inde-
terminates). At the Fez Conference in June 2008, S. Hizem has announced
to have proven a similar result in the polynomial ring case with a totally
different approach.

1.32 Corollary. Let A ⊆ B be a ring extension and X := {X1, . . ., Xn}
a finite set of indeterminates over B. Then the following conditions are
equivalent.

(i) A+ XB[X] is a Noetherian ring.

(ii) A+ XB[[X]] is a Noetherian ring.

(iii) A is a Noetherian ring and A ⊆ B is a finite ring extension.
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Proof. (iii)−→(i, ii). With the notations of Example 1.11, recall that A +
XB[X] is isomorphic to Aonσ′XB[X] (and A + XB[[X]] is isomorphic to
Aonσ′′XB[[X]]). Since we have the following canonical isomorphisms

B[X]

XB[X]
∼= B ∼=

B[[X]]

XB[[X]]
,

in the present situation, the homomophism σ̆′ : A ↪→ B[X]/XB[X] (or,
σ̆′′ : A ↪→ B[[X]]/XB[[X]]) is finite. Hence, statements (i) and (ii) follow
easily from Proposition 1.84.

(i) (or, (ii)) −→ (iii). Assume that A + XB[X] (or, A + XB[[X]]) is a
Noetherian ring. By Proposition 1.29 we deduce that A is also a Noetherian
ring. Moreover, by assumption, the ideal I of A + XB[X] (respectively, of
A + XB[[X]]) generated by the set {bXk : b ∈ B, 1 ≤ k ≤ n} is finitely
generated. Hence I = (f1, f2, . . ., fm), for some f1, f2, . . ., fm ∈ I. Let {bjk :
1 ≤ k ≤ n} be the set of coefficients of linear monomials of the polynomial
(respectively, power series) fj, 1 ≤ j ≤ m. It is easy to verify that the set
{bjk : 1 ≤ j ≤ m, 1 ≤ k ≤ n} generates B as A–module; thus A ⊆ B is a
finite ring extension.

1.33 Remark. Let A ⊆ B be a ring extension, and let X be an indetermi-
nate over B. Note that the ideal I′ = XB[X] of B[X] is never finitely gener-
ated as an A–module (with the structure induced by the inclusion σ′ : A ↪→
B[X]). As a matter of fact, assume that {g1, g2, . . ., gr} (⊂ B[X]) is a set of
generators of I′ as A−module and set N := max{deg(gi) : i = 1, 2, . . ., r}.
Clearly, we have XN+1 ∈ I′ \

∑r
i=1Agi, which is a contradiction. Therefore,

the previous observation shows that the Noetherianity of the ring Aonfb does
not imply that b is finitely generated as an A–module (with the structure in-
duced by f); for instance R+XC[X] (∼= Ronσ′XC[X], where σ′ : R ↪→ C[X]
is the natural embedding) is a Noetherian ring (Proposition 1.32), but XC[X]
is not finitely generated as an R–vector space. This fact shows that condition
(a) (or, equivalently, (b) or (c)) of Proposition 1.30 is not necessary for the
Noetherianity of Aonfb.

Let A ⊆ B be a ring extension, b an ideal of B and X := {X1, . . ., Xr} a
finite set of intederminates over B. As we saw in Example 1.13, we can see
the ring A + Xb[X] as an amalgamation. Indeed, we have A + Xb[X] ∼=
A onσ′ Xb[X], where σ′ : A −→ B[X] is the natural embedding. Now, we
will characterize the Noetherianity of the ring A+Xb[X], without assuming
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a finiteness condition on the inclusion A ⊆ B (as in Corollary 1.32 (iii)) or
on the inclusion A+ Xb[X] ⊆ B[X].

1.34 Theorem. Let A ⊆ B be a ring extension, b be an ideal of B and
X := {X1, . . ., Xr} a finite set of intederminates over B. Then, the following
conditions are equivalent.

(i) A+ Xb[X] is a Noetherian ring.

(ii) A is a Noetherian ring, b is an idempotent ideal of B and it is finitely
generated as an A–module.

Proof. (i)−→(ii). Assume that R := A+Xb[X] is a Noetherian ring. Then,
clearly, A is Noetherian, in view of Proposition 1.9(3). Now, consider the
ideal L of R generated by the set of linear monomials {bXi : 1 ≤ i ≤ r, b ∈
b}. By assumption, we can find `1, `2, . . ., `t ∈ L such that L =

∑t
k=1 `kR.

Note that `k(0, 0, . . ., 0) = 0, for all k, 1 ≤ k ≤ t. If we denote by bk the
coefficient of the monomial X1 in the polynomial `k, then it is easy to see
that {b1, b2, . . ., bt} is a set of generators of b as an A–module.

The next step is to show that b is an idempotent ideal of B. By assump-
tion, J′ := Xb[X] is a finitely generated ideal of R. Let

gh :=

mh∑
j1+...+jr=1

ch,j1...jrX
j1
1 · · ·Xjr

r , with h = 1, 2, . . ., s,

be a finite set of generators of J′ in R. Set j1 := max{j1 : ch,j10...0 6= 0, for 1 ≤
h ≤ s}. Take now an arbitrary element b ∈ b and consider the monomial

bXj1+1
1 ∈ J′. Clearly, we have

bXj1+1
1 =

s∑
h=1

fhgh, with fh :=

nh∑
e1+...+er=0

dh,e1...erX
e1
1 · · ·Xer

r ∈ R .

Therefore,

b =
s∑

h=1

∑
j1+e1=j1+1

ch,j10...0dh,e10...0 .

Since j1 < j1 + 1, we have necessarily that e1 ≥ 1. Henceforth fh belongs to
J′ and so dh,e10...0 ∈ b, for all h, 1 ≤ h ≤ s. This proves that b ∈ b2.
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(ii)−→(i). In this situation, by Nakayama’s lemma, we easily deduce
that b = eB, for some idempotent element e ∈ b. Let {b1, . . ., bs} be a set
of generators of b as an A–module, i.e., b = eB =

∑
1≤h≤s bhA. We consider

a new set of indeterminates over B (and A) and precisely Y := {Yih : 1 ≤
i ≤ r, 1 ≤ h ≤ s}. We can define a map ϕ : A[X,Y ] −→ B[X] by setting
ϕ(Xi) := eXi, and ϕ(Yih) := bhXi, for all i = 1, . . ., r, h = 1, . . ., s. It is
easy to see that ϕ is a ring homomorphism and Im(ϕ) ⊆ R (= A+Xb[X]).
Conversely, let

f := a+
r∑
i=1

 ni∑
ei1+...+eir=0

ci,ei1 ...eirX
ei1
1 · · ·Xeir

r

Xi ∈ R (and so ci,ei1 ...eir ∈ b) .

Since b =
∑

1≤h≤s bhA, then for all i = 1, . . ., r and ei1 , . . ., eir , with ei1 +
. . . + eir ∈ {0, . . ., ni}, we can find elements ai,ei1 ...eir ,h ∈ A, with 1 ≤ h ≤ s,
such that ci,ei1 ...eir =

∑s
h=1 ai,ei1 ...eir ,hbh. Consider the polynomial

g := a+
r∑
i=1

s∑
h=1

ni∑
ei1+...+eir=0

ai,ei1 ...eir ,hX
ei1
1 · · ·Xeir

r Yih ∈ A[X,Y ].

1.35 Remark. We preserve notation of the previous Theorem 1.34.

(1) We reobtain Corollary 1.32 ((i)⇔(iii)), by taking b = B.

(2) If B = A and a is an ideal of A, then we simply have that A + Xa[X]
is a Noetherian ring if and only if A is a Noetherian ring and a is an
idempotent ideal of A. Note the previous two cases were studied as
separate cases by S. Hizem, who announced similar results in her talk
at the Fez Conference in June 2008, presenting an ample and systematic
study of the transfer of various finiteness conditions in the constructions
A+ Xa[X] and A+ XB[X].

(3) The Noetherianity of B it is not a necessary condition for the Noethe-
rianity of the ring A + Xb[X]. For instance, take A any field, B the
product of infinitely many copies of A, so that we can consider A as a
subring of B, via the diagonal ring embedding a 7→ (a, a, . . .), a ∈ A.
Set b := (1, 0, . . .)B. Then, b is an idempotent ideal of B and, at the
same time, a cyclic A-module. Thus, by Theorem 1.34, A+Xb[X] is a
Noetherian ring. Obviously, B is not Noetherian.
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(4) Note that, if A + Xb[X] is Noetherian and B is not Noetherian, then
A ⊆ B and A + Xb[X] ⊆ B[X] are necessarily not finite. Moreover, it
is easy to see that A+Xb[X] ⊆ B[X] is a finite extension if and only if
the canonical homomorphism A ↪→ B[X]/(Xb[X]) is finite. Finally, it
can be shown that last condition holds if and only if b = B and A ⊆ B
is finite.

1.2 Aonfb: the prime spectrum

The following proposition, whose proof is a straightforward consequence of
Theorem 1.6, Corollaries 1.7 and 1.8, and Proposition 1.9, gives the descrip-
tion of the prime and maximal spectrum of the ring Aonfb.

1.36 Proposition. With the notation of Proposition 1.9, set X := Spec(A),
Y := Spec(B), and W := Spec(Aonfb), and b0 := {0}× b(⊆ Aonfb). For all
p ∈ X and q ∈ Y , set:

p′f := ponfb := {(p, f(p) + b) : p ∈ p, b ∈ b}

qf := {(a, f(a) + b) : a ∈ A, b ∈ b, f(a) + b ∈ q}.

Then, the following statements hold.

(1) The map p 7→ p′f establishes a closed embedding of X into W , so its
image, which coincides with V (b0), is homeomorphic to X.

(2) The map q 7→ qf is a homeomorphism of Y \V (b) onto W\V (b0).

(3) The prime ideals of Aonfb are of the type p′f or qf, for p varying in X
and q in Y \V (b).

(4) Let p ∈ Spec(A). Then, p′f is a maximal ideal of Aonfb if and only if
p is a maximal ideal of A.

(5) Let q be a prime ideal of B not containing b. Then, qf is a maximal
ideal of Aonfb if and only if q is a maximal ideal of B.
In particular:

Max(Aonfb) = {p′f : p ∈ Max(A)} ∪ {qf : q ∈ Max(B)\V (b)}.
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(6) The ring Aonfb is local if, and only if, A is local and b ⊆ Jac(B).
In this case, if m is the maximal ideal of A, then the maximal ideal of
Aonfb is m′f . In particular, if A and B are local rings and b is a proper
ideal of B, then Aonfb is a local ring.

1.37 Remark. We preserve the notation of Proposition 1.9. The prime
ideals of Aonfb described in Proposition 1.36 can be also represented as con-
tractions of prime ideals of A×B under the ring extension Aonfb ⊆ A×B.
In particular, for each prime ideal q of B (even when q ⊇ b), we can consider
the prime ideal

(A× q) ∩ (Aonfb) = {(a, f(a) + b) : a ∈ A, b ∈ b, f(a) + b ∈ q}

which coincides with qf (notation of Proposition 1.36) when q 6⊇ b. If q ⊇ b,
then we can consider the prime ideal P := f−1(q) of A and it is not difficult
to see that, in this case, (A× q) ∩ (Aonfb) coincides with P ′f ).

On the other hand, notice also that, for every prime ideal p of A, the
prime ideal p′f (i.e., π∗

A
(p)) of Aonfb coincides also with (p×B) ∩ (Aonfb).

The next result provides a description of the minimal prime ideals of
Aonfb.

1.38 Proposition. With the notations of Proposition 1.36, set

X := X
(f,b)

:=
⋃

q∈Spec(B)\V (b)

V (f−1(q + b)).

Then the following properties hold.

(1) The map defined by q 7→ qf establishes a homeomorphism of Min(B)
\V (b) with Min(Aonfb)\V (b0).

(2) The map defined by p 7→ p′f establishes a homeomorphism of Min(A)
\X with Min(Aonfb) ∩ V (b0).

Therefore, we have:

Min(Aonfb) = {p′f : p ∈ Min(A)\X} ∪ {qf : q ∈ Min(B)\V (b)} .

Proof. The statement (1) follows easily from the fact that the continuous
map Spec(B)\V (b) −→ Spec(Aonfb)\V (b0), defined by q 7→ qf , establishes
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an isomorphism of partially ordered sets (Proposition 1.36(2) or Theorem
1.6(3)).

By Proposition 1.36(1) or Theorem 1.6(2), note that statement (2) is
equivalent to:

(2′) p ∈ Min(A)\X if and only if p′f ∈ Min(Aonfb) ∩ V (b0).
Let p be a minimal prime ideal of A such that p /∈ X . If p′f is not a

minimal prime ideal of Aonfb, then p′f necessarily contains a prime ideal
of the type qf , for some q ∈ Spec(B)\V (b) (Proposition 1.36(3)). From the
definitions of p′f and qf it is easy to verify that p ⊇ f−1(q+b), a contradiction.

Conversely, let p′f ∈ Min(Aonfb) ∩ V (b0). It is easy to see that p ∈
Min(A). Assume that p is in X . Hence, p contains an ideal of the type
f−1(q + b), for some q ∈ Spec(B)\V (b), then we have immediately qf ⊆ p′f ,
and qf 6= p′f , since qf /∈ V (b0) and p′f ∈ V (b0). This leads to a contradiction.

The last statement is an easy consequence of (1) and (2) and of Proposi-
tion 1.36.

1.39 Remark. Let A,B, b and f be as in Proposition 1.9.

(1) Let B = A, f = idA and a be an ideal of A. In this situation, we know
that A onidA a coincides with the amalgamated duplication of A along
a. If we assume that A is an integral domain then, from the previous
proposition, we recover that A on a has two minimal prime ideals [13,
Corollary 2.5 and Remark 2.8], that is (A × (0)) ∩ (A on a) = a × (0)
and ((0) × A) ∩ (Aon a) = (0) × a since, in this case, Min(A)\V (a) =
Min(A)\X = {(0)}.

(2) With the notation of Proposition 1.38, note that X ⊆ V (f−1(b)) and
that, in general, X 6= V (f−1(b)). For instance, letA be a zero-dimensional
ring and let f be the identity map idA of A. If b is equal to a prime ideal
p of A, we have immediately X = ∅. But V (id−1A (p)) = {p}. Moreover,
this shows that the closure of X is different from V (f−1(b)), in general.

According to the notation of Proposition 1.36, the prime spectrum W of
Aonfb is decomposed into two disjoint set, V (b0) and W\V (b0). In the next
result, we describe a different decomposition of Spec(Aonfb).

1.40 Proposition. We preserve the notation of Propositions 1.9 and 1.36,
and set b1 := f−1(b)× {0}. Then W = V (b0) ∪ V (b1), and the set V (b0) ∩
V (b1) is homeomorphic to Spec((f(A) + b)/b), via the continuous map as-
sociated to the natural ring homomorphism γ : Aonfb −→ (f(A) + b)/b,
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(a, f(a) + b) 7→ f(a) + b. In particular, we have that the closed subspace
V (b0) ∩ V (b1) of W is homeomorphic to the closed subspace V (b) of Y (=
Spec(B)), when f is surjective.

Proof. We have b0 ∩ b1 = {0}; thus the equality W = V (b0)∪ V (b1) is obvi-
ous. Moreover, V (b0) ∩ V (b1) = V (b0 + b1) = V (f−1(b) × b) = V (Ker(γ)),
by Proposition 1.9(4). Since γ is surjective, the continuous map canon-
ically associated to γ establishes a homeomorphism of V (b0) ∩ V (b1) with
Spec((f(A)+b)/b). The last claim is clear, since Spec((f(A)+b)/b) ∼= V (b),
when f is surjective.

1.41 Example. Let K be an algebraically closed field and X, Y two indeter-
minates over K. Set A := K[X, Y ], B := K[X] and f : K[X, Y ] −→ K[X]
defined by Y 7→ 0 and X 7→ X. Let b := XK[X]. We want to study the ring
K[X, Y ] onf b, and to investigate whether it is the coordinate ring of some
affine variety. (Note that, from a geometrical point of view, f ∗ determines
the inclusion of the line defined by the equation Y = 0 into the affine space
A2
K .)

According to the notation of Proposition 1.40, we have V (b1) ∼= Spec(K[Y ]).
Moreover, the projection π

B
of Aonfb into B is surjective, since f is sur-

jective, and its kernel is b1 (see Proposition 1.9). Thus Spec(Aonfb/b1) ∼=
V b1) ∼= Spec(B) = Spec(K[X]). We have also V (b1)∩V (b2) ∼= Spec(B/b) =
Spec(K), by Proposition 1.40. Then, Aonfb is the coordinate ring of the
union of a plane (i.e., Spec(K[X, Y ])) and a line (i.e., Spec(K[X])) with one
common point (i.e., Spec(K)). Note that, in this case, the ring Aonfb can
be also presented by a quotient of a polynomial ring. In fact, consider the
ring homomorphism ϕ : K[X, Y, Z] → A × B = K[X, Y ] × K[X] defined
by X 7→ (X,X), Y 7→ (Y, 0), and Z 7→ (0, X). It is easy to check that
Im(ϕ) coincides with K[X, Y ]onfb. In fact, since ϕ(X), ϕ(Y ), ϕ(Z) ∈ Aonfb
and ϕ(K) ⊆ Aonfb, it follows that Im(ϕ) ⊆ Aonfb. Conversely, take an
element ψ ∈ Aonfb. Then ψ is of the form ψ = (f(X, Y ), f(X, 0) +Xg(X)),
for some polynomials f(X, Y ) ∈ K[X, Y ], g(X) ∈ K[X]. If h(X, Y, Z) :=
f(X, Y ) + Zg(Z), then it follows immediately that ϕ(h(X, Y, Z)) = ψ, that
is Im(ϕ) = Aonfb. Moreover, Ker(ϕ) = (Z2−ZX, Y Z). In fact, the inclusion
⊇ is trivial. For the converse, let k(X, Y, Z) ∈ Ker(ϕ). Since the polynomial
Z2 −XZ is monic, with respect to the indeterminate Z, there exist polyno-
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mials q(X, Y, Z) ∈ K[X, Y, Z], r0(X, Y ), r1(X, Y ) ∈ K[X, Y ] such that

k(X, Y, Z) = (Z2 −XZ)q(X, Y, Z) + r0(X, Y ) + r1(X, Y )Z

Since k(X, Y, Z) ∈ Ker(ϕ), the previous equality implies (r0(X, Y ), r1(X, 0)X) =
(0, 0). Obviously, this condition is equivalent to r0(X, Y ) = 0 and r1(X, Y ) ∈
Y K[X, Y ]. It follows immediately that k(X, Y, Z) ∈ (Z2−ZX, Y Z). Hence,
K[X, Y ]onfb is canonically isomorphic to K[X, Y, Z]/(Z2 −ZX, Y Z), which
is the coordinate ring of the affine variety V (Z2−ZX, Y Z) = V (Z)∪V (Z−
X, Y ) in the affine space A3

K .

The description of the relation between A and Aonfb in terms of retrac-
tions gives a nice topological relation between Spec(A) and Spec(Aonfb).
Firstly, recall that, if X, Y are topological spaces, a continuous map r :
Y −→ X is called a topological retraction if there exists a continuous map
i : X −→ Y such that r ◦ i = idX . In this case, we say also that X is a
retract of Y . The following remark is straightforward.

1.42 Remark. If X and Y are topological spaces and r : Y −→ X is
a topological retraction, then r is surjective and every continuous map i :
X −→ Y such that r ◦ i = idX is a topological embedding.

1.43 Proposition. We preserve the notation of Propositions 1.9 and 1.36.
Then, the continuous map ι∗ : Spec(Aonfb) −→ Spec(A) associated to the
ring embedding ι : A −→ Aonfb (Proposition 1.9(1)) is a topological retrac-
tion.

Proof. Preserving the notation of Proposition 1.9, we have pA ◦ ι = idA
(Example 1.22(1)), and then ι∗ ◦ p∗A = id∗A = idSpec(A). The conclusion
follows immediately.

Now the following consequence of Proposition 1.43 is clear.

1.44 Corollary. With the notation of Propositions 1.9 and 1.36, the
canonical embedding ι : A ↪→ Aonfb verifies the lying-over property (or,
equivalently, the mapping ι∗ : Spec(Aonfb) −→ Spec(A) is surjective).

The following Proposition provides a description of the fibers of the topo-
logical retration ι∗ : Spec(Aonfb) −→ Spec(A).

1.45 Proposition. With the notation of Propositions 1.9 and 1.36, let
ι : A ↪→ Aonfb be the canonical embedding and let f ∗b : Spec(B)\V (b) −→
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Spec(A) denote the restriction of f ∗ : Spec(B) −→ Spec(A) to the open set
Spec(B)\V (b). Then, we have

ι∗−1(p) = {qf : q ∈ f ∗b−1(p)} ∪ {p′f},

for every p ∈ Spec(A).
In particular, ι∗−1(p) = {p′f} if and only if f ∗b−1(p) = ∅. Moreover, the

following conditions are equivalent.

(i) ι∗ has finite fibers.

(ii) f ∗b has finite fibers.

More precisely, if p is a prime ideal of A and the fiber f ∗b−1(p) has n elements,
then the fiber ι∗−1(p) has n+ 1 elements.

Proof. Let πB : Aonfb −→ B be the canonical map defined by (a, f(a)+b) 7→
f(a) + b for all a ∈ A and b ∈ b. From Proposition 1.36, we have ι∗(p′f ) =
ι−1(p′f ) = p for every p ∈ Spec(A). Moreover, it is obvious that πB ◦ ι = f .
Therefore, in particular, ι∗(qf ) = ι−1(π−1B (q)) = f−1(q) = f ∗b(q), for every
prime ideal q in Spec(B)\V (b). Thus, if p ∈ Spec(A) and q ∈ f ∗b−1(q),
then ι∗(qf ) = p. Now, the conclusion is a straightforward consequence of
Proposition 1.36(3).

1.46 Example. Let A be a ring and a be an ideal of A. Then, we can
consider the ring

Aonna := {(a, a+ α1, . . ., a+ αn) : a ∈ A,α1, . . ., αn ∈ a}.

If we consider the ideal b := an := a×. . .×a (n−times) of the ring B := An :=
A × . . . × A (n−times), then Aonna is equal to Aonδb, where δ : A ↪→ B is
the diagonal embedding. As in Proposition 1.45, let δ∗b : Spec(B)\V (b) −→
Spec(A) denote the restriction of δ∗ : Spec(B) −→ Spec(A) to the open set
Spec(B)\V (b). If p is a prime ideal of A not containing a = δ−1(b), then
δ∗b−1(p) is precisely the set of all prime ideals p(h) of B, with h = 1, 2, . . ., n,
where p(h) := Ah−1 × p×An−h (for h = 1, p(1) := p×An−1 and, for h = n,
p(n) := An−1 × p). Moreover, if p ∈ V (a), then δ∗b−1(p) = ∅. Thus, by
Corollary 1.44 and by Proposition 1.45, the embedding ι : A ↪→ A onn a has
the lying-over property and ι∗ has finite fibers. Precisely, for every prime ideal
p of A, we have ι∗(p′) = p, where p′ := p′δ (and so ι∗ is surjective). Moreover,
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if p ∈ V (a), then p′ is the only prime of Aonna lying-over p (Proposition 1.45).
Otherwise, if p 6∈ V (a) and if ph := p(h)δ (h = 1, 2, . . ., n), then the prime
ideals of Aonfb lying-over p are exactly p′, p1, . . ., pn, again by Proposition
1.45.

In particular, if n = 1, we reobtain the the lying-over property for the
ring Aona [12, Proposition 2.5].

The structure of the fibers of the map ι∗ is more simple if f is surjective,
as we show in the following result.

1.47 Corollary. With the notation of Propositions 1.9 and 1.36, assume
f surjective, set a := f−1(b), and let p be a prime ideal of A. Then, the
following statements hold.

(1) If p ∈ V (a) ∪ (Spec(A)\V (Ker(f))), then ι∗−1(p) = {p′f}.

(2) If p ∈ (Spec(A)\V (a)) ∩ V (Ker(f)) and q is the only prime ideal of B
such that f ∗(q) = p (since, in the present situation, f ∗ is injective),
then ι∗−1(p) = {p′f , qf }

Proof. Since f is surjective, f ∗ is injective, and so, a fortiori, f ∗b has fibers
whose cardinality is at most 1. Thus, ι∗ has finite fibers, by Proposition
1.45. Moreover, since f ∗ : Spec(B) −→ V (Ker(f)) is an isomorphism of
partially ordered sets, in particular, then f ∗b−1(p) = ∅, for every p ∈ V (a) ∪
(Spec(A)\V (Ker(f))). Moreover, if p ∈ (Spec(A)\V (a)) ∩ V (Ker(f)), and
q is the unique prime ideal of B such that f ∗(q) = p, then f ∗b−1(p) = {q}.
Now, the conclusion follows immediately by Proposition 1.45.

After describing the topological and ordering properties of the prime spec-
trum of the ring Aonfb, we want to describe the localizations of Aonfb at each
of its prime ideals.

1.48 Remark. (1) Let A be a ring, S be a multiplicative subset of A, and
a be an ideal of A. Then, the set T := S + a is still a multiplicative
subset of A, and 0 /∈ S if and only if S ∩ a = ∅.

(2) Let f : A −→ B be a ring homomorphism, b be an ideal of B and p be
a prime ideal of A. If we set S := f(A\p) and T := S + b, then by (1)
it follows that 0 ∈ T if and only if p + f−1(b).
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1.49 Proposition. With the notation of Propositions 1.9 and 1.36, the
following properties hold.

(1) For every prime ideal q of B not containing b, the ring (Aonfb)qf is
canonically isomorphic to Bq.

(2) Let p be a prime ideal of A. Consider the multiplicative subset S :=
Sp := S

(p,f,b)
:= f(A\p) + b of B and set BS := S−1B and bS := S−1b.

Let fp : Ap −→ BS be the ring homomorphism induced by f . Then, the
ring (Aonfb)

p
′
f is canonically isomorphic to AponfpbS. In particular, for

every prime ideal p of A not containing f−1(b), (Aonfb)
p
′
f is isomorphic

to Ap.

Proof. Let f̆ , π, p
A
, p

B
be as in Propositions 1.17 and 1.9, and let q be a prime

ideal of B not containing b = Ker(π)). Since p−1
B

(q) = qf , then (Aonfb)qf is
isomorphic to Bq, by Theorem 1.6(1). This proves statement (1).

(2). With the notation of Proposition 1.17, the ring homomorphism fp :

Ap −→ BS naturally induces a ring homomorphism f̆p : Ap −→ BS/bS. If
π(p) : BS −→ BS/bS is the canonical projection, then, by Proposition 1.17,

the ring Ap onfpbS is the fiber product of f̆p and π(p). Now, we notice that
π
A

(Aonfb\p′f ) = A\p, and moreover π
B

(Aonfb\p′f ) = S. Then, the fact that
(Aonfb)

p
′
f is canonically isomorphic to AponfpbS follows from [20, Proposition

1.9]. Part (2) of Remark 1.48 proves last statement of (2).

1.3 Computing integral closure of Aonfb

We begin this section with the following Lemma.

1.50 Lemma. Let A,B, b and f be as in Proposition 1.9. Then b1 :=
f−1(b) × b is the conductor of A × B into Aonfb (i.e., the largest ideal of
Aonfb that is also an ideal of A×B).

Proof. It is obvious that b1 is both an ideal of Aonfb and A × B. On the
other hand, let c be an ideal both of Aonfb and A×B. Since, in particular,
c ⊆ Aonfb, each element of c is of the form (a, f(a)+b), for some a ∈ A, b ∈ b.
Moreover, c is an ideal of A×B and thus (0, f(a) + b) = (a, f(a) + b)(0, 1) ∈
c ⊆ Aonfb. It follows, by definition, that f(a) + b ∈ b, and so a ∈ f−1(b).
This shows that c ⊆ f−1(b)× b. The result is now clear.
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Now, we want to determine the integral closure of the ring Aonfb in its
total ring of fractions. It is easy to compute Tot(Aonfb) in the following
relevant case.

1.51 Proposition. Let f : A −→ B be a ring homomorphism, b an ideal
of B, and let Aonfb be as in Proposition 1.9. Assume that b and f−1(b)
are regular ideals of B and A, respectively. Then Tot(Aonfb) is canonically
isomorphic to Tot(A)× Tot(B).

Proof. Since both f−1(b) and b are regular ideals, then b1 is a regular ideal
of A × B. Now, the conclusion follows immediately by applying [29, pag.
326] and keeping in mind Lemma 1.50.

1.52 Remark. Note that, in Proposition 1.51, the assumption that b and
f−1(b) are regular ideals is essential. For example, let A be an integral
domain with quotient field K, B an overring of A, and let b = {0}. Then,
in this situation, Aonfb ∼= A (Proposition 1.17), and thus Tot(Aonfb) is
isomorphic to K, but Tot(A)× Tot(B) = K ×K.

In the previous example, b and f−1(b) are both the zero ideal. Another
example, for which b is a nonzero regular ideal, is given next. Let A be an
integral domain with quotient field K, set B := A[X] and b := (X), and
let f : A ↪→ A[X] be the natural inclusion. In this case, from Proposition
1.17 we deduce that Aonfb ∼= A + XA[X] = A[X], and hence Tot(Aonfb) =
K(X). However, Tot(A)×Tot(B) = K ×K(X). (Note that in this example
f−1(b) = A ∩ b = {0}.)

Another example, for which both b and f−1(b) are nonzero and not regu-
lar ideals, is the following. Let K be a field and set A := K(3), B := K(2), and
b := {0}×K, where K(n) is the direct product ring K×K×...×K (n–times).
If f is the projection defined by (a, b, c) 7→ (a, b), it is immediately seen that
Aonfb ∼= K(4). Then Tot(Aonfb) ∼= K(4), but Tot(A)× Tot(B) ∼= K(5).

The next result provides further evidence to the relevant role that the
subring B� := f(A) + b of B plays in the construction Aonfb.

1.53 Lemma. We preserve the notation of Proposition 1.9. Then, the ring
A × (f(A) + b), subring of A × B, which contains Aonfb, is integral over
Aonfb. More precisely, every element of A × (f(A) + b) has degree at most
two over Aonfb.

Proof. Let (α, f(a) + b) ∈ A × (f(A) + b) with α, a ∈ A and b ∈ b. It is
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immediately checked that (α, f(a) + b) is a root of the monic polynomial
g(X) := (X − (α, f(α)))(X − (a, f(a) + b)). To complete the proof, it is
enough to note that

g(X) = X2 − (a+ α, f(a+ α) + b)X + (α, f(α))(a, f(a) + b) ∈ Aonfb[X].

1.54 Proposition. We preserve the notation of Proposition 1.9. The fol-
lowing statements hold.

(1) The integral closure of Aonfb in Tot(A)× Tot(B) is A× f(A) + b.

(2) If b and f−1(b) are regular ideals, then the integral closure of Aonfb is
A× f(A) + b.

Proof. Set C := Tot(A) × Tot(B). Then a straightforward argument shows
that

Aonfb
C
⊆ A× f(A) + b

Tot(B)
.

Conversely, it is obvious that the ring A × f(A) + b
Tot(B)

is integral over
A × (f(A) + b) and, moreover, A × (f(A) + b) is integral over Aonfb, by
Lemma 1.53. Now (1) is clear.

To prove (2), note that if b and f−1(b) are regular ideals, then C the
total ring of fractions of Aonfb, by Proposition 1.51. Now, it sufficies to
apply (1).

Now, we want to investigate when the ring Aonfb is integral over its
subring Γ(f) := {(a, f(a)) : a ∈ A}.

1.55 Lemma. We preserve the notation of Proposition 1.9. The following
conditions are equivalent.

(i) f(A) + b is integral over f(A).

(ii) Aonfb is integral over Γ(f).

In particular, if f is an integral homomorphism, then Aonfb is integral over
Γ(f) (∼= A).
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Proof. (i) implies (ii). Let (a, f(a)+b) be a nonzero element of Aonfb. Thus,
by condition (i), there exist a positive integer n and a0, a1, . . ., an−1 ∈ A such
that (f(a) + b)n +

∑n−1
i=0 f(ai)(f(a) + b)i = 0. Therefore, it is easy to verify

that (a, f(a) + b) is a root of the monic polynomial

[X − (a, f(a))][Xn +
n−1∑
i=0

(ai, f(ai))X
i] ∈ Γ(f)[X].

Conversely, consider an element f(a) + b ∈ f(A) + b. By condition (ii),
(a, f(a) + b) is integral over Γ(f), and hence the equation of integral depen-
dence of (a, f(a) + b) over Γ(f) gives us the equation of integral dependence
of f(a) + b over f(A). The last statement is obvious.

1.4 Prüfer–like conditions on the ring Aonfb

In 1932, H. Prüfer (see [60]) introduced the following class of integral do-
mains, that plays a crucial role in multiplicative ideal theory.

1.56 Definition. Let A be an integral domain and K be its quotient field.
We say that A is a Prüfer domain if each nonzero finitely generated ideal a
of A is invertible, that is a(A :K a) = A.

Another crucial definition in multiplicative ideal theory is the following.

1.57 Definition. Let A be a ring and T an indeterminate over A.

(1) If f(T ) :=
∑n

i=0 aiT
i ∈ A[T ], then we shall denote by cA(f), or simply

by c(f), the ideal of A generated by a0, . . ., an, and we shall call it the
content of f .

(2) Let f(T ) ∈ A[T ]. We say that f(T ) is a Gauss polynomial over A if, for
each polynomial g(T ) ∈ A[T ], we have c(f)c(g) = c(fg). Note that the
inclusion c(fg) ⊆ c(f)c(g) is always true.

Through the years, several equivalent conditions for an integral domain
to be a Prüfer domain were found. We collect some of them in the following
result.

1.58 Theorem. Let A be an integral domain. Then, the following condi-
tions are equivalent.

39



(i) A is a Prüfer domain.

(ii) Every nonzero finitely generated ideal of A is projective.

(iii) Ap is a valuation domain, for each p ∈ Spec(A).

(iv) Every finitely generated ideal a of A is locally principal (i.e. aAm is a
principal ideal of Am, for each m ∈ Max(A).

(v) Every polynomial f(T ) ∈ A[T ] is Gauss polynomial over A.

In [6], S. Bazzoni and S. Glaz proved that the conditions of Theorem
1.58 are not equivalent if we take rings that are not integral domains. Thus,
with rings with zero-divisors, we can define the following Prüfer–like classes
of rings.

1.59 Definition. Let A be a ring.

(P1) A is a semi–hereditary ring if every finitely generated ideal of A is
projective.

(P2) A has weak global dimension at most 1 if Ap is a valuation domain, for
each prime (maximal) ideal p of A.

(P3) A is an arithmetical ring if every finitely generated ideal of A is locally
principal.

(P4) A is a Gauss ring if every polynomial f ∈ A[T ] is a Gauss polynomial
over A.

(P5) A is a Prüfer ring if every regular and finitely generated ideal of A is
invertible.

More precisely, in [6] it is shown, by presenting appropriate examples,
that there are the following strict inclusions between the classes of rings
introduced above:

{Semihereditary rings} ( {w.gl.dim ≤ 1} ( {Arithmetical rings} (

( {Gauss rings} ( {Prüfer rings}
Let A be a ring and p be a prime ideal of A. Recall that (A, p) has the regular
total order property if, for each pair of ideals a1, a2 of A, one at least of which
is regular, the ideals a1Ap, a2Ap are comparable.
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The following characterization of Prüfer rings will be useful. We recall it
here for the reader convenience.

1.60 Theorem. (M. Griffin [33, Theorem 13]) Let A be a ring. Then, the
following conditions are equivalent.

(i) A is a Prüfer ring.

(ii) If a, b, c are ideals of A and b or c is regular, then

a(b ∩ c) = ab ∩ ac.

(iii) For each maximal ideal m of A, (A,m) has the regular total order prop-
erty.

1.61 Definition. We say that a ring A is a locally Prüfer ring if Am is a
Prüfer ring, for each m ∈ Max(A).

1.62 Remark. Let A be a ring.

(a) By [54, Proposition 2.10], if A is a locally Prüfer ring, then A is a Prüfer
ring.

(b) If A is Gauss ring, then so is Am, for each maximal ideal m of A (each
localization of a Gauss ring is still a Gauss ring). It follows that A is a
locally Prüfer ring.

(c) Note that an example of a Prüfer and non locally Prüfer ring is given in
[54, Example 2.11]. Moreover, as observed in [6, Example 3.8], if K is a
field and T1, T2 are indeterminates over K, then K[T1, T2]/(T1, T2)

3 is a
local total ring of fractions (and thus a locally Prüfer ring) that is not
a Gauss ring. Thus we have the following proper inclusions of classes of
rings

{Semihereditary rings} ( {w.gl.dim ≤ 1} ( {Arithmetical rings} (

( {Gauss rings} ( {Locally Prüfer rings} ( {Prüfer rings}

1.63 Remark. Let {A1, . . ., Ar} be a nonempty and finite collection of rings
and let A :=

∏r
i=1Ai. As noted by Bakkari in a recent preprint, posted on

arXiv, for each n ∈ {1, 2, 3, 4, 5}, A satisfies Prüfer–like condition (Pn) if and
only if Ai satisfies the same Prüfer–like condition (Pn), for each i ∈ {1, . . ., r}.
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1.4.1 Results when the conductor of the ring extension
Aonfb ⊆ A×B is regular

By Lemma 1.50, the conductor of the ring extension Aonfb ⊆ A × B is
c := f−1(b)× b. The following results show that when c is a regular ideal of
A× B (i.e., if f−1(b), b are regular ideals of A,B, respectively), then Aonfb
satisfies Prüfer–like conditions (Pn) (n ∈ {1, 2, 3, 4, 5}) only in the trivial
case. We begin with the following easy remark.

1.64 Remark. Let f : A −→ B be a ring homomorphism, S be a mul-
tiplicative subset of A and b be an ideal of B. Consider the multiplicative
subset T := f(S) + b of B and let fS : AS −→ BT be the ring homo-
morphism induced by f . By a straightforward verification it is shown that
fS
−1(bBT ) = f−1(b)AS. Moreover, for each ideal d of B, it is immediate that

dBT = BT if and only if f−1(b + d) ∩ S 6= ∅. Thus, BT = {0} if and only if
f−1(b) ∩ S 6= ∅.

1.65 Theorem. Let f : A −→ B be a ring homomorphism and let b be an
ideal of B. If f−1(b) and b are regular ideals, then the following conditions
are equivalent.

(i) Aonfb is a Prüfer ring.

(ii) A,B are Prüfer rings and b = B.

Proof. (ii)=⇒(i). By (ii), Aonfb = A × B. Then, it sufficies to apply [31,
Proposition 3].

(i)=⇒(ii). Assume, by contradiction, that b is a proper ideal of B, and
pick a maximal ideal m of A containing f−1(b). Consider the multiplicative
subset Sm := f(A\m) + b of B. By Proposition 1.49(2), the localization of
Aonfb at the maximal ideal

m′f := {(m, f(m) + b) : m ∈ m, b ∈ b}

is isomorphic to C := Am onfm bSm (fm : Am −→ BSm is the ring homo-
morphism induced by f). Now, pick regular elements a0 ∈ f−1(b), b0 ∈ b.
Then, in particular, a1 := (a0, b0)Aonfb is a regular ideal of Aonfb. Set
a∗ := a0/1 ∈ Am, b∗ := b0/1 ∈ BT . Obviously, a∗, b∗ are regular elements.
Since Aonfb is a Prüfer ring, (Aonfb,m′f ) has the regular total order property,
by Theorem 1.60. Thus, if a2 := (a0, 0)Aonfb, the ideals

(a∗, b∗)C = a1C, (a∗, 0) = a2C
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are comparable. Since, in particular, b∗ 6= 0, we have (a∗, b∗)C * (a∗, 0)C.
It follows that (a∗, 0)C ⊆ (a∗, b∗)C. Thus, there exist elements α ∈ Am, β ∈
bBSm such that

(a∗, 0) = (α, fm(α) + β)(a∗, b∗)

Keeping in mind that a∗ is regular, it follows that α = 1. Then, b∗(1+β) = 0,
and thus β = −1, since b∗ is regular. This implies bBSm = BSm , and, by
Remark 1.64, f−1(b) * m, a contradiction. Thus b = B and, consequently,
Aonfb = A × B. Then, the remaining part of statement (ii) follows by [31,
Proposition 3].

1.66 Corollary. We preserve the notation of Proposition 1.9 and let n ∈
{1, 2, 3, 4, 5}. If f−1(b) and b are regular ideals, then the following conditions
are equivalent.

(i) Aonfb satisfies Prüfer–like condition (Pn) (resp. Aonfb is locally Prüfer).

(ii) A,B satisfy Prüfer–like condition (Pn) (resp. A,B are locally Prüfer
rings) and b = B.

Proof. (ii)=⇒ (i). By (ii), Aonfb = A × B. Then, condition (i) follows by
using Remark 1.63, [31, Proposition 3] and definitions.

(i)=⇒(ii). If Aonfb is locally Prüfer, then it is a Prüfer ring, by Remark
1.62(a). Thus b = B, by Theorem 1.65. Moreover, it is immediately seen that
A,B are locally Prüfer rings. Now, let n ∈ {1, 2, 3, 4, 5}. If Aonfb satisfies
Prüfer–like condition Pn, then Aonfb is a Prüfer ring. Thus the conclusion
follows by Theorem 1.65 and Remark 1.63.

1.67 Corollary. Let A be a ring and a be a regular ideal of A. Consider
the amalgamated duplication of A along a

A on a := {(a, a+ α) : a ∈ A,α ∈ a}

(see [12], [13], [14]) and let n ∈ {1, 2, 3, 4, 5}. Then, A on a satisfies Prüfer–
like condition (Pn) (resp. A on a is a locally Prüfer ring) if and only if A
satisfies Prüfer–like condition (Pn) (resp. A is a locally Prüfer ring) and
a = A.

Proof. Apply Corollary 1.66, keeping in mind Example 1.10.
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1.4.2 Results in the general case

1.68 Theorem. Let A be a ring, T be an indeterminate over A and f(T ) ∈
A[T ]. Then the following statements hold.

(1) (H. Tsang, [61]) If c(f) is locally principal, then f is a Gauss polynomial.
In particular, f is a Gauss polynomial provided that its content is an
invertible ideal of A.

(2) (T. Lucas, [53]) If c(f) is a regular ideal of A and f is a Gauss polyno-
mial, then c(f) is invertible.

1.69 Lemma. Let r : B −→ A be a ring retraction, and T be an indetermi-
nate over B. If

∑n
i=0 biT

i is a Gauss polynomial over B, then
∑n

i=0 r(bi)T
i

is a Gauss polynomial over A.

Proof. It follows by the proof of [5, Theorem 2.1(1)].

1.70 Proposition. We preserve the notation of Proposition 1.9. If Aonfb
is a Prüfer ring and f(Reg(A)) ⊆ Reg(B), then A is a Prüfer ring.

Proof. Let T be an indeterminate over A and a := (a0, . . ., an) be a reg-
ular and finitely generated ideal of A. Consider the polynomial p(T ) :=∑n

i=0 aiT
i ∈ A[T ]. Pick a regular element a ∈ a. Then, keeping in mind

that f(Reg(A)) ⊆ Reg(B), it is easily checked that (a, f(a)) is a regular
element of the finitely generated ideal aon := ((a0, f(a0)), . . ., (an, f(an)) of
Aonfb. Since Aonfb is a Prüfer ring, it follows that aon is an invertible ideal
of Aonfb, and thus the polynomial pon(T ) :=

∑n
i=0(ai, f(ai))T

i ∈ Aonfb[T ],
whose content is clearly aon, is a Gauss polynomial over Aonfb, by Theorem
1.68(1). Let p

A
: Aonfb −→ A be the projection ((a, f(a)+b) 7→ a). Then we

have p(T ) =
∑n

i=0 pA((ai, f(ai)))T
i. Since p

A
is a ring retraction (Example

1.22(2)), it follows that p(T ) is a Gauss polynomial over A, by Lemma 1.69.
Thus its content, that is exactly the regular ideal a, is invertible, by Theorem
1.68(2). This completes the proof.

1.71 Remark. We preserve notation of Proposition 1.9. The fact that
Aonfb is a Prüfer ring does not imply, in general, that A is a Prüfer ring. For
an example, see [5, Example 2.3], keeping in mind Remark 1.16.

The following result is obtained by modifing the proof of [8, Theorem 1].
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1.72 Proposition. Let φ : A −→ B be a surjective ring homomorphism. If
A is a Prüfer ring and Ker(φ) is a regular ideal of A, then a(b∩ c) = ab∩ac,
for all ideals a, b, c of B. In particular, B is a Prüfer ring.

Proof. Let d := Ker(φ) and let a, b, c be ideals of B. To prove the equality
a(b∩ c) = ab∩ ac, it sufficies to show that ab∩ ac ⊆ a(b∩ c). If x ∈ ab∩ ac,
then there are elements ai ∈ a, bi ∈ b, αj ∈ a, cj ∈ c, with i ∈ {1, . . ., n}, j ∈
{1, . . .,m}, such that x =

∑n
i=1 aibi =

∑m
j=1 αjcj. For each i ∈ {1, . . ., n}, j ∈

{1, . . .,m}, choose elements ai ∈ φ−1(ai), bi ∈ φ−1(bi), αj ∈ φ−1(αj), cj ∈
φ−1(cj), and set a′ := φ−1(a), b′ := φ−1(b), c′ := φ−1(c). If x :=

∑n
i=1 aibi, it

is immediate that x−
∑m

j=1 αjcj ∈ d. Therefore x ∈ (a′c′+d)∩a′b′. Keeping
in mind Theorem 1.60 and the fact that d is a regular ideal of A, we have

(a′c′ + d) ∩ a′b′ = (a′c′ ∩ a′b′) + (d ∩ a′b′) ⊆ (a′c′ ∩ a′(b′ + d)) + d =

= a′(c′ ∩ (b′ + d)) + d

Thus, there are elements a′h ∈ a′, b′h ∈ b′, dh ∈ d, with h ∈ {1, . . ., r} such
that b′h + dh ∈ c′, for each h, and x =

∑r
h=1 a

′
h(b
′
h + dh) + d, for some d ∈ d.

It follows immediately that x =
∑r

h=1 f(a′h)f(b′h) ∈ a(b ∩ c). Now the first
statement is clear. The fact that B is a Prüfer ring follows by the previous
statement and Theorem 1.60.

1.73 Corollary. Preserve the notation of Proposition 1.9 and assume that
Aonfb is a Prüfer ring. Then the following statements hold.

(1) If {0} × b is a regular ideal of Aonfb, then A is a Prüfer ring.

(2) If f−1(b) × {0} is a regular ideal of Aonfb, then f(A) + b is a Prüfer
ring.

Proof. It sufficies to apply Propositions 1.9(3) and 1.72.

Now, we will give sufficient conditions to make Aonfb a total ring of
fractions (and, in particular, a Prüfer ring).

1.74 Proposition. Let A be a total ring of fractions (i.e. A = Tot(A)),
f : A −→ B be a ring homomorphism and b be an ideal of B contained in
the Jacobson radical Jac(B) of B. Assume that at least one of the following
conditions hold.

(a) b is contained in f(A).
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(b) b is a torsion A−module (with the A−module structure inherited by f).

Then Aonfb is a total ring of fractions (and it is, in particular, a Prüfer
ring).

Proof. Let (a, f(a) + b) be a non invertible element of Aonfb. The goal is
to show that (a, f(a) + b) is a zerodivisor of Aonfb. Since b ⊆ Jac(B), by
Proposition 1.36 it follows that

Max(Aonfb) = {m′f : m ∈ Max(A)}.

Thus, there exists a maximal ideal m of A such that (a, f(a) + b) ∈ m′f , that
is a ∈ m. Since A is a total ring of fractions, it follows that a is a zerodivisor
of A. Hence, we can pick a nonzero element α ∈ A such that aα = 0. The
following two cases may occur.

• Condition (a) holds. If α ∈ AnnA(b), then it follows immediately that
(a, f(a) + b)(α, f(α)) = (0, 0). Otherwise, let β ∈ b be an element
such that f(α)β 6= 0. Since b ⊆ f(A), there is an element x ∈ f−1(b)
such that f(x) = β. Of course, αx 6= 0 and (αx, 0) ∈ Aonfb, since
αx ∈ f−1(b). It follows (a, f(a) + b)(αx, 0) = (0, 0).

• Condition (b) holds. Since b is a torsion A−module, there exists a
regular element x0 ∈ A such that f(x0)b = 0. Of course, αx0 6= 0, since
α 6= 0. Then (a, f(a) + b)(αx0, f(αx0)) = (0, 0).

The conclusion is now clear.

1.75 Proposition. We preserve the notation of Proposition 1.9. Then, the
following statements hold

(1) If Aonfb is an Arithmetical ring, then A is an Arithmetical ring.

(2) If Aonfb is a Gauss ring, then A is a Gauss ring.

Proof. By Proposition 1.23, A is a ring retract of Aonfb, via the projec-
tion p

A
: Aonfb −→ A, ((a, f(a) + b) 7→ a). Then, the conclusion follows

by applying [5, Theorem 2.1(1) and Theorem 2.5], keeping in mind that
Ker(p

A
) = {0} × b.

1.76 Proposition. We preserve the notation of Propositions 1.9 and 1.49.
Assume that the ideal bSm = {0}, for each m ∈ Max(A) ∩ V (f−1(b)). Then,
the following statements hold.
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(1) If A is a locally Prüfer ring and Bn is a Prüfer ring, for each n ∈
Max(B) \ V (b), then Aonfb is a locally Prüfer ring.

(2) If A is a Gauss ring and Bn is a Gauss ring, for each n ∈ Max(B)\V (b),
then Aonfb is a Gauss ring.

Proof. By Proposition 1.36, we have

Max(Aonfb) = {m′f : m ∈ Max(A)} ∪ {nf : n ∈ Max(B)\V (b)}.

Keeping in mind Proposition 1.49 and that bSm = {0}, for each m ∈ Max(A)∩
V (f−1(b)), we have that (Aonfb)nf ∼= Bn, for each n ∈ Max(B) \ V (b), and
(Aonfb)

m
′
f
∼= Am, for each m ∈ Max(A). Then, statement (1) follows by

definition. Statement (2) follows by noting that the property of being Gauss,
for a ring, is local.

1.77 Proposition. We preserve the notation of Definition 1.1, and set
D := α ×C β. Let pA : D −→ A (resp. pB : D −→ B) be the restriction to
D of the projection of A×B into A (resp. B). The following conditions are
equivalent.

(i) The set of all ideals of D := α×C β is totally ordered by inclusion.

(ii) At least one of the following statements holds:

(a) α is injective and the set of all ideals of pB(D) is totally ordered by
inclusion.

(b) β is injective and the set of all ideals of pA(D) is totally ordered by
inclusion.

Proof. It is immediate that Ker(pA) = {0}×Ker(β) and Ker(pB) = Ker(α)×
{0}.

(ii)=⇒(i). It sufficies to note that, if statement (a) (resp. (b)) holds, then
pB (resp., pA) is an isomorphism of D onto pB(D) (resp., pA(D)).

(i)=⇒(ii). If the set of all ideals of D is totally ordered by inclusion,
obviously each homomorphic image of D has the same property. Thus, if
statement (a) is false, α is not injective. This implies Ker(pB) * Ker(pA),
and then we have Ker(pA) ⊆ Ker(pB), by assumption. It follows immediately
that β is injective and pA is an isomorphism ofD onto pA(D). Thus statement
(b) is true.
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1.78 Proposition. We preserve the notation of Propositions 1.9 and 1.49.
Assume that for each m ∈ Max(A) ∩ V (f−1(b)), either the map fm : Am −→
BSm is surjective or f−1(b)Am 6= {0}. Then, the following conditions are
equivalent.

(i) Aonfb is an arithmetical ring.

(ii) A is an arithmetical ring, bSm = {0}, for each m ∈ Max(A)∩V (f−1(b)),
and, for any n ∈ Max(B)\V (b), the set of all the ideals of Bn is totally
ordered by inclusion.

Proof. (i)=⇒(ii). By [46, Theorem 1], the set of all ideals of each localization
of Aonfb at its maximal ideals is totally ordered by inclusion. Thus, Propo-
sition 1.49 implies that in each localization Bn (n ∈ Max(B)\V (b)) the set
of all ideals is totally ordered by inclusion. Now, let m be a maximal ideal
of A containing f−1(b). By Proposition 1.49, the localization (Aonfb)m′f
is isomorphic to Am onfm bSm . If πm : BSm −→ BSm/bSm is the canonical
projection and f̌m := πm ◦ fm, by Proposition 1.17 the ring Am onfm bSm is
the fiber product of the ring homomorphisms f̌m and πm. Keeping in mind
that fm

−1(bSm) = f−1(b)Am (Remark 1.64) and applying Proposition 1.77,
it follows that bSm = {0}. Thus, by Proposition 1.49, Am is isomorphic to
(Aonfb)m′f , for each maximal ideal m of A. This proves that A is an arith-
metical ring.

(ii)=⇒(i). Apply [46, Theorem 1], Proposition 1.9(3) and the local struc-
ture of Aonfb (Proposition 1.49).

1.79 Proposition. We preserve the notation of Propositions 1.9 and 1.49.
Assume that, for each maximal ideal m of A containing f−1(b), either the
map fm : Am −→ BSm is surjective or f−1(b)Am 6= {0}. Then, the following
conditions are equivalent.

(i) Aonfb has weak global dimension at most 1.

(ii) A has weak global dimension at most 1, Bn is a valuation domain,
for each n ∈ Max(B)\V (b) and bSm = {0}, for each m ∈ Max(A) ∩
V (f−1(b)).

Proof. (i)=⇒(ii). By Proposition 1.49, we have (Aonfb)nf
∼= Bn, for any

maximal ideal n of B not containing b. Then, it follows, by definition, that Bn

is a valuation domain for each n ∈ Max(B)\V (b). Now, let m be a maximal
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ideal of A containing f−1(b). Since, in particular, Aonfb is an arithmetical
ring, it follows bSm = {0}, by Proposition 1.78. Thus the localization Am is
isomorphic to the the valuation domain (Aonfb)m′f , for any maximal ideal m
of A. This proves that A has weak global dimension ≤ 1.

(ii)=⇒(i). Apply the local structure of Aonfb (Proposition 1.49). Note
that (ii) implies (i), without any extra assumption.

Now, recall the following standard facts.

1.80 Definition. Let A be a ring and M be an A−module

(1) We say that M is finitely presented if there exist positive integers r, s
and an exact sequence of A−modules of the type

Ar −→ As −→M −→ 0

(2) We say that M is a coherent module if it is finitely generated and every
finitely generated submodule of M is finitely presented.

(3) We say that A is a coherent ring if it is a coherent module over itself.

To give conditions to make Aonfb a semihereditary rings, we want to use
the following characterization.

1.81 Theorem. ([32, Corollary 4.2.19]) Let A be a ring. Then, A is semi–
hereditary if and only if A is coherent and the weak global dimension of A is
at most 1.

1.82 Example. (1) Every Noetherian ring is a coherent ring.

(2) By Theorems 1.81 and 1.58, every Prüfer domain is a coherent ring.

(3) If A is a Noetherian ring and T is a (possibly infinite) collection of
indeterminates over A, then A[T] is a coherent ring (see [9, Chapter 1,
Exercise 12(f)]).

Let φ : A −→ B be a ring homomorphism and let M be a B−module.
We shall denote by ·φ the scalar multiplication, induced by φ, making M an
A−module.

The following facts about coherent modules will be useful.
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1.83 Theorem. The following statements hold.

(1) ([9, Pag. 43, Exercise 11(a)]) Let A be a ring and

0 −→M ′ −→M −→M ′′ −→ 0

be an exact sequence of A−modules. If M ′ and M ′′ are coherent, then
M is coherent.

(2) (M. Harris [35, Corollary 1.1]) Let φ : A −→ B be a finite ring homo-
morphism and M be a B−module. If M is a coherent A−module, with
the A−module structure induced by φ, then M is a coherent B−module.

(3) ([32, Theorem 4.1.5]) If r : B −→ A is a ring retraction and B is a
coherent ring, then A is a coherent ring.

1.84 Lemma. We preserve the notation of Proposition 1.9. If b is a finitely
generated A−module (with the A−module structure induced by f), then the
ring embedding ι : A −→ Aonfb is finite.

Proof. Let {b1, . . ., bn} ⊆ b be a finite set of generators of the A−module
b, and fix an element (a, f(a) + b) ∈ Aonfb. Then, there exist elements
a1, . . ., an ∈ A such that b =

∑n
i=1 ai ·f bi =

∑n
i=1 f(ai)bi. It follows immedi-

ately that

(a, f(a) + b) = a ·ι (1, 1) +
n∑
i=1

ai ·ι (0, bi).

This proves that {(1, 1), (0, b1), . . ., (0, bn)} ⊆ Aonfb is a finite set of gener-
ators of Aonfb as an A−module (with the structure induced by ι), i.e. ι is
finite.

1.85 Proposition. We preserve the notation of Proposition 1.9. Then, the
following statements hold.

(1) If Aonfb is a coherent ring, then A is coherent.

(2) If A is a coherent ring and b is a coherent A−module (with the structure
induced by f), then Aonfb is a coherent ring.
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Proof. Statement (1) follows by Example 1.22(2) and Theorem 1.83(3).
(2). We begin observing that, since b is, in particular, a finitely gen-

erated A−module, the ring embedding ι is finite, by Lemma 1.84. Let
p
A

: Aonfb −→ A, p
B

: Aonfb −→ B be the projections. Then, p
A

(resp. p
B

)
induces on A (resp. b) a structure of Aonfb−module. With these structures,
we have the following short exact sequence

0 −→ b
i−→ Aonfb

p
A−→ A −→ 0,

of Aonfb−modules, where i : b −→ Aonfb is defined by β 7→ (0, β), for each
β ∈ b. Let ι : A ↪→ Aonfb be the ring enbedding such that a 7→ (a, f(a)), for
each a ∈ A. On the Aonfb−module b, the map ι induces the following scalar
multiplication

a ·ι β := (a, f(a)) ·p
B
β = p

B
((a, f(a)))β = f(a)β (a ∈ A, β ∈ b)

It follows that the structure of A−module given to b by ι is the same struc-
ture induced on Aonfb by f . By using the fact that b is a coherent A−module
and applying Theorem 1.83(2), it follows that b is a coherent Aonfb−module.
Moreover, ι induces to the Aonfb−module A the following scalar multiplica-
tion

a ·ι α := (a, f(a)) ·p
A
α = p

A
((a, f(a)))α = aα (a, α ∈ A)

Thus ι induces on A its natural structure of module over itself. Since A, by
assumption, is a coherent ring, it follows that it is a coherent Aonfb−module,
again by Theorem 1.83(2). Then Aonfb is a coherent Aonfb−module, by
Theorem 1.83(1), that is, Aonfb is a coherent ring.

1.86 Corollary. We preserve the notation of Propositions 1.9 and 1.49,
and assume that bSm = {0}, for each maximal ideal m of A containing f−1(b).
If A is a semi–hereditary ring (resp. semi–hereditary and Noetherian ring),
Bn is a valuation domain, for each n ∈ Max(B)\V (b) and b is a coherent
A−module (resp. finitely generated A−module), with the structure induced
by f , then Aonfb is a semi–hereditary ring.

Proof. Apply Theorem 1.81, Proposition 1.79((ii)=⇒(i)) and Proposition
1.85, keeping in mind that, if A is a Noetherian ring, an A−module is coher-
ent if and only if it is finitely generated.
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Recall that an integral domain A is almost Dedekind if Am is a DVR for
each maximal ideal m of A. Thus, in particular, an almost Dedekind domain
is a Prüfer domain.

1.87 Example. Let A be a non Noetherian almost Dedekind domain having
at least two distinct principal maximal ideals m := (m), n := (n), let B :=
A/(m∩n), let f : A −→ B be the canonical projection and set b := m/(m∩n).
Trivially, f−1(b) = m and, since f(n) ∈ Sm, it follows that bSm = {0}. Let
n := n/(m∩n) be the unique maximal ideal of B not containing b. Obviously,
the localization Bn is isomorphic to the field A/n. Moreover, the natural
map p : A −→ b, a 7→ f(am) is clearly A−linear, surjective and Ker(p) = n.
This shows that b is finitely presented as an A−module. Then, keeping in
mind that A is a coherent ring, being it a Prüfer domain, and applying [9,
Exercise 12 (a)(β)], it follows that b is a coherent A−module. Then Aonfb
is a semihereditary ring, by Corollary 1.86.

1.88 Example. Preserve the notation of Proposition 1.9. The fact that
Aonfb is semi–hereditary does not imply, in general, that b is coherent as an
A−module and bSm = {0}, for each m ∈ Max(A) ∩ V (f−1(b)). For example,
let T be an indeterminate over Q, and let A := Z, B := Q[T ], b := TQ[T ],
f : A −→ B the inclusion. Then Aonfb is isomorphic to the ring Z+ TQ[T ],
by Example 1.11. Moreover, by [41, Theorem 1.3], it follows easily that Aonfb
is a Prüfer domain (i.e. a semi–hereditary domain). But, clearly, b is not
finitely generated as an A−module and bSm 6= {0}, for each m ∈ Max(A).

1.89 Corollary. We preserve the notation of Propositions 1.9 and 1.49.
Assume that b is a coherent A−module and that, for each m ∈ Max(A) ∩
V (f−1(b)), either fm is a surjective ring homomorphism or f−1(b)Am 6= {0}.
Then, the following conditions are equivalent.

(i) Aonfb is a semi–hereditary ring.

(ii) A is a semi–hereditary ring, Bn is a valuation domain, for each n ∈
Max(B)\V (b) and bSm = {0}, for each m ∈ Max(A) ∩ V (f−1(b)).

Proof. (ii)=⇒(i). It is the statement of Corollary 1.86.
(i)=⇒(ii). By Proposition 1.85(1), A is a coherent ring. Then, it sufficies

to apply Theorem 1.81 and Proposition 1.79 to complete the proof.
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1.5 Krull dimension of Aonfb

Now we want to discuss about the Krull dimension of Aonfb. We start with
an easy observation.

1.90 Proposition. We preserve the notation of Proposition 1.9. Then
dim(Aonfb) = max{dim(A), dim(f(A)+b)}. In particular, if f is surjective,
then dim(Aonfb) = max{dim(A), dim(B)} = dim(A).

Proof. By Lemma 1.53 and [49, Theorem 48], it follows immediately that
dim(Aonfb) = dim(A × (f(A) + b)). Thus, the conclusion is an easy conse-
quence of the fact that Spec(A × (f(A) + b)) is canonically homeomorphic
to the disjoint union of Spec(A) and Spec(f(A) + b). The last statement is
straightforward.

As Proposition 1.29, also last result has moderate interest in many cases,
since the Krull dimension is related to the Krull dimension of f(A) + b,
that is not easy to compute. Moreover, Aonfb ∼= f(A) + b, if f−1(b) = {0}
(Proposition 1.9(3)).

In the following case, it is easy to evaluate dim(Aonfb).

1.91 Proposition. We preserve the notation of Proposition 1.9. Let f� :
A −→ B� := f(A)+b the ring homomorphism induced from f . If we assume
that f� is integral (e.g., f is integral), then dim(Aonfb) = dim(A).

Proof. Apply Lemma 1.55 and [49, Theorem 48].

We proceed our investigation looking for upper and lower bounds of the
Krull dimension of Aonfb. By Proposition 1.36, we know that Spec(Aonfb) =
X ∪ U , where X := Spec(A) and U := Spec(B) \ V (b) (for the sake of
simplicity, we will identify X and U with their homeomorphic images in
Spec(Aonfb)). Furthermore, again from Proposition 1.36, we deduce that
ideals of the form qf can be contained in ideals of the form p′f , but not
vice versa. Therefore, chains in Spec(Aonfb) are obtained by juxtaposition
of two types of chains, one from U “on the bottom” and the other one from
X “on the top” (where either one or the other may be empty or a single
element). It follows immediately that both dim(X) = dim(A) and dim(U)
are lower bounds for dim(Aonfb) and dim(A)+dim(U)+1 is an upper bound
for dim(Aonfb) (where, conventionally, if U = ∅, then dim(∅) = −1).
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1.92 Remark. We preserve the notation of Proposition 1.9, and assume
that b ⊆ Jac(B). By Proposition 1.36(5), we get that U := Spec(B)\V (b)
does not contain maximal elements of Spec(Aonfb). Hence, in this case,
1 + dim(U) ≤ dim(Aonfb).

Let us define the following subset of U :

Y
(f,b)

:=
{
q ∈ U : f−1(q + b) = {0}

}
;

it is obvious that Y
(f,b)

is stable under generizations, i.e., q ∈ Y
(f,b)

, q′ ∈
Spec(B) and q′ ⊆ q imply q′ ∈ Y

(f,b)
. Hence

dim(Y
(f,b)

) = sup{htB(q) : q ∈ Y
(f,b)

}

and we will denote this integer by δ
(f,b)

.

1.93 Proposition. We preserve the notation of Proposition 1.9; let U =
Spec(B) \ V (b) and δ

(f,b)
= dim(Y

(f,b)
) .

(1) Let q ∈ Spec(B), then f−1(q + b) = {0} if and only if qf (= (A × q) ∩
Aonfb) is contained in b0 (= {0} × b).

(2) for every q ∈ Y
(f,b)

, the corresponding prime qf of Aonfb is contained in
every prime of the form p′f .

(3) max{dim(U), dim(A) + 1 + δ
(f,b)
} ≤ dim(Aonfb) .

Proof. (1) Assume that f−1(q+b) = {0}. If (a, f(a)+b) ∈ qf , with a ∈ A and
b ∈ b, then f(a) + b ∈ q, and so a ∈ f−1(q+ b) = {0}, i.e., a = 0. Therefore,
(a, f(a) + b) = (0, b) ∈ b0. Conversely, if a ∈ f−1(q + b), i.e., f(a) = q + b
for some q ∈ q and b ∈ b, then f(a)− b ∈ Q, and so (a, f(a)− b) ∈ qf ⊆ b0,
thus a = 0.

(2) By Proposition 1.36(1), we have that every ideal of the form p′f con-
tains b0. The conclusion follows immediately.

(3) By the observation preceding Remark 1.92, it is enough to show that
dim(A) + 1 + δ

(f,b)
≤ dim(Aonfb). If Y

(f,b)
= ∅ the statement is obvious.

Otherwise, let q0 ⊂ q1 ⊂ . . . ⊂ qr be a maximal chain in Y
(f,b)

, thus r = δ
(f,b)

.
Let p0 ⊂ p1 ⊂ . . . ⊂ pm be a chain realizing dim(A). By (2) we obtain that

qf0 ⊂ . . . ⊂ qfr ⊂ p
′f
0 ⊂ . . . ⊂ p

′f
m,

is a chain in Spec(Aonfb).
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1.94 Remark. (a) In the situation of Proposition 1.93, note that, if b is
contained in the nilradical of B, i.e., if V (b) = Spec(B), then δ

(f,b)
=

dim(U) = −1. Therefore, Proposition 1.93(3) gives dim(A) ≤ dim(Aonfb).
But, in this (trivial) case, we can say more, precisely that Spec(A) is
homeomorphic to Spec(Aonfb), via the homeomorphism π∗

A
: Spec(A) −→

Spec(Aonfb) (see Propositions 1.9, 1.17 and 1.36).

(b) Note that, if b 6⊆ Jac(B), the inequality 1 + dim(U) ≤ dim(Aonfb) from
Remark 1.92 can be false, as the following Example 1.95 will show.

(c) If we assume that b 6= {0} and that Aonfb and B are integral domains,
then, by Proposition 1.25, f−1(b) = {0} and the subset Y

(f,b)
of Spec(B),

defined in the previous proposition, is nonempty, since (0) ∈ Y
(f,b)

, and
so δ

(f,b)
≥ 0. The following Example 1.100 will show that δ

(f,b)
may be

arbitrarily large. Note that δ
(f,b)

may be equal to −1 even if b 6= {0},
f−1(b) = {0}, but B is not an integral domain. It is sufficient to take B
equal to a local zero-dimensional ring not a field, b equal to its maximal
ideal, A any subring of B such that b ∩ A = (0), and f be the natural
embedding of A in B (e.g., B := K[X]/(X2), where K is a field and X
an indeterminate over K, and A any domain contained in K). In this
case, Spec(B) = V (b) and so δ

(f,b)
= −1.

(d) Note that, in the situation of Proposition 1.93(1), we can have qf ⊆
b0 (= {0}×b) with q ) b. For instance, let A := K, B := K[X, Y ], q :=
(X, Y )B, b := XB, and let f : A = K ↪→ K[X, Y ] = B be the natural
embedding, where K is a field and X and Y two indeterminates over
K. In this case, Aonfb ∼= A + b = K + XK[X, Y ] (Proposition 1.9(3)).
Clearly, f−1(q) = f−1(q + b) = f−1(b) = {0} and qf = b0 ∼= XK[X, Y ].

1.95 Example. Let K be a field and X and Y two indeterminates over
K. Set B := K(X)[Y ](Y ) ∩ K(Y )[X](X). It is well known that B is a one-
dimensional semilocal domain, having two maximal ideals

M := Y K(X)[Y ](Y ) ∩B, N := XK(Y )[X](X) ∩B.

Let b := M, A := K and let f be the natural embedding of A in B. Clearly,
f−1(b) = M ∩ K = {0}. In this situation, N ∈ Spec(B)\V (b) and so
dim(U) = 1. It is easy to see that Aonfb ∼= K + M (Proposition 1.9(3))
is a one-dimensional local domain. Therefore, in this case, we have 2 =
1 + dim(U) > 1 = dim(Aonfb).
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1.96 Corollary. We preserve the notation of Propositions 1.9 and 1.93,
and assume that b ⊆ Jac(B) and that δ

(f,b)
≥ 0 (e.g., Aonfb and B are

integral domains). Then

1 + max{ dim(A) + δ
(f,b)

, dim(U)} ≤ dim(Aonfb) .

Proof. Apply Remark 1.92 and Proposition 1.93.

The following observations will be useful for Remark 1.102.

1.97 Remark. We preserve the notation of Proposition 1.9, and let q be a
prime ideal of B.

(1) By Proposition 1.93(1), it follows immediately that qf := (A × q) ∩
Aonfb ( b0 := {0} × b if and only if q ∈ Y

(f,b)
(as defined in Proposition

1.93), i.e., f−1(q+b) = {0} and q + b. Therefore, Y
(f,b)

is homeomorphic

to {h ∈ Spec(Aonfb) : h ( b0}.

(2) If Aonfb and B are integral domains and b 6= {0} then, in this situation,
b0 = {0}′f ∈ Spec(Aonfb) and f−1(b) = {0} by Proposition 1.25. There-
fore, q = {0} ∈ Y

(f,b)
(6= ∅) and qf = f−1(b) × {0} = {0} ( b0; thus, if

htAonfb(b0) <∞, δ
(f,b)

(= dimY
(f,b)

) = htAonfb(b0)− 1.

The next goal is to determine upper bounds for dim(Aonfb), possibly
sharper than dim(A) + dim(U) + 1.

To do this, the following Proposition is the crucial step.

1.98 Proposition. With the notation of Definition 1.1, assume β sur-
jective. Let h′ and h′′ be prime ideals of D such that h′ ( h′′. Assume that
h′ ∈ Spec(D)\ V (Ker(p

A
)), h′′ ∈ V (Ker(p

A
)), and that h′ and h′′ are adjacent

prime ideals. Then, there exist two prime ideals q′ and q′′ of B, with q′ ( q′′,
and moreover such that q′ /∈ V (Ker(β)), p−1

B
(q′) = h′, and p−1

B
(q′′) = h′′.

Proof. First of all, take the unique prime ideal q′ of B such that p−1
B

(q′) = h′

(see Theorem 1.6(1)).
Now note that, for each ideal b of B, the equality p−1

B
(b + Ker(β)) =

p−1
B

(b) + Ker(p
A

) holds. It follows that the set

S(q′, h′′) := {b ⊆ B : b is an ideal of B, q′ + Ker(β) ⊆ b and p−1
B

(b) ⊆ h′′}

is nonempty (it contains q′+Ker(β)). Moreover the inclusion makes S(q′, h′′)
an inductive partially ordered set. Then, by Zorn’s Lemma, S(q′, h′′) contains

56



a maximal element q′′, which is easy to see that is a prime ideal of B. Since
h′′ ⊇ p−1

B
(q′′) ⊇ p−1

B
(q) + Ker(p

A
) ) h′ and h′, h′′ are adjacent prime ideals,

we have p−1
B

(q′′) = h′′.

1.99 Theorem. Let f : A −→ B, b, and Aonfb be as in Proposition 1.9.
With the notation of Proposition 1.93, assume that Aonfb has finite Krull
dimension. Then

dim(Aonfb) ≤ max{dim(A), dim(A/f−1(b)) + min{dim(B), 1 + dim(U)}}
≤ min{dim(A) + dim(U) + 1, max{dim(A), dim(A/f−1(b)) + dim(B)}}.

Proof. We can assume that Spec(B) 6= V (b), because otherwise we already
know that dim(Aonfb) = dim(A) (Remark 1.94(a)) and so the inequalities
hold.

Let h0 ⊂ h1 ⊂ . . . ⊂ hn be a chain of prime ideals of Aonfb realizing
dim(Aonfb). Two extreme cases are possible.

(1) If h0 ⊇ {0} × b then, by Proposition 1.36(1), the chain h0 ⊂ h1 ⊂
. . . ⊂ hn induces a chain of prime ideals of A of length n. From Proposition
1.93(2), we conclude that dim(Aonfb) = dim(A).

(2) If hn + {0} × b. From Proposition 1.36(2), the chain h0 ⊂ h1 ⊂
. . . ⊂ hn induces a chain of prime ideals of U of length n. From Proposition
1.93(2), we conclude that dim(Aonfb) = sup{ht(q) : q ∈ U} = dim(U).

We now consider the general case.
(3) Let t be the maximum index such that ht + {0} × b, with 0 ≤ t � n.

According to the notations of Proposition 1.36, rewrite the given chain as
follows:

qf0 ⊂ qf1 ⊂ . . . ⊂ qft ⊂ p
′f
t+1 ⊂ p

′f
t+2 ⊂ . . . ⊂ p

′f
n ,

where q0 ⊂ q1 ⊂ . . . ⊂ qt is an increasing chain of prime ideals of B, with
qt 6⊇ b (Proposition 1.36(2)), and pt+1 ⊂ pt+2 ⊂ . . . ⊂ pn is an increasing
chain of prime ideals of A (Proposition 1.36(1)). Furthermore, by Proposition
1.98, we can find a prime ideal q in V (b) (⊆ Spec(B)) such that the prime
ideal ht+1 = p

′f
t+1 coincides also with the restriction to Aonfb of the prime

ideal A × q of A × B, i.e., ht+1 = p
′f
t+1 = qf . It follows immediately that

pk ∈ V (f−1(b)), for t+1 ≤ k ≤ n. Therefore, dim(Aonfb) = (1+t)+(n−t−1)
with 1 + t ≤ min{1 + dim(U), dim(B)} and n− t− 1 ≤ dim (A/f−1(b)).

Finally, it is obvious that min{dim(B), 1 + dim(U)} ≤ dim(B) and that
dim(A/f−1(b)) + min{dim(B), 1 + dim(U)} ≤ dim(A) + dim(U) + 1.
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1.100 Example. Let V be a valuation domain with maximal ideal M such
that V = K+M, where K is a field isomorphic to the residue field V/M. Let
D be an integral domain with quotient field K, and set B := D+M. Assume
that dim(V ) = n ≥ 1 and that Q is a prime ideal of V with htV (Q) = t+ 1,
n ≥ t + 1 ≥ 0. Set b := Q ∩ B. By the well known properties of the
“D + M constructions”, BM = V [29, Exercise 13(1), page 203], so b is a
prime ideal of B and htB(b) = t + 1. More precisely, if (0) ⊂ Q1 ⊂ Q2 ⊂
· · · ⊂ Qt ⊂ Qt+1 = Q is the chain of prime ideals of V realizing the height
of Q, then q0 := (0) ⊂ q1 := Q1 ∩B ⊂ q2 := Q2 ∩B ⊂ · · · ⊂ qt := Qt ∩B ⊂
qt+1 := Qt+1 ∩ B = b is the chain (in B) realizing htB(b). Set A := D
and let f : A = D ↪→ D + M = B be the canonical embedding. Clearly,
f−1(b) = {0} and so it is easy to verify that, in the present situation,

Y
(f,b)

:= {q ∈ Spec(B) : q /∈ V (b), f−1(q + b) = {0}}
= {qk : 0 ≤ k ≤ t} = Spec(B)\V (b) = U

(see also [29, Exercise 12(1), page 202]). Therefore, δ
(f,b)

= t = dim(U).
Moreover, if m := dim(D) (= dim(A)) then, again by the well known prop-
erties of the “D + M constructions”, dim(B) = m + n [29, Exercise 12(4),
page 203]. Henceforth, in the present example, we have max{ dim(A) + 1 +
δ
(f,b)

, 1 + dim(U)} = dim(A) + 1 + δ
(f,b)

= m+ 1 + t.

On the other hand, since f−1(b) = {0}, clearly A/f−1(b) = A and so
max{dim(A), dim (A/f−1(b)) + min{dim(B), 1 + dim(U)}} = dim(A) +
min{dim(B), 1 + dim(U)} = m+ min{m+ n, 1 + t}. Since n ≥ t+ 1, then
min{m + n, 1 + t} = 1 + t. Furthermore, by the fact that f−1(b) = {0},
we have Aonfb ∼= A + b = D + b (Proposition 1.9(3)). Therefore, from
Proposition 1.93(3) and Theorem 1.99, we deduce that dim(D+b) = m+1+t.

Let A ⊂ B be an arbitrary ring extension. We will apply the previous
results to the polynomial rings of the form A+XB[X] and we will show that
the bounds given by Fontana, Izelgue and Kabbaj [21, Theorem 2.1] in the
very special case where B and A are integral domains coincide to the bounds
obtained specializing the general setting of amalgamated algebras.

1.101 Corollary. Let A ⊆ B be a ring extension and X an indeterminate
over B. Set

δ′(A,B) := sup{htB[X](Q) : Q ∈ Spec(B[X]), X /∈ Q, (Q+XB[X])∩A = {0}}.
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Then

max{dim(A) + 1 + δ′(A,B), dim(B[X,X−1])} ≤ dim(A+XB[X]) ≤
≤ dim(A) + dim(B[X]) .

Proof. Let B′ := B[X] and b′ := XB[X]. As observed in Example 1.11, we
know that Aonσ′b′ ∼= A+XB[X]. From the definitions, it is easy to see that
δ
(σ′,b′)

= δ′(A,B). Moreover, since

dim(B[X,X−1]) = sup{htB[X](Q) : Q ∈ Spec(B[X]), X /∈ Q} = dim(U)

(where U , in this case, is homeomorphic to Spec(B[X])\V (b′)) and σ′−1(b′) =
A∩XB[X] = {0}, the conclusion follows from Proposition 1.93(3) and The-
orem 1.99.

1.102 Remark. Let A ⊆ B integral domains and and let N := A\{0}. In
[21, Theorem 2.1], Fontana, Izelgue and Kabbaj proved that

max{dim(A) + dim(N−1B[X]), dim(B[X])} ≤ dim(A+XB[X]) ≤
≤ dim(A) + dim(B[X]) .

By [21, Theorem 1.2(a) and Lemma 1.3], we know that

dim(N−1B[X]) = htA+XB[X](XB[X]) = 1 + λ′(A,B),

where

λ′(A,B) := sup{dim
(
B[X]q[X]

)
: q ∈ Spec(B), q ∩ A = (0)} .

From Remark 1.97(iii) and the proof of Corollary 1.101, we deduce the equal-
ity htA+XB[X](XB[X]) = 1 + δ′(A,B) = 1 +λ′(A,B), hence δ′(A,B) = λ′(A,B); more-

over, we have dimB[X] = dimB[X,X−1], by [1, Proposition 1.14]. There-
fore, in particular, we reobtain Fontana, Izelgue and Kabbaj’s result on the
dimension of the integral domain A + XB[X]. This fact provides further
evidence on the sharpness of the bounds obtained in Proposition 1.93(3) and
Theorem 1.99, in the general setting of amalgamated algebras.

We consider now the case of power series rings of the type A + XB[[X]]
for arbitrary ring extensions A ⊂ B.
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1.103 Corollary. Let A ⊂ B be a ring extension and X an indeterminate
over B. Set

δ
′′

(A,B) := sup{htB[[X]](Q) : Q ∈ Spec(B[[X]])\V (X), (Q+XB[[X]])∩A = {0}}.

Then

max{ dim(A) + 1 + δ
′′

(A,B), 1+ dim(B[[X]][X−1])} ≤ dim(A+XB[[X]]) ≤
≤ 1 + dim(A) + dim(B[[X]][X−1]).

Proof. Keeping in mind the statements and the notation of Example 1.11,
it follows immediately that δ(σ′′,XB[[X]]) = δ

′′

(A,B). Moreover, recalling that

U , in this case, is homeomorphic to Spec(B[[X]]) \ V (X), it is easy to see
that dim(U) = dim(B[[X]][X−1]). Finally, note that min{dim(B[[X]]), 1 +
dim(U)} = 1 + dim(U), since every maximal ideal of B[[X]] contains X [2,
Chapter 1, Exercise 5(iv)]. The conclusion is now a straightforward conse-
quence of Remark 1.92 and Theorem 1.99.

1.104 Remark. By applying Corollary 1.103 and Remark 1.94, it follows
that, if B is an integral domain, then

1 + max{ dim(A) + δ
′′

(A,B), dim(B[[X]][X−1])} ≤ dim(A+XB[[X]]) ≤
≤ 1 + dim(A) + dim(B[[X]][X−1]).

Now, we can compare our lower bound with that given by Dobbs and Khalis’s
Theorem [17, Theorem 11]. Set

λ
′′

(A,B) := sup{ dim
(
B[[X]]q[[X]]

)
: q ∈ Spec(B), q ∩ A = (0)} .

Then they prove that

1 + max{ dim(A) + λ
′′

(A,B), dim(B[[X]][X−1])} ≤ dim(A+XB[[X]]) ≤
≤ 1 + dim(A) + dim(B[[X]][X−1]).

It is clear that dim
(
B[[X]]q[[X]]

)
= htB[[X]](q[[X]]). Moreover, it is immediately

seen that, if q ∈ Spec(B) and q∩A = (0), then (q[[X]] +XB[[X]])∩A = (0).
Since the set {q[[X]] ∈ Spec(B[[X]]) : q ∈ Spec(B) and q ∩ A = {0}} is a
subset of {Q ∈ Spec(B[[X]]) : X /∈ Q and (Q + XB[[X]]) ∩ A = {0}}, we
have λ

′′

(A,B) ≤ δ
′′

(A,B). It is natural to ask, as in the polynomial case: does

λ
′′

(A,B) = δ
′′

(A,B) hold? At the moment, the answer to this question is open.
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However, by [17, Theorem 7], we observe that the answer could be negative
if

htA+XB[[X]](XB[[X]]) = 1 + δ
′′

(A,B)

and λ
′′

(A,B) � sup{htB[[X]](Q) : Q ∈ Λ(A,B)} , where Λ(A,B), as in [17, The-

orem 7], is defined to be Λ(A,B) = {Q ∈ Spec(B[[X]]) : X /∈ Q, Q ⊂
(q, X), for some q ∈ Spec(B) with q ∩ A = (0)}.

1.105 Example. It is possible to construct an infinite dimensional ring
of the type Aonfb, where A is a finite dimensional ring. In this situation,
B must be a infinite dimensional ring by Theorem 1.99. For instance, let
A := C be the field of complex numbers, let Y be an indeterminate over C,
and let R := C[{Y 1/n : n ∈ N\{0}}]. Consider the maximal ideal M of R
generated by the set {Y 1/n : n ∈ N\{0}}. Set B := RM, and consider the
ring A+XB[[X]] (∼= A onσ′′ XB[[X]], according to notation of Example 1.11).
Then, by [17, Example 3], B is a one-dimensional non-discrete valuation
domain and htA+XB[[X]](XB[[X]]) =∞, and thus dim(A+XB[[X]]) =∞.

The next two examples show that the upper bound and lower bound
of Theorem 1.99 and Proposition 1.93(3) are “sharp”, in the sense that
dim(Aonfb) may be equal to each of the two numerical terms appearing in the
first inequality (respectively, in the inequality) of Theorem 1.99 (respectively,
Proposition 1.93(3)).

1.106 Example. Let A be a valuation domain such that dim(A) = n ≥ 3,
let {0} ⊂ p1 ⊂ p2 ⊂ · · · ⊂ pn be a chain of prime ideals of A realizing
dim(A), and let xh ∈ ph+1\ph, with 1 ≤ h ≤ n − 2 and (xh) 6= ph+1.
Since A is a valuation domain, it is easily seen that V (xh) = V (ph+1), and
thus dim(A/(xh)) = dim(A/ph+1) = n − (h + 1). Set B := A/(xh), f :
A � B the canonical projection, qk := pk/(xh) for h + 1 ≤ k ≤ n, and
b := qh+j for some 1 ≤ j ≤ n − h. In this case, by Proposition 1.90,
dim(Aonfb) = dim(A × B) = max{dim(A), dim(B)} = dim(A) = n. Note
also that dim (A/f−1(b)) = n− (h+ j) ≤ n− (h+ 1) = dim(B), and

dim(U) =

{
−1 , if j = 1,
j − 2 , if 1 < j ≤ n− h.

It is also easy to see that f−1(q+ b) 6= {0} for all q ∈ Spec(B) and so in this
case δ

(f,b)
= −1, for all 1 ≤ j ≤ n − h. Moreover, in the present situation,
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Aonfb is a local ring, but it is not an integral domain since f−1(b) 6= {0} (see
Proposition 1.25).

Consider now a chain h0 ⊂ h1 ⊂ . . . ⊂ hn of prime ideals of Aonfb realizing
dim(Aonfb). Two cases are possible.
• If 1 � j ≤ n− h, then the previous chain (realizing dim(Aonfb)) is of

the type:

((0) 6=)p
′f
0 ⊂ p

′f
1 ⊂ . . . ⊂ p

′f
h ⊂

⊂ p
′f
h+1 = qfh+1 ⊂ . . . ⊂ p

′f
h+j−1 = qfh+j−1 ⊂

⊂ p
′f
h+j ⊂ . . . ⊂ p

′f
n

(where p
′f
k = qfk also for h+ j ≤ k ≤ n, but in this case qk ⊇ b);

• If j = 1, then the previous chain realizing dim(Aonfb) is of the type:

((0) 6=)p
′f
0 ⊂ p

′f
1 ⊂ . . . ⊂ p

′f
h ⊂ . . . ⊂ p

′f
n

and none of the p
′f
k is equal to a qfk for qk 6⊇ b.

In the present example, the inequality of Corollary 1.92 gives back the
inequality max{ dim(A)+1+δ

(f,b)
, 1+dim(U)} = max{n+1−1, 1+(j−2)}

≤ n = dim(Aonfb). The first inequality of Theorem 1.99 gives dim(Aonfb) =
n ≤ max{n, n− (h+ j) + min{n− (h+ 1), 1 + (j − 2)}} = max{dim(A),
dim (A/f−1(J)) + min{dim(B), 1 + dim(U)}}.

1.107 Example. Let K be a field and let V and W be two incomparable
finite dimensional valuation domains having same field of quotients F . As-
sume that V and W are K-algebras, that V = K + M and W = K + N
where M (respectively, N) is the maximal ideal of V (respectively, W ), and
that dim(V ) = m ≥ 1 and dim(W ) = n ≥ 1. Set T := V ∩W . It is well
known that T is a finite dimensional Bézout domain with quotient field F
and with two maximal ideals m := M∩ T and n := N∩ T such that Tm = V
and Tn = W , and so dim(T ) = max{m,n} [49, Theorem 101]. Let D be
an integral domain of Krull dimension d with quotient field K. Since D is
embedded naturally in V (= K + M) and W (= K + N), we have also a
natural embedding ι : D ↪→ T .

In this situation, using the standard notation of the Aonfb construction,
when A := D, B := T , b := m, and f := ι, we have that the ring D +
m (subring of T ) is canonically isomorphic to D onιm, by Example 1.14.
Moreover, f−1(b) = m∩D = {0} and so dim(A/f−1(b)) = dim(D) = d, and
dim(U) = max{m− 1, n} .
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It is easy to verify that if (0) = Q0 ⊂ Q1 ⊂ ... ⊂ Qm = M are the prime
ideals of V , and thus we have the following equality

{Qk ∩B : 0 ≤ k ≤ m− 1} = {Q ∈ Spec(B)\V (b) : f−1(Q + b) = {0}}.

Therefore, δ
(f,b)

= m − 1. On the other hand, it is easy to verify that
dim(D + m) = max{m+ d, n}.

In the present example, the inequality of Proposition 1.93(3) gives back
the inequality max{ dim(A) + 1 + δ

(f,b)
, dim(U)} = max{d + 1 + m −

1, max{m− 1, n}} ≤ max{m+ d, n} = dim(Aonfb) = dim(D + m). There-
fore, if n > m + d, then dim(Aonfb) = dim(U). By the first inequality of
Theorem 1.99, it follows that dim(Aonfb) = max{m + d, n} ≤ max{d, d +
min{max{m,n}, 1 + max{m − 1, n}}} = max{dim(A), dim (A/f−1(b)) +
min{dim(B), 1+dim(U)}}. Therefore, if m+d ≤ n, then n = dim(D+M) =
dim(Donιm) = d+ min{max{m,n}, 1 + max{m− 1, n}}.
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Chapter 2

The ultrafilter topology on an
Abstract Riemann Surface

2.0 Notations and preliminaries

We preserve the notation and the conventions given in Section 1.0 of Chapter
1. If X is a set, we shall denote by B(X) (resp. Bfin(X)) the collection of
all the subsets (resp. finite subsets) of X. As usual in Set Theory, we recall
that a nonempty collection F of subsets of a set X has the finite intersection
property if

⋂
G is nonempty, for each nonempty and finite subcollection G of

F . Recall that a (non necessarily Hausdorff) topological space is compact if
each open cover of it admits a finite subcover. If X is a topological space
and Y ⊆ X, we shall denote by Ad(Y ) the closure of Y .

Warning: since Chapter 3 is independent from Chapter 2, instead of
giving ”ad hoc” proofs in the special setting of Chatper 2, we will use some
of the results of Chapter 3 in order to provide simple (and general) proofs of
some statements of the present chapter.

2.0.1 Filters and ultrafilters on sets

2.1 Definition. Let X be a set.

(1) A nonempty collection F of subsets of X is said to be a filter on X if
the following conditions are satisfied:

(a) ∅ /∈ F ;
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(b) if F,G ∈ F , then F ∩G ∈ F ;

(c) if F,G ∈ B(X), F ⊆ G, and F ∈ F , then G ∈ F .

(2) A maximal element of the set of all the filters on X, partially ordered
by the inclusion ⊆, is said to be an ultrafilter on X. The set of all the
ultrafilters on X will be denoted by βX.

In the next lemma, we collect same basic properties of filters and ultra-
filters needed in this chapter.

2.2 Lemma. Let X be a set.

(1) If F is a filter on X, then there is an ultrafilter U on X such that
F ⊆ U .

(2) If G is a collection of subsets of X with the finite intersection property,
then there is a filter F on X such that G ⊆ F .

(3) Let f : X −→ Y be a map and U an ultrafilter [respectively, F a filter]
on Y . If f is injective and f(X) ∈ U [respectively, f(X) ∈ F ], then

U f := {f−1(Z) : Z ∈ U } [respectively, Ff := {f−1(Z) : Z ∈ F}]

is an ultrafilter [respectively, a filter] on X. In particular, if X is a
subset of Y , f is the inclusion map and X ∈ U , then the set

UX := {Z ∩X : Z ∈ U } [respectively, FX := {Z ∩X : Z ∈ F}]

is an ultrafilter [respectively, a filter] on X. Moreover, in this case,
UX ⊆ U [respectively, FX ⊆ F ].

(4) Let f : X −→ Y be a map and let U be an ultrafilter [respectively, F
be a filter] on X, then

U
f
:= {Z ∈ B(Y ) : f−1(Z) ∈ U }
[respectively, F

f
:= {Z ∈ B(Y ) : f−1(Z) ∈ F}]

is an ultrafilter [respectively, a filter] on Y . In particular, if X is a
subset of Y , f is the inclusion map and U is an ultrafilter [respectively,
F is a filter] on X, then the set

U
Y

:= {Z ∈ B(Y ) : Z ∩X ∈ U }
[respectively, F

Y
:= {Z ∈ B(Y ) : Z ∩X ∈ F}]
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is an ultrafilter [respectively, a filter] on Y . Moreover, in this case,
U ⊆ U

Y
[respectively, F ⊆ F

Y
].

(5) If F is a filter on X, then the following conditions are equivalent.

(i) F is an ultrafilter.

(ii) If Y, Z ∈ B(X) and Y ∪ Z ∈ F , then either Y ∈ F or Z ∈ F .

(iii) If Y ∈ B(X), then either Y ∈ F or X\Y ∈ F .

Proof. (1) is proved in [45, Theorem 7.5]. (2) Note that the collection

F (G ) := {Z ∈ B(X) : Z ⊇
⋂

G ′, for some G ′ ⊆ G , G ′ 6= ∅ and finite}

is a filter on X and, precisely, it is the smallest filter on X containing G (see
also [45, Lemma 7.2(iii)]). (3) is an easy consequence of definitions and [45,
Exercise 7.1]. The first part of (4) is given in [45, Exercise 7.5]. The second
part of (4) is a straightforward consequence of the first one. Finally, (5) is
proved in [45, Lemma 7.4 and Exercise 7.3].

2.3 Remark. Let X be a set.

(1) For each x ∈ X, the collection of sets

βxX := βx := {Z ⊆ X : x ∈ Z}

is an ultrafilter on X (by Lemma 2.2(5,iii)), and we call it the trivial
ultrafilter on X, centered on x.

(2) An ultrafilter U on X is trivial if and only if it contains a finite set. As
a matter of fact, if Y is a finite subset of X and U is an ultrafilter on X
such that Y ∈ U , then, keeping in mind that Lemma 2.2(5,ii), it follows
that U contains a singleton, say {x}, and hence U = βx.

(3) X has only trivial ultrafilters if and only if it is finite. As a matter of
fact, if X is finite and U is an ultrafilter on X, then, U is trivial by
the previous statement. Conversely, if X is infinite, then the collection
F of all the subsets of X with finite complement (in X) has the finite
intersection property. Thus, by Lemma 1.9(1,2), there is an ultrafilter
U on X containing F and it is nontrivial, since X \ {x} ⊆ F ⊆ U , for
each x ∈ X.
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2.0.2 The Zariski topology on collections of valuation
domains

Let K be a field and A be a subring of K. We will denote by Zar(K|A) the
set of all the valuation domains whose quotient field is K, containing A. If
A1 is the fundamental subring of K, then we shall denote simply by Zar(K)
the set Zar(K|A1).

As it is well known, Zariski [62] (or, [63, Volume II, Chapter VI, §1,
page 110]) introduced and studied the set Z := Zar(K|A) together with
a topological structure defined by taking, as a basis for the open sets, the
subsets BZ

F := {V ∈ Z : V ⊇ F}, for F varying in Bfin(K), i.e., if F :=
{x1, x2, . . . , xn} ⊆ K, then

BZ
F = Zar(K|A[x1, x2, . . . , xn]).

This topology is called the Zariski topology on Z = Zar(K|A) and Z, equipped
with this topology, denoted also later by Zzar, is usually called the (abstract)
Zariski-Riemann surface of K over A.

When no confusion can arise, we will simply denote by BF the open set
BZ
F , and, with a small abuse of notation, by Bx the open set B{x}, for x ∈ K.

We will call the basis {BF : F ∈ Bfin(K)} the natural basis of Zar(K|A)zar.

2.0.3 The preorder induced by a topology

If X is a topological space, it is well known that the topology induces on X
the following preorder

x 4 y :⇐⇒ y ∈ Ad({x})

It is immediately seen that 4 is a partial order on X if and only if X satisfies
the axiom T0. Moreover, 4 is the trivial partial order if and only if X satisfies
the axiom T1. For each subset Y of X, set

Y sp := {x ∈ X : [y 4 x, for some y ∈ Y ]}

Y gen := {x ∈ X : [x 4 y, for some y ∈ Y ]}
We say that Y sp is the closure of X under specializations and that Y gen is
the generic closure of Y .

For each subset Y of X, it is immediately seen that Y ⊆ Y sp ∩ Y gen.
We say that Y is closed under specialization (resp., generically closed) if

67



Y = Y sp (resp. Y = Y gen). It is straightforward that closed subsets (resp.,
open subsets) of X are closed under specializations (resp., generically closed).

If X = Zar(K|A), for some field K and some subring A of K, and Y is a
subset of X, we will call the Zariski–generic closure of Y the generic closure
of Y , with respect to the Zariski topology.

2.0.4 Semistar operations on integral domains and their
Kronecker function ring

Let A be an integral domain and let K be the quotient field of A. We denote
by F (A) the set of all the nonzero A-submodules of K, and by f(A) the set
of all the nonzero finitely generated A-submodules of K.

2.4 Definition. Let A be an integral domain and let K be the quotient
field of A.

(1) A map ? : F (A) −→ F (A), E 7→ E?, is called a semistar operation
on A if, for each 0 6= x ∈ K and for all E,F ∈ F (A), the following
properties hold:

(?1) (xE)? = xE?;

(?2) E ⊆ F ⇒ E? ⊆ F ?;

(?3) E ⊆ E? and (E?)? = E?.

(2) A semistar operation of finite type ? on A is a semistar operation such
that, for every E ∈ F (A),

E? = E?f :=
⋃
{F ? : F ∈ f(A), F ⊆ E} .

(3) An e.a.b. semistar operation ? on A is a semistar operation such
that, for all F,G,H ∈ f(A), (FG)? ⊆ (FH)? implies G? ⊆ H?.

(4) Let ? be a semistar operation on A. A valuation domain V ∈ Zar(K|A)
is called a ?–valuation overring of A if F ? ⊆ FV , for each F ∈ f(A).
We denote by Zar?(K|A) the collection of all the ?–valutation overring
of A.

Important classes of examples of semistar operations are obtained as fol-
lows.
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2.5 Proposition. Let A be an integral domain, K be its quotient field
and let S be a nonempty collection of overrings of A. Then, the following
statements hold.

(1) (M. Fontana, J. Huckaba [22, Theorem 1.2(C)]). The function

∧S : F (A)→ F (A) E 7→
⋂
{ES : S ∈ S}

is a semistar operation on A.

(2) (M. Fontana, A. Loper [25, Proposition 7]) If S ⊆ Zar(K|A), then the
semistar operation ∧S is e.a.b..

Preserve the notation of the previous Proposition. We say that a semistar
operation ? on A is complete if ? = b(?) := ∧Zar?(K|A). For any semistar
operation ? on A, it is easily seen that F b(?)V = F ?V , for each F ∈ f(A)
and V ∈ Zar?(K|A). Thus, b(b(?)) = b(?) and b(?) is a complete semistar
operation. The b–operation on A is the e.a.b. semistar operation defined by
b := ∧Zar(K|A) and, obviously, b ≤ b(?) (i.e., Eb ⊆ Eb(?) for each E ∈ F (A))
for all semistar operations ? on A.

2.6 Proposition (M. Fontana, A. Loper [23]). Let A be an integral domain,
K be its quotient field, and ? be an e.a.b. semistar operation on A. Set

Kr(A, ?) := {f/g ∈ K(T ) : f, g ∈ A[T ], g 6= 0, and c(f)? ⊆ c(g)?}

Then, the following statements hold.

(1) Kr(A, ?) is a Bézout domain whose quotient field K(T ), and we will call
it the ?–Kronecker function ring of A.

(2) If Y ⊆ Zar(K|A), then Kr(A,∧Y ) =
⋂
{V (T ) : V ∈ Y }.

2.0.5 The constructible topology on Spec(A)

Let A be a ring. We shall denote by Spec(A)zar the set of all the prime ideals
of A, endowed with the Zariski topology (see Section 1.0 of Chapter 1). For
each a ∈ A, set Da := Spec(A)\V (aA). We will call the sets Da the principal
open sets of Spec(A). It is well known that the collection of all the principal
open sets of Spec(A) is a basis of open sets for Spec(A)zar, that Spec(A)zar is
always compact and satisfies the axiom T0. Moreover, the axiom T1 and the
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Hausdorff axiom are equivalent on Spec(A)zar. More precisely, Spec(A)zar is
a Hausdorff topological space if and only if A is zero dimensional (see [30,
Theorem 3.6] or [56, Théorème 1.3]). This means that the Zariski topology
on Spec(A) is very coarse. Thus many authors have considered on Spec(A)
a topology that is finer (or equal) to the Zariski topology, known as the
constructible topology ([28, pages 337-339] or [2, Chapter 3, Exercises 27, 28
and 30]) or as the patch topology [40]. More precisely, let U(A) be the set
of all the open and compact subspaces of Spec(A)zar. It is obvious that the
boolean subalgebra Bcons of B(Spec(A)) generated by U(A) can be taken as
a basis for a (unique) topology on Spec(A). Then, we call this topology
the constructible topology on Spec(A), and call all the elements of Bcons the
constructible subsets of Spec(A). We shall denote the set Spec(A) endowed
with the constructible topology by Spec(A)cons. Since all the principal open
sets of Spec(A) are compact, they are constructible. It follows that the
constructible topology is finer or equal than the Zariski topology. In the
following result, we collect some properties of the constructibile topology.

2.7 Theorem. ([2, Chapter 3, Exercises 27, 28] and [28, (0.2.3.11), (0.2.4.1)
and (I.7.2.12)]) Let A be a ring. Then, the following statements hold.

(1) Spec(A)cons is a compact, Hausdorff and totally disconnected topological
space.

(2) Bcons is the collection of all the clopen subsets of Spec(A)cons. Moreover,
the constructible topology is the coarsest topology on Spec(A) for which
Bcons is a collection of clopen sets.

(3) A subset Y of Spec(A)cons is closed if and only if there exists a ring
homomorphism f : A −→ B such that Y = f ∗(Spec(B)).

(4) If Spec(A)zar is Noetherian, then the constructible subsets of Spec(A) are
exactly the finite unions of locally closed subsets of Spec(A)zar.

2.0.6 The ultrafilter topology on Spec(A)

Let A be a ring. Recently, Fontana and Loper in [26] have defined a topology
on Spec(A) by using the notion of an ultrafilter. Let Y be a subset of Spec(A)
and let U be an ultrafilter on Y . If we set

pU := {a ∈ A : V (a) ∩ Y ∈ U },
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then it is easily seen, by an argument similar to that given in [11, Lemma
2.4], that pU is a prime ideal of A. We call pU an ultrafilter limit point of
Y in Spec(A). This notion of ultrafilter limit points of collections of prime
ideals has been used to great effect in several recent papers [11], [51], and
[52].

If U is a trivial ultrafilter on Y , that is U = {Z ∈ B(Y ) : p ∈ Z} (=: βp
Y )

for some p ∈ Y , then it is straightforward that pU = p ∈ Y [26, page 2918].
On the other hand, if U is nontrivial, it may happen that pU /∈ Y . For
example, let A := Z and let U be any nontrivial ultrafilter on Y := Max(Z).
Then, it is immediate that pU = {0} (in fact, if x ∈ pU , then the set
V (x) ∩ Y belongs to U and it is infinite, by Remark 2.3(2), thus x = 0).
That motivates the following definition. We say that a subset Y of Spec(A)
is ultrafilter closed if Y contains all of its ultrafilter limit points. It is not
hard to see that the ultrafilter closed subsets of Spec(A) define a topology
on the Spec(A), called the ultrafilter topology on X [26, Definition 1]. We
denote by Spec(A)ultra the set of prime ideals of A endowed with the ultrafilter
topology. One of the main results of a recent paper be Fontana and Loper is
the following.

2.8 Theorem. (M. Fontana, A. Loper [26, Theorem 8]) Let A be a ring.
Then, the ultrafilter topology and the constructible topology on Spec(A) are
identical.

The following result will be useful in the following.

2.9 Proposition. Let A be a ring and let Y be a subset of Spec(A). Then,

Adultra(Y ) = {pU : U ∈ βY }

Proof. If P is the basis of the principal open sets of Spec(A)zar, then the
ultrafilter topology is identical to the P−ultrafilter topology (Remark 3.6(3)).
The conclusion is now clear, by Example 3.1(2) and Proposition 3.11.

2.1 The ultrafilter topology on Zar(K|A)

Let K be a field and A a subring of K. Taking as starting point the sit-
uation on the prime spectrum of a ring, the next goal is a study of some
distinguished topologies on the space Z := Zar(K|A) that are finer than the
Zariski topology.
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We start by recalling a very useful fact.

2.10 Proposition. Let K be a field and A a subring of K. If Y is
a nonempty subset of Z :=Zar(K|A) and U is an ultrafilter on Y , then
AU ,Y := AU := {x ∈ K : Bx ∩ Y ∈ U } is a valuation domain belonging to
Z. We will call AU ,Y the ultrafilter limit point of Y , with respect to U .

Proof. By [11, Lemma (2.9)], AU is a valuation domain having K as quotient
field. It remains to show that A ⊆ AU . This follow immediately noting that,
for every x ∈ A, we have Bx = Z, and hence Bx ∩ Y = Y ∈ U .

2.11 Remark. The previous statement shows that, if Y ⊆ Z := Zar(K|A),
we have a canonical map:

πY : βY −→ Z , U 7→ AU ,Y := {x ∈ K : Bx ∩ Y ∈ U },

and, in this case, Y ⊆ πY (βY ), since for each V ∈ Y , taking the trivial
ultrafilter βVY ∈ β(Y ), we have AβVY ,Y = V .

The previous remark leads naturally to the following crucial definition of
this section.

2.12 Definition. Let K be a field and A a subring of K. A subset Y of
Zar(K|A) is called stable for ultrafilters if AU,Y ∈ Y , for each U ∈ βY (or,
equivalently, with the notation of Remark 2.11, πY (βY ) = Y ).

2.13 Proposition. Let K be a field, A a subring of K and Z := Zar(K|A).
Then, the collection of all subsets of Z stable for ultrafilters is the family of
closed sets for a topology on Z called the ultrafilter topology of the Zariski-
Riemann surface Z.

Proof. The empty set and Z are clearly stable for ultrafilters. Now, consider
two subsets C ′, C ′′ of Z stable for ultrafilters, set Y := C ′ ∪ C ′′, and let U
be an ultrafilter on Y . By Lemma 2.2(5), we can assume, without loss of
generality, that C ′ ∈ U . Then, U ′ := U C′ := {Z ∩ C ′ : Z ∈ U } is
an ultrafilter on C ′, by Lemma 2.2(3). We want to show that AU = AU ′ .
Let x ∈ AU ′ . Then, Bx ∩ C ′ ∈ U ′ ⊆ U (by Lemma 2.2(3)). Since
Bx ∩ C ′ ⊆ Bx ∩ Y , it follows immediately that Bx ∩ Y ∈ U and hence
x ∈ AU (= {x ∈ K : Bx ∩ Y ∈ U }). Conversely, let x ∈ AU . Since
Bx ∩ Y ∈ U , we have Bx ∩ C ′ = (Bx ∩ Y ) ∩ C ′ ∈ U ′. Hence, x ∈ AU ′ (=
{x ∈ K : Bx ∩C ′ ∈ U ′}) and so AU = AU ′ . As C ′ is stable for ultrafilters,
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we have AU = AU ′ ∈ C ′ ⊆ Y and so Y is also stable for ultrafilters. By
induction, we easily deduce that the union of a finite family of subsets stable
for ultrafilters is still stable for ultrafilters. Now, let C be any collection
of subsets stable for ultrafilters in Z and set Y :=

⋂
C . Let U be an

ultrafilter on Y . For every C ∈ C , clearly Y ⊆ C and so, by Lemma 2.2(4),
UC := {W ∈ B(C) : W ∩ Y ∈ U } is an ultrafilter on C. Moreover, as
before, it is easily seen that AU = AUC ∈ C. This proves that AU ∈

⋂
C ,

and thus every intersection of subsets of Z stable for ultrafilters is still
stable for ultrafilters.

As above, let Z := Zar(K|A), we denote by Zultra [respectively, Zzar] the
space of valuation domains of K containing A equipped with the ultrafilter
topology [respectively, with the with the Zariski topology].

We note that the next results on the ultrafilter topology on Zar(K|A)
will be proved in the next chapter, in a more general setting. Moreover,
Proposition 2.13 may be also deduced from the next chapter. We gave the
proof just to illustrate the use of ultrafilters.

2.14 Theorem. Let K be a field and A be a subring of K. The following
properties hold.

(1) The ultrafilter topology is finer than the Zariski topology on Z.

(2) For each subset S of K, the set BZ
S (:= BS := {V ∈ Z : V ⊇ S}) is

closed in the ultrafilter topology. In particular, the basic open sets of the
Zariski topology are clopen in the ultrafilter topology.

(3) We denote by Z] the set Z endowed with the ]-topology, defined as the
coarsest topology for which the set BF is clopen, for each finite subset F
of K. Then, Z] is a Hausdorff topological space.

(4) The ]-topology is the coarsest topology on Z for which the closed subsets
and the open and compact subsets of Zzar are closed, i.e. the collection
of sets

C] :=
{
BF ;

⋂
{Z\BG : G ∈ G} : F,G ∈ Bfin(K), G ⊆ Bfin(K)

}
is a subbasis of closed subsets of Z].

(5) Zultra is a compact, Hausdorff and totally disconnected topological space.
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(6) The ]-topology and the ultrafilter topology on Z are identical.

Proof. If Q := {BF : F ∈ Bfin(K)} is the natural basis of Zzar, then the
ultrafilter topology on Z is identical to the Q−ultrafilter topology (Remark
3.6(4)).

(1) follows by Proposition 3.16(1).
(2) follows by Proposition 2.10, keeping in mind that BS = Zar(K|A[S]).
(3) Let V,W be distinct valuation domains in Z. Without loss of gen-

erality, we can assume that there exists an element x ∈ V \W . Then, Bx

and Z \Bx are (disjoint) open neighborhood, in the ]-topology, of V and W ,
respectively.

(4) It is clear that each set in C] is closed in the ]-topology and every
topology in which the sets of type BF (for F ∈ Bfin(K)) are clopen must be
finer than the topology having C] as subbasis for the closed sets. Conversely,
it is obvious that, in this last topology, each set of type BF (for F ∈ Bfin(K))
is clopen.

(5) Let U be an ultrafilter on Z. By Example 3(3), ZQ(U ) = {AU }.
Then, compactness of Zultra follows by Theorem 3.12. Moreover, Zultra is
Hausdorff and totally disconnected by Proposition 3.16(2).

(6) follows immediately by (5) and Proposition 3.16(3).

2.15 Remark. Note that an immediate consequence of Theorem 2.14(1,5)
is the following classical result: if K is a field and A is a subring of K, then
Zar(K|A)zar is a compact topological space ([63, Chapter VI, Theorem (40)]).

2.16 Proposition. Let K be a field, A be a subring of K and Z :=
Zar(K|A). Denote by Adultra(Y ) the closure of a subset of Y of Zultra. Then,

Adultra(Y ) = {AU : U ∈ βY }

Proof. As in the beginning of the proof of Theorem 2.14, let Q be the natural
basis of Zzar. Since, for each ultrafilter U on Y , YQ(U ) = {AU } (Example
3.1(3)), then the conclusion follows immediately by applying Remark 3.6(4)
and Proposition 3.11.

2.2 The map Zar(K|A)ultra −→ Spec(A)ultra

As is well known, if K is a field and A is a subring of K, we can define a
map γ : Zar(K|A)→ Spec(A) sending a valutation ring V ∈ Zar(K|A), with
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maximal ideal MV , to the prime ideal MV ∩ A of A, called the center of V
over A. It is well known (by an application of Zorn’s Lemma) that γ is a
surjective map.

Moreover, if we consider Z := Zar(K|A) and X := Spec(A) as topological
spaces both endowed with the Zariski topology, then, by [15, Lemma (2.1)],
the map γ : Zzar −→ Xzar is continuous, since γ−1(Da) = Ba−1 , for each
nonzero a ∈ A. Moreover, γ : Zzar −→ Xzar is also a closed map, essentially
by [15, Theorem (2.5)]. In particular, γ : Zzar −→ Xzar is a homeomorphism if
and only if γ is injective (i.e., if and only if for each p ∈ Spec(A) there exists a
unique valuation domain of K dominating Ap). In particular, if A is a Prüfer
domain with quotient field K, then γ : Zzar −→ Xzar is a homeomorphism.

The next goal is to study the map γ when Z := Zar(K|A) and X :=
Spec(A) are both equipped with the ultrafilter topology.

2.17 Theorem. Let K be a field and A a subring of K. Then, the surjective
map γ : Zar(K|A)ultra −→ Spec(A)ultra is continuous and closed.

Proof. Set as usual Z := Zar(K|A) and X := Spec(A). Since Zultra is com-
pact, by Theorem 2.14(5), and Xultra = Xcons is Hausdorff (and compact), by
[18, Chapter XI, Theorem 2.1]), it is enough to show that γ is continuous. Set
Q := {BF : F ∈ Vfin(K)}, P := {Da : a ∈ A}. Since, for each a ∈ A \ {0},
γ−1(Da) = Ba−1 , it follows that {γ−1(Y ) : Y ∈ P} ⊆ Q. Thus the conclusion
is an immediate consequence of Remark 3.6(3,4) and Proposition 3.15.

2.18 Remark. Note that, by the previous Theorem 2.17, if A is a Prüfer
domain, the map γ : Zar(K|A)ultra −→ Spec(A)ultra is a homeomorphism,
since in this case γ is injective, as observed before.

2.3 Kronecker function rings and Zariski-

Riemann surfaces

Recall that a spectral space (or coherent space) is a topological space homeo-
morphic to the prime spectrum of a ring equipped with the Zariski topology
(see [40] and [47]). In 1969, M. Hochster gave the following characterization
of spectral spaces.

2.19 Theorem. (M. Hochster [40, Proposition 4]) Let X be a topological
space. The following conditions are equivalent.
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(i) X is a spectral space.

(ii) X is compact, admits a basis of open and compact subsets closed under
finite intersection, and each irreducible subspace of X has a unique
generic point.

Let K be a field and A be any subring of K. In this section, we will
show, in a constructive way, that both Zar(K|A)zar and Zar(K|A)ultra are
spectral spaces. Let K be a field and T an indeterminate over K. For every
W ∈ Zar(K(T )), it is well known that V := W ∩K ∈ Zar(K) [29, Theorem
19.16(a)] and conversely, for each V ∈ Zar(K), there are infinitely many
valuation domains W of K(T ) such that W ∩ K = V , called extensions of
V to K(T ) [29, Proposition 20.11]. Among the extensions of a valuation V
of K to K(T ), there is a distinguished one, called the trivial extension of V
to K(T ), which is V (T ) := V [T ]m[T ], where m is the maximal ideal of V [29,
Proposition 18.7].

2.20 Proposition. Let K be a field and T an indeterminate over K.

(1) The canonical map ϕ : Zar(K(T ))zar −→ Zar(K)zar, W 7→ W ∩K, is a
continuous surjection.

(2) Let Zar0(K(T )) := {V (T ) ∈ Zar(K(T )) : V ∈ Zar(K)}. Then,

ϕ|Zar0(K(T )) : Zar0(K(T ))zar −→ Zar(K)zar

is a homeomorphism.

Proof. (1) The map ϕ is clearly surjective by the previous remarks. It is
also a continuous map since, for each finite subset F of K and for each basic
open set B

Zar(K)
F of Zar(K)zar, it is straightforward to see that ϕ−1(B

Zar(K)
F ) =

B
Zar(K(T ))
F .

(2) It is obvious that ϕ|Zar0(K(T )) : Zar0(K(T ))zar −→ Zar(K)zar is a bijec-
tion and, by (1), is a continuous map. The conclusion will follows if we show
that the map ϕ|Zar0(K(T )) is also open. Let h ∈ K(T )\{0}, say

h :=
a0 + a1T + . . .+ arT

r

b0 + b1T + . . .+ bsT s
,

with ai and bj in K, for i = 0, 1, . . ., r and j = 0, 1, . . ., s. Let V (T ) be a
valutation domain in Zar0(K(T )), let v be the valuation on K defining V

76



and let v∗ be the valuation associated to V (T ), i.e., v∗(T ) = v(1) = 0 and,
for each nonzero polynomial f := a0 + a1T + . . . + arT

r ∈ K[T ], v∗(f) :=
min{v(ai) : i = 0, 1, . . ., r}.

It is easy to see that V (T ) ∈ BZar(K(T ))
h if and only if v∗(h) ≥ 0, that is,

if and only if

min{v(ai) : i = 0, 1, . . ., r} ≥ min{v(bj) : j = 0, 1, . . ., s}.

Now, for all i ∈ {0, 1, . . ., r} and j ∈ {0, 1, . . ., s} such that both ai and bj
are nonzero, set:

Fij :=

{
ai
bj
,
aλ
ai
,
bµ
bj

: λ = 0, 1, . . ., r, µ = 0, 1, . . ., s

}
.

We claim that that ϕ(B
Zar0(K(T ))
h ) =

⋃
i,j B

Zar(K)
Fij

(the argument will be sim-

ilar to that given in the proof of [16, Lemma 1]). As a matter of fact, let

V ∈ ϕ(B
Zar0(K(T ))
h ). This means that h ∈ V (T ) and, by the discussion

above, this is equivalent to the inequality v(ai∗) ≥ v(bj∗), where v(ai∗) =
min{v(ai) : i = 0, . . ., r} and v(bj∗) = min{v(bj) : j = 0, . . ., s}. It fol-

lows immediately that V ∈ BZar(K)
Fi∗j∗

. Conversely, let i, j such that ai, bj 6= 0

and such that V ⊇ Fij. This means that v(ai) ≥ v(bj), v(aλ) ≥ v(ai) and
v(bµ) ≥ v(bj), for each (λ, µ) ∈ {0, . . ., r}×{0, . . ., s}. It follows, in particular,
that v(ai) = min{v(aλ) : λ = 0, . . ., r} and v(bj) = min{v(bµ) : µ = 0, . . ., s}.
Then, the inequality v(ai) ≥ v(bj) and the discussion at the beginning of the

proof of (2) imply h ∈ V (T ), that is, V ∈ ϕ(B
Zar0(K(T ))
h ). By the equality

proved now, it follows that the continuous bijective map ϕ|Zar0(K(T )) is open,
and so it is a homeomorphism.

2.21 Proposition. We preserve the notation of Proposition 2.20 and, now,
let Zar(K(T )) and Zar(K) be endowed with the ultrafilter topology. Then, the
canonical (surjective) mapping ϕ : Zar(K(T ))ultra −→ Zar(K)ultra is contin-
uous and (hence) closed. In particular, ϕ|Zar0(K(T )) is a homeomorphism of
Zar0(K(T ))ultra onto Zar(K)ultra.

Proof. . Set

Q := {BZar(K)
F : F ∈ Bfin(K)}, Q′ := {BZar(K(T ))

F : F ∈ Bfin(K(T ))}

Since, as observed before, ϕ−1(B
Zar(K)
F ) = B

Zar(K(T ))
F , it follows immediately

that {ϕ−1(Y ) : Y ∈ Q} ⊆ Q′. Then, the first statement is a consequence
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of Remark 3.6(4) and Proposition 3.15. Note that ϕ is closed, again by [18,
Chapter XI, Theorem 2.1]. Finally, last statement follows keeping in mind
that the restriction of ϕ to Zar0(K(T )) is bijective.

Now, we recall the following key notion introduced by Halter-Koch [34,
Definition 2.1], providing an axiomatic approach to the theory of Kronecker
function rings.

2.22 Definition. Let K be a field, T an indeterminate over K, and S a
subring of K(T ). We call S a K–function ring (after Halter-Koch) if T and
T−1 belong to S and, for each nonzero polynomial f ∈ K[T ], f(0) ∈ f(T )S.

We collect in the next proposition several properties of K–function ring
that will be useful in the following.

2.23 Proposition. Let K be a field, T an indeterminate over K and let S
be a subring of K(T ). Assume that S is a K–function ring.

(1) If S ′ is subring of K(T ) containing S, then S ′ is also a K–function
ring.

(2) If S is a nonempty collection of K–function rings (in K(T )), then⋂
S is a K–function ring.

(3) S is a Bézout domain with quotient field K(T ).

(4) If f := f0 + f1T + . . .+ frT
r ∈ K[T ], then (f0, f1, . . ., fr)S = fS.

(5) For every valuation domain V of K, V (T ) is a K–function ring.

Proof. (1), (2), (3) and (4) were proved in [34, Remarks at page 47 and
Theorem (2.2)]. To prove (5), observe that, if v is the valuation associated
to V and v∗ is the trivial extension of v to K(T ) [29, page 218], then
v∗(T ) = v(1) = 0 or, equivalently, T is invertible in V (T ). Moreover, if
f := f0 + f1T + . . . + frT

r ∈ K[T ], then v∗(f) ≤ v(f0) = v∗(f0), and so
f(0) = f0 ∈ fV (T ).

The following fact provides a slight generalization of [36, Theorem 2.3]
and its proof is similar to that given by O. Kwegna Heubo, which is based
on the work by Halter-Koch [34].
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2.24 Proposition. Let K be a field, T an indeterminate over K and R
a K–function ring. Then, Zar(K(T )|R) = Zar0(K(T )|R) (i.e., for every
valuation domain W ∈ Zar(K(T )|R), W = (W ∩K)(T )).

Proof. Let W be a valutation overring of R. First, observe that V := W ∩K
is a valuation ring of K [29, Theorem 19.16(a)]. Now, let v be a valuation of
K defining V and let f := f0+f1T+. . .+frT

r ∈ K[T ], f 6= 0. By Proposition
2.23(1), since R ⊆ W , W is a K–function ring. Let w be a valuation of K(T )
defining W , since T and T−1 belong to W , we have w(T ) = 0. Moreover,
w|K = v and so w(f) ≥ inf{w(fi) : i = 0, 1, . . ., r} = inf{v(fi) : i =
0, 1, . . ., r}.

On the other hand, by Proposition 2.23(4), fR = f0R + f1 + . . . + frR,
and thus fi ∈ fR, for every i = 0, 1, . . ., r. Since R ⊆ W , we have fi ∈ fW
and thus w(fi) = v(fi) ≥ w(f), for every i = 0, 1, . . ., r. Therefore, w(f) =
inf{v(fi) : i = 0, 1, . . ., r}. This proves that w = v∗, and hence W is the
trivial extension of V in K(T ).

2.25 Proposition. Let K be a field, T an indeterminate over K, and R a
subring of K(T ). Then, the following conditions are equivalent.

(i) R is a K−function ring.

(ii) R is an integrally closed in K(T ) and Zar(K(T )|R) = Zar0(K(T )|R).

Proof. (i)⇒(ii) is already known (Propositions 2.23(3) and 2.24).
(ii)⇒(i). Since R is integrally closed in K(T ), the equality Zar(K(T )|R) =
Zar0(K(T )|R) imply R =

⋂
Zar0(K(T )|R). Now, the conclusion is clear, by

Proposition 2.23(2, 5).

2.26 Remark. Let K be a field, T an indeterminate over K, and set R0 :=⋂
{V (T ) : V ∈ Zar(K)}. Then, by Propositions 2.23(2) and 2.24, it follows

that
Zar0(K(T )) = Zar(K(T )|R0).

In particular, Zar0(K(T )) is a closed subspace of Zar(K(T ))ultra, in view of
Theorem 2.14(2).

As a consequence of Propositions 2.20(2), 2.21 and 2.24, we deduce im-
mediately the following.
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2.27 Corollary. Let K be a field, T an indeterminate over K and R(⊆
K(T )) a K–function ring. Then, the canonical map ϕ : Zar(K(T )|R) −→
Zar(K), W 7→ W ∩K, is a topological embedding, with respect to both Zariski
topologies and ultrafilter topologies.

As an application of the previous corollary we reobtain in particular [36,
Corollary 2.2, Proposition 2.7 and Corollary 2.9]. More precisely,

2.28 Corollary. Let K be a field, A any subring of K and T an indeter-
minate over K. Then,

(1) Kr(K|A) :=
⋂
{V (T ) : V ∈ Zar(K|A)} is a K–function ring.

(2) The canonical map ϕ : Zar(K(T )|Kr(K|A))zar −→ Zar(K|A)zar, W 7→
W ∩K, is a homeomorphism.

(3) The canonical map ψ : Spec(Kr(K|A)))zar −→ Zar(K|A)zar, p 7→ Kr(K|A)p∩
K, is a homeomorphism. In particular, Zar(K|A)zar is a spectral space.

Proof. (1) By Proposition 2.23(2 and 5), Kr(K|A) is a K–function ring (in
K(T )).

(2) Let R := Kr(K|A), then clearly R ∩ K coincides with the integral
closure Ā of A in K, and therefore ϕ(Zar(K(T )|R)) = Zar(K|A). Now, (2)
follows immediately from Corollary 2.27.

(3) Recall that, if A is a Prüfer domain and K is the quotient field of A, by
[16, Proposition 2.2], Zar(K|A)zar is canonically homeomorphic to Spec(A)zar

(under the map V 7→ mV ∩A, where mV is the maximal ideal of the valuation
domain V of K containing A). Now, the conclusion follows immediately,
since Kr(K|A) is a Prüfer domain with quotient field K(T ) (Proposition
2.23(3)).

2.29 Remark. Observe that the noteworthy progress provided by Corollary
2.28 concerns the case where A is a proper subfield of K. As a matter of fact,
if A is an integrally closed domain and K is its quotient field, the statements
(2) and (3) of Corollary 2.28 were already proved in [16, Theorem 2].

An “ultrafilter-type” version of the previous corollary can also be deduced
from Corollary 2.27.

2.30 Corollary. Let K be a field, A any subring of K, T an indeterminate
over K, and let Kr(K|A) be as in Corollary 2.28.
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(1) The canonical map ϕ : Zar(K(T )|Kr(K|A))ultra −→ Zar(K|A)ultra, de-
fined by W 7→ W ∩K, is a homeomorphism.

(2) The canonical map ψ : Spec(Kr(K|A)))ultra −→ Zar(K|A)ultra, defined
by p 7→ Kr(K|A)p ∩K, is a homeomorphism.

Proof. (1) As observed in the proof of Corollary 2.28(1), Kr(K|A) is a K–
function ring, hence this statement follows from Corollary 2.27.

(2) is a consequence of (1), Theorem 2.17 and Remark 2.18.

2.4 Applications

In this section, we give some applications of the previous results to the repre-
sentations of integrally closed domains as intersections of valuation overrings.

2.31 Proposition. Let K be a field, A be a subring of K and U be a subset
of Z := Zar(K|A). Let Y ′ and Y ′′ be two subsets of a given subset U of Z
and assume that their closures in U , with the subspace topology induced by
the ultrafilter topology of Z, coincide, i.e., Adultra(Y ′)∩U = Adultra(Y ′′)∩U .
Then,

⋂
{V ′ : V ′ ∈ Y ′} =

⋂
{V ′′ : V ′′ ∈ Y ′′}. In particular, for each subset

Y of Z, ⋂
{V : V ∈ Y } =

⋂
{W : W ∈ Adultra(Y )}.

Proof. Assume, by contradiction, that there is an element x0 ∈
⋂
{V ′ : V ′ ∈

Y ′} \
⋂
{V ′′ : V ′′ ∈ Y ′′}, and pick a valuation domain V0 ∈ Y ′′ such that

x0 /∈ V0. By Theorem 2.14(2), the set Ω := U \ Bx0 is an open subset of U ,
with respect to the subspace topology induced by Zultra, and it contains V0.
Since V0 ∈ Y ′′ ⊆ Adultra(Y ′′)∩U = Adultra(Y ′)∩U and V0 6∈ Y ′, then Ω∩Y ′ is
nonempty. This implies that there exists a valuation domain V ′ ∈ Y ′ such
that x0 /∈ V ′, a contradiction.

2.32 Definition. Let Σ be a collection of subrings of a field K, having K as
quotient field. We say that Σ is locally finite if each nonzero element of K is
noninvertible in at most finitely many of the rings belonging to Σ. Moreover,
we say that the ring

⋂
Σ is a locally finite intersection of the collection Σ.

The following easy result will provide a class of integral domains for which
the equality

⋂
{V ′ : V ′ ∈ Y ′} =

⋂
{V ′′ : V ′′ ∈ Y ′′} does not imply, in general,

that Adultra(Y ′) = Adultra(Y ′′).

81



2.33 Lemma. Let K be a field and A be a subring of K. If Σ is an infinite
and locally finite subset of Z := Zar(K|A), then Adultra(Σ) = Σ ∪ {K}.

Proof. By Proposition 2.16 and Remark 2.11, it is enough to show that
K = AU (= {x ∈ K : Bx ∩ Σ ∈ U }), for every nontrivial ultrafilter U
on Σ. By contradiction, assume that there exists an element x0 ∈ K \ AU .
Then, Σ \Bx0 ∈ U , and so it is infinite, since U is nontrivial (an ultrafilter
containing a finite set is trivial, by Lemma 2.2(5)(ii)). This implies that
x0 is noninvertibile in infinitely many valuation domains belonging to Σ, a
contradiction.

As a consequence of the previous lemma, we have that, if an integral
domain admits two distinct infinite and locally finite representations as in-
tersection of valutation domains, then the converse of Proposition 2.31 does
not hold. An explicit example is given next.

2.34 Example. Let k be a field and let T1, T2, T3 be three indeterminates.
Let B be the two-dimensional, local domain k(T3)[T1, T2](T1,T2) and let mB

be the maximal ideal of B, i.e., B = k(T3) + mB. Now, let V be (the rank
1 discrete) valuation domain defined by V := k[T3](T3) and let A be the
pullback domain given by

A := V + mB = k[T3](T3) + (T1, T2)k(T3)[T1, T2](T1,T2).

Our goal is to represent A as a locally finite intersection of valuation domains
in two different ways. In fact, we can use one description to generate an
infinite number of different such representations.

First, note that B can be represented as an intersection of DVR’s which
are obtained by localizing at its height-one primes, i.e., B =

⋂
{Bp : p ∈

Spec(B), ht(p) = 1}. It is well known that this collection is locally finite.
Now, note that A is a local domain with maximal ideal nA := T3k[T3](T3) +
(T1, T2)k(T3)[T1, T2](T1,T2). Choose any valuation overring W of A such that
nW (the maximal ideal of W ) is generated by T3 and lies over the maximal
ideal of A. It is easy to see that many such valuation domains of the field
k(T1, T2, T3) exist (e.g., let W ′ be a valuation overring of B with maximal
ideal m′ lying over mB and such that the residue field W ′/m′ is canonically
isomorphic to k(T3), which is the residue field B/mB, then the domain V +m′,
with V as in the previous paragraph, can serve as the desired domain W ).
Now, the intersection R :=

⋂
{Bp : p ∈ Spec(B), ht(p) = 1}

⋂
W is clearly a
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locally finite intersection. We claim that any choice, as above, of the domain
W will yield R = A.

To prove our claim, we note first that it is obvious that R is an overring
of A. So, we need to prove that R ⊆ A. Observe that the ideal mB is an
ideal of A as well as of B. It follows easily that mB is a prime ideal of R,
since R ⊂ B. Then, given an element r ∈ R, we can write r = ψ + f , where
ψ ∈ k(T3) and f ∈ mB. However, f ∈ mB ⊆ W and so ψ ∈ W . It is clear
though that W ∩ k(T3) = V . It follows that ψ ∈ V and so r ∈ A. Hence,
we have proven that R ⊆ A.

The following Proposition is the key step to prove the main results of the
section.

2.35 Proposition. Let A be a Prüfer domain and K be the quotient field
of A. Let Y be a subset of Z := Zar(K|A) such that A =

⋂
{V : V ∈ Y }, and

let γ : Zar(K|A) −→ Spec(A), be the canonical map (as in Theorem 2.17).
Then, γ−1(Max(A)) ⊆ Adultra(Y ).

Proof. Let m be a maximal ideal of A. Since A is a Prüfer domain, the
t-operation on A coincides with the identity [29, Theorem 22.1(3)], thus
obviously m is a t−maximal t−ideal of A. Now, we are able to apply [11,
Proposition 2.8(ii)] and, so, there exists an ultrafilter U ∈ βY such that

m = {x ∈ A : γ−1(V (x)) ∩ Y ∈ U }.

On the other hand, the collection of subsets

V := {X ′ ⊆ γ(Y ) : γ−1(X ′) ∩ Y ∈ U }

of γ(Y ) is an ultrafilter on γ(Y ) (precisely, with the notation of Lemma
2.2(4), V = Uγ, where for simplicity we have still denoted by γ the map
γ|Y : Y → γ(Y )) and, moreover,

pV := {x ∈ A : V (x) ∩ γ(Y ) ∈ V }
= {x ∈ A : γ−1(V (x) ∩ γ(Y )) ∩ Y ∈ U }
= {x ∈ A : γ−1(V (x)) ∩ Y ∈ U } = m .

Moreover, if AU is the ultrafilter limit valuation domain of K associated
to U ∈ βY (i.e., AU = {x ∈ K : Bx ∩ Y ∈ U }), then by [11, Proposition
2.10(i)], we have γ(AU ) = pV = m. Therefore, by applying Proposition

83



2.9, Max(A) ⊆ Adultra(γ(Y )) Since γ is continuous and closed with respect
to the ultrafilter topology (Theorem 2.17), it follows that Adultra(γ(Y )) =
γ(Adultra(Y )). Moreover, since A is a Prüfer domain, by [16, Proposition
2.2] γ is also injective and, hence, γ−1(Max(A)) ⊆ Adultra(Y ).

Let A be a domain, K be the quotient field of A, and T be an inde-
terminate over K. For each subset Y of Z := Zar(K|A), we denote by
Y0 := {V (T ) : V ∈ Y }. Recall that, in Corollary 2.28(1), we introduced a
general form of the Kronecker function ring, by setting Kr(K|A) =

⋂
{V (T ) :

V ∈ Z} =
⋂
Z0 =: Kr(Z). Now, we can extend this notion for Y ⊆ Z, by

setting

Kr(Y ) :=
⋂

Y0 =
⋂
{V (T ) : V ∈ Y }

which is called the K–function ring associated to Y . In particular, Kr(Z) =
Kr(K|A). We recall that an integrally closed domain A is a vacant domain
if, for each Y ⊆ Z such that A =

⋂
Y , then Kr(Y ) = Kr(Z) [19, Definition

2.1.11].

2.36 Remark. Let K be a field and A be a subring of K. If Y is a subset
of Zar(K|A), then Y ↑ := {V ∈ Zar(K|A) : V ⊇ W, for some W ∈ Y } is the
Zariski–generic closure of Y in Zar(K|A)zar.

2.37 Theorem. Let K be a field and C a closed subset of Zar(K)ultra. Let
(C↑)0 = {W (T ) : W ∈ C↑}. Then, Zar(K(T )|Kr(C)) = (C↑)0.

Proof. The inclusion ⊇ is obvious. Conversely, let W̃ ∈ Zar(K(T )|Kr(C)).

By Proposition 2.24, we can suppose that W̃ = W (T ), for some W ∈
Zar(K). We want to show that W ⊇ V , for some V ∈ C. Let ϕ :
Zar(K(T )) −→ Zar(K) be the canonical map (Corollary 2.20). Since the
function ϕ|Zar0(K(T )) : Zar0(K(T ))ultra −→ Zar(K)ultra is an homeomorphism
(Proposition 2.21), then the set

ϕ|Zar0(K(T ))
−1(C) = {V (T ) : V ∈ C} = C0

is closed both in Zar0(K(T ))ultra and Zar(K(T ))ultra (Remark 2.26). Let the
map γ : Zar(K(T )|Kr(C))ultra −→ Spec(Kr(C))ultra be as in Theorem 2.17.
Since the Kronecker function ring Kr(C) is, in particular, a Prüfer domain
with quotient field K(T ) (Proposition 2.23(3)) then, from Proposition 2.35,
it follows immediately that γ−1(Max(Kr(C))) ⊆ C0. Set A(C) :=

⋂
{V :
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V ∈ C}. Now, by Zorn’s Lemma, we can find a minimal valuation over-
ring of Kr(C) which, by Proposition 2.24, is of the form V ′(T ), for some
V ′ ∈ Zar(K|A(C)), such that W (T ) ⊇ V ′(T ). Then, by applying [29,
Corollary 19.7] (and, again, Proposition 2.24), we have Zarmin(Kr(C)) ⊆
γ−1(Max(Kr(C))). Since, by what we observed above, γ−1(Max(Kr(C))) ⊆
C0, then V ′(T ) ∈ C0.

2.38 Remark. Preserving the notation and assumptions of Theorem 2.37,
then

(C↑)0 = (C0)
↑ := {W̃ ∈ Zar(K(T )) : W̃ ⊇ V (T ), for some V ∈ C} .

As a matter of fact, {W̃ ∈ Zar(K(T )) : W̃ ⊇ V (T ), for some V ∈ C} =

{W̃ ∈ Zar(K(T )|Kr(C)) : W̃ ⊇ V (T ), for some V ∈ C}. By Proposi-
tion 2.24, we have Zar(K(T )|Kr(C)) = Zar0(K(T )|Kr(C)), thus (C0)

↑ =
{W (T ) ∈ Zar(K(T )) : W ∈ Zar(K), W (T ) ⊇ V (T ), for some V ∈ C} =
(C↑)0.

2.39 Remark. Let K be a field and A be a subring of K. If Y is a nonempty
subset of Zar(K|A), then it is immediately seen that ∧Y = ∧Y ↑ . Moreover,
if Y is a compact subset of Zar(K|A)Zar, the subset YMin, consisting of the
minimal elements of Y , is nonempty and it is easy to see that ∧Y ↑ = ∧Y =
∧YMin .

Now, we give an application of the ultrafilter topology for characterizing
when two e.a.b. semistar operations of finite type are equal.

2.40 Theorem. Let A be an integral domain with quotient field K and
Y ′, Y ′′ ⊆ Zar(K|A). Then, the following conditions are equivalent.

(i) (∧Y ′)f = (∧Y ′′)f .

(ii) The sets Adultra(Y ′),Adultra(Y ′′) have the same Zariski–generic closure
in Zar(K|A), i.e., Adultra(Y ′)↑ = Adultra(Y ′′)↑.

Proof. Let T be an indeterminate over K. By [23, Remark 3.5(b)], it is
enough to show that condition (ii) is equivalent to the following

(i′) Kr(A,∧Y ′) = Kr(A,∧Y ′′).
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(ii)⇒(i′). Assume that the equality Adultra(Y ′)↑ = Adultra(Y ′′)↑ holds.
Keeping in mind the notation introduced before Theorem 2.37 and applying
Corollary 2.30(1), it follows easily that, inside Zar(K(T )), Adultra(Y ′0)↑ =
Adultra(Y ′′0 )↑. By using Proposition 2.31 and Remark 2.39, we have⋂

Y ′0 =
⋂

Adultra(Y ′0) =
⋂

Adultra(Y ′0)↑ =
⋂

Adultra(Y ′′0 )↑

=
⋂

Adultra(Y ′′0 ) =
⋂
Y ′′0 ,

and thus Kr(A,∧Y ′) = Kr(A,∧Y ′′), in view of [23, Corollary 3.8].
(i′)⇒(ii). Set B := Kr(A,∧Y ′) = Kr(A,∧Y ′′). By using [23, Corollary

3.8], Proposition 2.31, Theorem 2.37 and Remark 2.38, it follows that

Adultra(Y ′0)↑ = Zar(K(T )|B) = Adultra(Y ′′0 )↑,

and thus the conclusion is clear, again by Corollary 2.30(1).

2.41 Corollary. Let A be an integrally closed domain. Then, the following
conditions are equivalent.

(i) A is a vacant domain.

(ii) For each representation Y ⊆ Zar(K|A) of A (i.e.,
⋂
Y = A), then

Adultra(Y )↑ = Zar(K|A).

Proof. Set Z := Zar(K|A).
(i)⇒(ii). Assume A vacant and take a subset Y ⊆ Z such that

⋂
Y = A.

By [23, Proposition 3.3], we have Kr(A,∧Y ) = Kr(Y ) = Kr(Z) = Kr(A, b),
and thus

(∧Y )f = b = ∧Z = (∧Z)f .

The conclusion follows immediately from Theorem 2.40.
(ii)⇒(i). Take a subset Y of Zar(K|A) such that

⋂
Y = A. By assump-

tion and Theorem 2.40, it follows that (∧Y )f = (∧Z)f = ∧Z = b, and thus
Kr(Y ) = Kr(A,∧Y ) = Kr(A,∧Z) = Kr(Z). This proves that A is vacant.

From the previous theorem, we deduce immediately the following

2.42 Corollary. Let A be an integrally closed domain. If each represen-
tation of A is dense in Zar(K|A)ultra, then A is a vacant domain.
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2.43 Example. LetK be a field and T1, T2 two indeterminates overK. Con-
sider the pseudo-valuation domain A := K+T2K(T1)[T2](T2) with associated
valuation domain V := K(T1)[T2](T2) of K(T1, T2). Let p : V → K(T1) be the
canonical projection of V onto its residue field K(T1) and so A = p−1(K).
Then, by [29, Exercise 12, page 409], the domain A is a vacant domain.
It is easily seen that the set C := {p−1(W ′) : W ′ ∈ Zar(K(T1)|K)} ⊂
Zar(K(T1, T2)|A) is a representation of A, and that it is closed, with re-
spect to the ultrafilter topology of Zar(K(T1, T2)|A), since C = {W ∈
Zar(K(T1, T2)|A) : W ⊆ V } =

⋂
z∈K(T1,T2)\V (Zar(K(T1, T2)|A) \ Bz) =

Adzar({V }). Thus, the converse of the previous Corollary 2.42 does not hold
in general .

Let T be an indeterminate over K(T1, T2). Note that this example shows
also that, in the statement of Theorem 2.37, we need to consider C↑ and not
just C, since in this case

Zar(K(T ;T1, T2)|Kr(A,∧C)) = Zar(K(T ;T1, T2)|Kr(C)) = (C↑)0 ) C0.

The next result will be crucial in the last part of the section.

2.44 Lemma. Let K be a field, A be a subring of K, and Y be a compact
subspace of Zar(K|A)zar. Then, Y ↑ is a closed (or, equivalently, compact)
subspace of Zar(K|A)ultra.

Proof. Let Q be the natural basis of Zar(K|A)zar. Recall that the ultrafilter
topology on Zar(K|A) is identical to the Q−ultrafilter topology (Remark
3.6(4)). It is now enough to apply Proposition 3.21.

Now, we prove that the property of being “complete” for a semistar oper-
ation can be caracterized by a“compactness” property for a suitable subspace
of the Zariski-Riemann surface.

2.45 Theorem. Let A be an integral domain with quotient field K and ?
be a semistar operation on A. Then, the following conditions are equivalent.

(i) ? is e.a.b. of finite type.

(ii) ? is complete.

(iii) There exists a closed subset Y of Zar(K|A)ultra such that Y = Y ↑ and
? = ∧Y .
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(iv) There exists a compact subspace Y ′ in Zar(K|A)ultra such that ? = ∧Y ′.

(v) There exists a compact subspace of Y ′′ of Zar(K|A)zar such that ? =
∧Y ′′.

Proof. (i)⇔(ii) depends on the fact that if ? is e.a.b., then ?f = b(?) [25,
Proposition 9].

Let T be an indeterminate on K and let ϕ : Zar(K(T )) −→ Zar(K) be
the canonical surjective map, defined in Proposition 2.20.

(ii)⇒(iv). By [24, Theorem 3.5], Zar?(K|A) = ϕ(Zar(K(T )|Kr(A, ?))),
and thus (by Proposition 2.21) it is closed in Zar(K|A)ultra or, equivalently,
compact, in the compact Hausdorff space Zar(K|A)ultra. Then, the conclusion
follows by taking Y ′ := Zar?(K|A) (since, by definition, b(?) = ∧Zar?(K|A)).

(iv)⇒(ii). As observed above the compact subspaces of Zar(K|A)ultra are
exactly the closed subsets. Take a closed set Y ′ of Zar(K|A)ultra such that
? = ∧Y ′ . Set Y ′↑ := {W ∈ Zar(K|A) : W ⊇ V, for some V ∈ Y ′}. By
[23, Corollary 3.8], we have Kr(A,∧Y ′) =

⋂
{V (T ) : V ∈ Y ′} =: Kr(Y ′).

On the other hand, since Y ′ is closed, by Theorem 2.37, it follows that
Zar(K(T )|Kr(A,∧Y ′)) = (Y ′↑)0 = {W (T ) : W ∈ Y ′↑}. Therefore, as above
(by [24, Theorem 3.5]), Zar∧Y (K|A) = ϕ(Zar(K(T )|Kr(A,∧Y ))) = Y ↑ and
so Y ↑ is also a closed subspace of Zar(K|A)ultra. Since by definition b(∧Y ) =
∧Zar∧Y (K|A) = ∧Y ↑ , then the conclusion is immediate, by Remark 2.39.

(iii)⇒(iv) is trivial since, as observed above, closed coincides with com-
pact in Zar(K|A)ultra.

(iv)⇒(v) is obvious, by Theorem 2.14(1).
(v)⇒ (iii). Take a set Y ′′ as stated in (v). Then, (iii) follows immediately

from Lemma 2.44 and Remark 2.39, by taking Y := Y ′′↑.

2.46 Corollary. Let A be an integral domain and K its quotient field.
Let Y be a subset of Zar(K|A) and set Ŷ := Adultra(Y )↑. Then,

(∧Y )f = ∧Ŷ = ∧Adultra(Y ).

Proof. In view of Lemma 2.44, Ŷ is closed, with respect to the ultrafilter
topology. Thus ∧Ŷ is of finite type, by Theorem 2.45, and hence the equality

(∧Y )f = ∧Ŷ follows immediately by Theorem 2.40 since Adultra(Y )↑ = Ŷ ↑(=

Adultra(Ŷ ↑)). Moreover, the semistar operation ∧Adultra(Y ) is of finite type,
by Theorem 2.45, and thus the last equality follows by applying Theorem
2.40.
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The next example illustrates the possibility that the sets Y, Y ′ and Y ′′

in Theorem 2.45 can form a proper chain of sets.

2.47 Example. Let k be a field and T1, T2 two indeterminates over k. Let A
be the two-dimensional, integrally closed, local domain k[T1, T2](T1,T2) with
quotient field K := k(T1, T2). Let ? be the b–operation on A. It is well
known that the b–operation is an e.a.b. operation of finite type. Hence, it
satisfies the equivalent conditions of Theorem 2.45. Our goal is to show that
there is a great deal of flexibility in the choice of the sets Y, Y ′ and Y ′′ in the
theorem. First, note that if the valuation domains in Zar(K|A) are ordered by
inclusion, then any chain is finite [29, Corollary 30.10] and, hence, obviously
there are minimal elements. Any such minimal valuation overring V will
necessarily have maximal ideal MV lying over the maximal ideal (T1, T2) of
A. The standard definition of the b–operation involves extending an ideal
(or, more generally a sub-A-module of K) to all valuation overrings. It is
clearly sufficient to extend to just those valuation overrings that are minimal.
So, any subcollection of Zar(K|A) which contains all the minimal elements
will generated the b–operation. It is not clear that the collection of minimal
valuation overrings is closed under the Zariski or the ultrafilter topology.

• Consider the members of Zar(K|A) which do not contain the elements
1
T1
, 1
T2

. This is a closed, quasi-compact subset of Zar(K|A)zar. It can
also be thought of as being those valuation domains in Zar(K|A) whose
maximal ideal dominates (T1, T2) in A. Hence, it contains the minimal
valuation overrings and is sufficient to generate the b operation. We
can let this collection be denoted by Y ′′ in Theorem 4.14.

• The set Y ′′, described above, is a (proper) closed subset of Zar(K|A)zar.
Hence, it is also closed in Zar(K|A)ultra. Moreover, any closed subset of
Zar(K|A)ultra is compact. Hence, to obtain our set Y ′, we can choose
any closed subset of Zar(K|A)ultra which contains Y ′′. Since any single
point is closed in Zar(K|A)ultra, we can let Y ′ be the union of Y ′′ and
any other single valuation overring, for example, the localization of A
at a height-one prime.

• The set Y should contain all overrings of its members. An obvious
choice then is to let Y be all of Zar(K|A)ultra. Since this is the en-
tire space it is trivially closed (in Zar(K|A)ultra) and generates the b–
operation.
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This then gives three different sets Y ′′ ⊂ Y ′ ⊂ Y with the notation of
Theorem 2.45, all associated with the same (semi)star operation.

Let K be a field, A be a subring of K and set, as usual, Z := Zar(K|A).
Following [40], define the inverse (or dual) topology of Zar(K|A), with respect
to the Zariski topology, the topology on Zar(K|A) having as basis of closed
sets the collection of all the quasi-compact open subspaces of Zzar. We shall
denote by Z inv the set Z endowed with the inverse topology. The name of
this topology is due to the following fact, clear by [40, Proposition 8].

2.48 Proposition. Let K be a field and let A be a subring of K. If V,W ∈
Zar(K|A), then V ∈ Adzar({W}) (i.e., W 4 V in the ordering induced on
Z by the Zariski topology) if and only if W ∈ Adinv({V }) (i.e., V 4′ W in
the ordering induced on Z by the inverse topology).

2.49 Remark. Let K be a field and A be a subring of K. If C is a closed
subset of Zar(K|A)inv, then C = C↑. In fact, it is easy to see that the
order relation “ 4′ ” on Z (with the inverse topology) coincides with the
set-theoretic inclusion “ ⊆ ” and, by Proposition 2.48, it follows that

C↑ = {W ∈ Zar(K|A) : W ∈ Adinv({V }), for some V ∈ C}
{W ∈ Zar(K|A) : V 4′ W, for some V ∈ C},

that is, C↑ is the closure under specializations of C, with respect to the
inverse topology. Then, it is enough to use the fact that each closed set in
any topological space is stable under specializations.

2.50 Proposition. Let K be a field and A be a subring of K. Then, for
each subset Y of Z := Zar(K|A), we have Adinv(Y ) = (Adultra(Y ))↑.

Proof. Let Y be a subset of Z. Since each quasi-compact open subset of Zzar

is a finite union of sets of the form BF (with F ∈ Bfin(K)), then it follows
immediately from Theorem 2.14(2) that the inverse topology is coarser than
the ultrafilter topology, and thus Adultra(Y ) ⊆ Adinv(Y ). Moreover, keep-
ing in mind the previous Remark 2.49, we have (Adultra(Y ))↑ ⊆ Adinv(Y ).
Conversely, take a valuation domain V ∈ Adinv(Y ), and set

FV := {(Z \Bx) ∩ Adultra(Y ) | x ∈ K \ V }.

Given x1, x2, . . ., xn ∈ K \ V , then, by definition, Ω :=
⋂n
i=1(Z \ Bxi) is an

open neighborhood of V in Z inv, and, since V ∈ Adinv(Y ), we have Ω∩Y 6= ∅.
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It follows immediately that FV is a collection of closed subsets of the compact
space Adultra(Y ) (see Theorem 2.14(5)), with the finite intersection property.
Then, we can find a valuation domain W ∈

⋂
FV (⊆ Adultra(Y )). In order

to conclude, we show that W ⊆ V . If not, let y ∈ W \ V . Then, the
set (Z \ By) ∩ Adultra(Y ) ∈ FV , and hence, in particular, W ∈ (Z \ By) ∩
Adultra(Y ) ⊆ Z \By. But, this contradicts the fact that y ∈ W and, thus,
the statement is completely proved.

By using the previous proposition, we can restate Corollaries 2.41 and
2.46 as follows:

2.51 Corollary. Let A be an integrally closed domains and K be its quo-
tient field. Then, the following conditions are equivalent.

(i) A is a vacant domain.

(ii) Each representation of A is dense in Zar(K|A), with respect to the
inverse topology.

2.52 Corollary. Let A be an integral domain and K its quotient field.
Let Y be a subset of Zar(K|A). Then, (∧Y )f = ∧Adinv(Y ).

2.53 Example. Let A be an integral domain, K be its quotient field and
Y be a subset of Zar(K|A). It is not true, in general, that (∧Y )f = ∧Adzar(Y ).
As a matter of fact, take, for example, a valuation overring W of A that is
not minimal, pick a valuation overring V of A such that V ( W , and set
Y := {W}. Then, by Theorem 2.45, ∧Y is of finite type, but ∧Y 6= ∧Adzar(Y ).
In fact, otherwise, by Theorem 2.40 it follows

{W}↑ = Adultra(Y )↑ = Adultra(Adzar(Y ))↑ = {V ′ ∈ Zar(K|A) : V ′ ⊆ W}↑,

but V ∈ {V ′ ∈ Zar(K|A) : V ′ ⊆ W}↑\{W}↑, a contradiction.
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Chapter 3

Appendix

We preserve notation and conventions given in the previous chapters.
Let X be a set and F be a given nonempty collection of subsets of X.

For each Y ⊆ X and each ultrafilter U on Y , we define

YF(U ) := {x ∈ X : [∀F ∈ F , x ∈ F ⇐⇒ F ∩ Y ∈ U ]}.

Since F will be always a fixed collection of sets, we will denote the set YF(U )
simply by Y (U ), when no confusion can arise.

3.1 Example. Let X be a set, F be a nonempty collection of subsets of X
and Y be a subset of X.

(1) If y ∈ Y and βyY is, as usual, the trivial ultrafilter on Y generated by y,
then y ∈ YF(βyY ).

(2) Let A be a ring, Y be a subset of Spec(A) and U be an ultrafilter on Y .
Set, as in 2.0.6,

pU := {x ∈ A : V (x) ∩ Y ∈ U }
Then, if P := {Da : a ∈ A} is the collection of all principal open subsets
of Spec(A), then, by definitions, YP(U ) = {pU }.

(3) Let K be a field and A be a subring of K. Let Q := {BF : F ∈ Bfin(K)}
be the natural basis of open sets of the Zariski topology of Zar(K|A).
If Y is a subset of Zar(K|A) and U is an ultrafilter on Y , set as in
Proposition 2.10,

AU := {x ∈ K : Bx ∩ Y ∈ U }

Then, as in (2), we have YQ(U ) = {AU }.
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3.2 Definition. Let X be a set and F be a nonempty collection of subsets
of X. Then, we say that a subset Y of X is F−stable under ultrafilters if
Y (U ) ⊆ Y , for each ultrafilter U on Y .

3.3 Example. Let A be a ring (resp. K be a field and S be a subring
of K). Keeping in mind the notation and the statements given in Example
3.1. it follows immediately that a subset Y of Spec(A) (resp. Zar(K|A)) is
P−stable under ultrafilters (resp. Q−stable under ultrafilters) if and only if
it is closed in the ultrafilter topology of Spec(A) (resp. Zar(K|A)).

The following easy and technical lemma will allow us to show that the
ultrafilter topology is a very particular case of a more general construction.

3.4 Lemma. Let X be a set, F be a given nonempty collection of subsets of
X and Y ⊆ Z ⊆ X. Let U be an ultrafilter on Y , T ∈ U and, as in Lemma
2.2(3,4) of Chapter 2, set

UT := {U ∩ T : U ∈ U } U Z := {Z ′ ⊆ Z : Z ′ ∩ Y ∈ U }

Then we have
Y (U ) = T (UT ) = Z(U Z).

Proof. We shall prove only the inclusion Y (U ) ⊆ T (UT ). The others are
shown with the same straightforward arguments. Let x ∈ Y (U ) and F ∈ F .
We need to show that x ∈ F if and only if F ∩ T ∈ UT . Assume x ∈ F .
Then, F ∩ Y ∈ U and F ∩ T = (F ∩ Y ) ∩ T ∈ UT , by definition. Assume
F ∩ T ∈ UT . Since UT ⊆ U and F ∩ T ⊆ F ∩ Y , then F ∩ Y ∈ U and thus
x ∈ F .

3.5 Proposition. Let X be a set and F be a nonempty collection of subsets
of X. Then, the family of all the subsets of X that are F−stable under
ultrafilters is the collection of the closed sets for a topology on X. We will
call it the F−ultrafilter topology on X, and denote by X

F−ultra
the set X

endowed with the F−ultrafilter topology.

Proof. Let C,C0 be F−stable under ultrafilters subsets of X, and U be an
ultrafilter on Y := C ∪C0. By Lemma 2.2(3,5), we can assume that C ∈ U .
Then, by hypothesis and Lemma 3.4, we have Y (U ) = C(UC) ⊆ C ⊆ Y ,
and thus Y is F−stable under ultrafilters.
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Now, let G be a collection of F−stable under ultrafilters subsets of X and
let U be an ultrafilter on Z :=

⋂
G. For each C ∈ G, we have C(U C) =

Z(U ) (by Lemma 3.4), and thus Z(U ) ⊆ Z. This complete the proof.

3.6 Remark. Let X be a set.

(1) The B(X)−ultrafilter topology on X is the discrete topology on X.

(2) The {X}−ultrafilter topology on X is the chaotic topology.

(3) Let A be a ring and P the collection of all principal open subsets of
X := Spec(A). Then, the P−ultrafilter topology of X is equal to the
ultrafilter topology studied in [26].

(4) Let K be a field, A be a subring of K and Q be the natural basis of
open sets for the Zariski topology on Zar(K|A). Then, the Q−ultrafilter
topology is equal to the ultrafilter topology on Zar(K|A).

(5) If F ⊆ G are collections of subsets of X, then the G−ultrafilter topology
is finer or equal than the F−ultrafilter topology. Infact, for each subset
Y of X and each ultrafilter U on Y , we have YG(U ) ⊆ YF(U ).

3.7 Proposition. Let X be a set and F be a nonempty collection of subsets
of X. Set

F] :=
{⋂
G : G ∈ Bfin(F)

}
F ] :=

{⋃
G : G ∈ Bfin(F)

}
F− := {X\F : F ∈ F}.

Then, the F−ultrafilter topology, the F]−ultrafilter topology, the F ]−ultrafilter
topology and the F−ultrafilter topology are the same.

Proof. By Remark 3.6(5) and the obvious inclusion F ⊆ F ], it is enough to
show that the F ]−ultrafilter topology is finer or equal than the F−ultrafilter
topology. Let Y be a F ]−stable under ultrafilter subset of X, U be an
ultrafilter on Y , x ∈ YF(U ), G := {F1, . . ., Fn} ∈ Bfin(F) and G :=

⋂
G.

We want to show that x ∈ G if and only if G ∩ Y ∈ U . If x ∈ G, then
Fi ∩ Y ∈ U , for i = 1, . . ., n, and thus G ∩ Y ∈ U . Since G ∩ Y ⊆
Fi ∩ Y , for each i = 1, . . ., n, if G∩ Y ∈ U , then it follows immediately that
Fi ∩ Y ∈ U , for i = 1, . . ., n, and thus x ∈ G, by definition. This prove that
YF(U ) ⊆ YF](U ). Thus it is clear that the F−ultrafilter topology and the
F]−ultrafilter topology are the same. By a similar argument it can be shown
that YF(U ) = YF](U ) = YF−(U ). Thus the proof is complete.
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3.8 Corollary. Let X be a set, F be a nonempty collection of subsets of
X and Bool(F) be the boolean subalgebra of B(X) generated by F . Then the
F−ultrafilter topology and the Bool(F)−ultrafilter topology are the same.

Proof. Let Y be a nonempty subset of X and U be an ultrafilter on Y . Keep-
ing in mind the proof of Proposition 3.7, it follows that YF(U ) = YF∪F−(U ).
Thus the F−ultrafilter topology and the (F ∪ F−)−ultrafilter topology are

the same. Since, obviously, Bool(F) =
(

(F ∪ F−)]

)]
, the statement follows

by using Proposition 3.7.

3.9 Proposition. Let X be a set and F be a nonempty collection of subsets
of X. Then, the following statements hold:

(1) Bool(F) ⊆ Clop(X
F−ultra

).

(2) If, for each couple of distinct points x, y ∈ X there exists a set F ∈ F
such that x ∈ F and y /∈ F , then X

F−ultra
is an Hausdorff and totally

disconnected space, and Y (U ) has at most an element, for each Y ⊆ X
and U ∈ βY .

Proof. Since Clop(X
F−ultra

) is a boolean algebra, it is enough to show that
F ⊆ Clop(X

F−ultra
). Pick a set E ∈ F . If U is an ultrafilter on E and

x ∈ E(U ), then the statement x ∈ F ⇐⇒ F ∩ E ∈ U holds for each
F ∈ F , and in particular for F := E. Then, x ∈ E. Thus E is closed in the
F−ultrafilter topology.

Now let V be an ultrafilter on Z := X\E and x ∈ Z(V ). The statement
x ∈ E ⇐⇒ E ∩ Z ∈ V holds and thus x ∈ Z. Then, E is clopen. Thus (1)
is proved.

(2) The fact that X
F−ultra

is an Hausdorff and totally disconnected space
follows immediately by (1) and the extra assumption on F . For the second
part of (2), assume, by contradiction, that there exist distinct elements x, y ∈
Y (U ), and pick, by hypotesis, a set F ∈ F , such that x ∈ F and y /∈ F .
Thus, ∅ = (F ∩ Y ) ∩ (Y \F ) ∈ U .

3.10 Proposition. Let X be a set, F be a nonempty collection of subsets
of X, ∅ 6= Y ⊆ X and U an ultrafilter on Y . Then, for each topology on
X for which F is a collection of clopen sets, Y (U ) is closed. In particular,
Y (U ) is closed in the F−ultrafilter topology.
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Proof. Let x0 ∈ Ad(Y (U )) and E ∈ F . If x0 ∈ E, then E is an open
neighborhood of x0, by assumption, and thus there exists an element y1 ∈
Y (U )∩E. By definition, it follows that, for each F ∈ F , y1 ∈ F ⇐⇒ F∩Y ∈
U , and thus E ∩ Y ∈ U , in particular. Conversely, assume x0 /∈ E. Then,
X\E is an open neighborhood of x0, and thus there exists y2 ∈ Y (U )\E.
Hence, we have E ∩ Y /∈ U . This proves that Y (U ) is closed.

Last part of the statement follows immediately by Proposition 3.9(1).

3.11 Proposition. Let X be a set and F be a nonempty collection of
subsets of X. Then, for each subspace Y of X

F−ultra
, we have

Ad(Y ) =
⋃
{Y (U ) : U ∈ βY }

Proof. Let Y ⊆ X, U ∈ βY , x ∈ Y (U ), and Ω be an open neighborhood
of x. If Y ∩ Ω = ∅, then Y ⊆ Z := X\Ω and, using Lemma 3.4, we have
Y (U ) = Z(U Z) ⊆ Z, since Z is F−stable under ultrafilters. Thus we get
a contradiction, since x ∈ Ω. The inclusion ⊇ follows. Conversely, pick an
element x ∈ Ad(Y ), and set

G := {Ω ∩ Y : Ω open neighborhood of x}.

It is clear that G is a collection of subsets of Y with the finite intersection
property (since x ∈ Ad(Y )), and thus (by Lemma 2.2(1)) there exists an
ultrafilter U ∗ on Y containing G. The conclusion will follow if we show that
x ∈ Y (U ∗). Fix F ∈ F . If x ∈ F , then F is an open neighborhood of
x, by Proposition 3.9(1), and thus F ∩ Y ∈ G ⊆ U ∗. Conversely, assume
F ∩ Y ∈ U ∗. If x /∈ F , then X\F is an open neighborhood of x, again by
Proposition 3.9, and thus (X\F ) ∩ Y ∈ G ⊆ U ∗. It follows that ∅ ∈ U ∗, a
contradiction.

3.12 Theorem. Let X be a set and F be a nonempty collection of subsets
of X. Then, the following conditions are equivalent.

(i) X
F−ultra

is a compact topological space.

(ii) X(U ) 6= ∅, for each ultrafilter U on X.

(iii) If H is a subcollection of G := F ∪ F− with the finite intersection
property, then

⋂
H 6= ∅.
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Proof. (i)=⇒(iii). It is enough to use Proposition 3.9(1) and compactness of
XF−ultra.

(iii)=⇒(ii). Let U be an ultrafilter on X. Assume, by contradiction, that
X(U ) = ∅. This means that, for each x ∈ X there exists a set Fx ∈ F such
that exactly one of the following statements is true

(a) x ∈ Fx and Fx /∈ U .

(b) x /∈ Fx and Fx ∈ U .

Now, for each x ∈ X, set Cx := X\Fx, if x ∈ Fx, and Cx := Fx, if x /∈ Fx.
Then, it is clear that H := {Cx : x ∈ X} is a subcollection of G and that
it has the finite intersection property, since H ⊆ U . Thus, by assumption,
there exists x0 ∈

⋂
H. This is a contradiction, since x ∈ X\Cx, for each

x ∈ X.
(ii)=⇒(i). Let C be a collection of closed subsets of XF−ultra with the

finite intersection property. By Lemma 2.2(1), there exists an ultrafilter U ∗

on X such that C ⊆ U ∗. By assumption, we can pick a point x∗ ∈ X(U ∗).
Now, let C ∈ C. Since C ∈ U ∗, we have x∗ ∈ X(U ∗) = C(U ∗

C) ⊆ C,
keeping in mind Lemma 3.4. Thus x∗ ∈

⋂
C. This completes the proof.

3.13 Example. Let A be a ring. By Example 3.1(2), Remark 3.6(3) and
Theorem 3.12 we get immediately the well known fact that the ultrafilter
topology on Spec(A) is compact.

3.14 Proposition. Let X be a set and F a nonempty collection of subsets
of X such that, for each couple of distinct points x, y ∈ X, there exists a
set F ∈ F such that x ∈ F and y /∈ F . If X

F−ultra
is a compact topological

space, then the F−ultrafilter topology is the coarsest topology for which F is
a collection of clopen sets.

Proof. Denote by X? the set X with the coarsest topology for which F is
a collection of clopen sets. Then, the identity map 1 : X

F−ultra −→ X?

is continuous, by Proposition 3.9(1). Moreover, it is clear that X? is an
Hausdorff space, by assumption. Then, 1 is an homeomorphism.

3.15 Proposition. Let X, Y be sets, F (resp. G) be a nonempty collection
of subsets of X (resp. Y ). If f : X −→ Y is a function such that {f−1(G) :
G ∈ G} ⊆ F , then f : X

F−ultra −→ Y
G−ultra

is a continuous function.
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Proof. Let C be a closed subset of Y , set Γ := f−1(C), and let U be an
ultrafilter on Γ. Then, it sufficies to show that Γ(U ) ⊆ Γ. Let g : f−1(C) −→
C be the restriction of f to f−1(C). Now, note that the collection of sets
V := {D ⊆ C : f−1(D) ∈ U } is an ultrafilter on C, since V = U g (see
Lemma 2.2(3)). Now, take an element x ∈ Γ(U ), and fix a set G ∈ G. If
f(x) ∈ G, then x ∈ f−1(G) ∈ F (by assumption), and thus f−1(G ∩ C) =
f−1(G) ∩ Γ ∈ U , since x ∈ Γ(U ). This proves that, if f(x) ∈ G, then
G ∩ C ∈ V . Conversely, if G ∩ C ∈ V , then f−1(G) ∩ Γ ∈ U and, since
f−1(G) ∈ U and x ∈ Γ(U ), it follows f(x) ∈ G. This argument shows that
f(x) ∈ C(V ) and, since C is closed, we have f(x) ∈ C. Then, the inclusion
Γ(U ) ⊆ Γ follows, and the statement is now clear.

3.1 Applications

An interesting case is when F is a basis of a topology on X.

3.16 Proposition. Let X be a topological space, T the topology and B be
a basis of open sets of X. Then, the following statements hold.

(1) The B−ultrafilter topology on X is finer or equal to the given topology
T .

(2) If X satisfies the T0 axiom, then the B−ultrafilter topology is Hausdorff
and totally disconnected. In particular, if X satisfies the T0 axiom but it
is not Hausdorff, then the B−ultrafilter topology is strictly finer than the
given topology T .

(3) If X satisfies the T0 axiom and X
B−ultra

is compact, then the B−ultrafilter
topology is the coarsest topology on X for which B is a collection of clopen
sets. Moreover, X, equipped with the topology T , is a spectral space.

Proof. (1) and (2) are immediate consequences of Proposition 3.9. The first
part of statement (3) follows by applying Proposition 3.14. By using the
statement we have just proved, it follows that S := {B,X\B : B ∈ B} is a
subbasis of open sets for X

B−ultra
. Moreover, by statement (1), each member

of B is compact, with respect to the topology T , since it is closed (=compact)
in X

B−ultra
. Now, let X

patch
denote the set X endowed with the so called patch

topology induced by T , i.e. the topology whose subbasis of open sets is the
set S0 of all open and compact subsets of X, with the topology T , and their
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complements. It follows immediately that the patch topology induced by T
is finer or equal than the B−ultrafilter topology (in fact S ⊆ S0). Now, let
S0 ∈ S0. Since B is a basis of open and compact subspaces of X (with respect
to T ), then there exists a finite subcollection C ⊆ B such that S0 =

⋃
C, or

S0 =
⋂
C−. Thus S0 is an open set of the B−ultrafilter topology. This

proves that the patch topology induced by T and the B−ultrafilter topology
are identical. Then, the fact that X, endowed with the topology T , is a
spectral space follows by applying [40, Corollary to Proposition 7].

3.17 Corollary. Let X be a topological space. Then, the following condi-
tions are equivalent.

(i) X is a spectral space.

(ii) There is a basis B of X such that X
B−ultra

is a compact and Hausdorff
topological space.

(iii) X satisfies T0 axiom and there is a basis B of X such that XB(U ) 6= ∅,
for any ultrafilter U on X.

(iv) X satisfies T0 axiom and there is a subbasis S of X such that XS(U ) 6=
∅, for any ultrafilter U on X.

Proof. (i)=⇒(iii) We can assume, without loss of generality, thatX = Spec(A),
for some ring A. Let U be an ultrafilter on X and P be the basis of X made
up of the principal open subsets. Keeping in mind Remark 3.1(2), we have
XP(U ) = {pU }. Thus, it sufficies to choose B := P .

(iii)=⇒(ii). Apply Theorem 3.12 and Proposition 3.16(2) to the basis B
given in condition (iii).

(ii)=⇒(i). It is the statement of Proposition 3.16(3).
(iii)⇐⇒(iv). It is trivial, by Proposition 3.7 and Theorem 3.12.

3.18 Proposition. Let A ⊆ B be a ring extension and S(B|A) be the set
of all the rings C such that A ⊆ C ⊆ B. For each x ∈ B set

Ux := {C ∈ S(B|A) : x ∈ C}

Let S(B|A) be endowed with the Zariski topology, i.e. the topology for which
the collection R := {Ux : x ∈ B} is a subbasis of open sets. The following
statements hold.
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(1) If Y is a subset of S(B|A) and U is an ultrafilter on Y , then AU :=
{x ∈ B : Ux ∩ Y ∈ U } belongs to S(B|A).

(2) S(B|A) is a spectral space, endowed with the Zariski topology.

Proof. (1). Let U be an ultrafilter on Y . The fact that AU ,R is a ring is
proved by using the same argument given in [11]. Moreover, for each x ∈ A,
Ux ∩ Y = Y and thus it belongs to U . Now, the inclusion A ⊆ AU is clear.

(2). Let U be an ultrafilter on X := S(B|A). Keeping in mind (1) and
definitions, it is straightforward to verify that XR(U ) = {AU }. Then the
conclusion follows immediately by Corollary 3.17.

3.19 Proposition. Let A ⊆ B be a ring extension and I(B|A) be the set
of all the rings C ∈ S(B|A) such that C is integrally closed in B. As usual,
define on I(B|A) the Zariski topology by taking as subbasis of open sets the
collection

R′ := {Ux ∩ I(B|A) : x ∈ C}

(i.e. this is the subspace topology, induced by the Zariski topology on S(B|A)).
Then the following statements hold.

(1) If Y is a subset of I(B|A) and U is an ultrafilter on Y , then AU := {x ∈
C : Y ∩ Ux ∈ U } belongs to I(B|A).

(2) I(B|A) is a spectral space, endowed with the Zariski topology.

Proof. (1). Proposition 3.18(1) implies AU ∈ S(B|A). Now, let x ∈ B be an
element integral over AU . Pick elements a0, . . ., an−1 ∈ AU such that

xn + an−1x
n−1 + . . .+ a1x+ a0 = 0

If C ∈ Y ∩
⋂n−1
i=0 Uai , then x is integral over C. Since Y ⊆ I(B|A), it follows

x ∈ C. This argument shows that Y ∩
⋂n−1
i=0 Uai ⊆ Y ∩ Ux. Keeping in mind

that a0, . . ., an−1 ∈ AU , it follows Y ∩
⋂n−1
i=0 Uai ∈ U , and thus Y ∩ Ux ∈ U .

Then x ∈ AU , and this proves that AU is integrally closed in B.
(2) Set X := I(B|A). As in Proposition 3.18(2), it is immediately verified

that XR′(U ) = {AU }, for any ultrafilter U on X. Then, it sufficies to apply
Corollary 3.2.

The following example will show that, fixed a topological space X, the
B−ultrafilter topology depends on the choice of the basis B.
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3.20 Example. Let K be a field, {Tn : n ∈ N} be an infinite and countable
collection of indeterminates over K and consider the ring A := K[{Tn : n ∈
N}]. Set X := Spec(A) and endow this set with the Zariski topology. As
usual, let P := {Df : f ∈ A} be the basis of the principal open subsets
of Spec(A), and let T := {D(a) := X\V (a) : a ideal of A} (clearly, T is a
basis of X, being it the topology). We claim that the P−ultrafilter topology
(i.e. the usual ultrafilter topology on X) and the T −ultrafilter topology are
different. Let m be the maximal ideal of A generated by the set {Tn : n ∈ N}
and set F := {V (Tn) : n ∈ N} ∪ {X\{m}}. It is straightforward that F is
a collection of subsets of X with the finite intersection property, and thus
there exists an ultrafilter U on X containing F , by virtue of Lemma 2.2(1,2)
of Chapter 2. We claim that the set

XT (U ) := {p ∈ X : [for each ideal a of A, (p ∈ D(a)⇐⇒ D(a) ∈ U )]}

is empty. If not, let p ∈ XT (U ). Since F ⊆ U , it follows that V (Tn) ∈ U ,
for each n ∈ N, and thus Tn ∈ p, for each n ∈ N (by the definition of XT (U )).
This proves that p = m. On the other hand, if we set a := m, we have
obviously m /∈ D(a), hence D(a) /∈ U , that is V (a) = {m} ∈ U . It follows
∅ ∈ U , since X \ {m} ∈ F ⊆ U , a contradiction. This argument proves
that XT (U ) is empty, and thus X

T −ultra
is not compact, by Theorem 3.12. It

follows that the T −ultrafilter topology and the P−ultrafilter topology on X
are not the same, since the P−ultrafilter topology is compact (see Theorems
2.8 and 2.7(1)).

3.21 Proposition. Let X be a topological space and F be a collection
of subsets of X containing at least a basis of open sets of X. If Y is a
compact subspace of X, then the generic closure of Y (with respect to the
given topology) is closed, with respect to the F−ultrafilter topology.

Proof. Let us denote by Y0 the generic closure of Y and assume, by con-
tradiction, that Y0 is not a closed subset of XF−ultra. By definition, there
exist an ultrafilter U on Y0 and a point x0 ∈ Y0(U )\Y0. Let B be a basis
of X contained in F . By the definition of the set Y0, for each y ∈ Y there
exists an open neighborhood Ωy of y such that x0 /∈ Ωy. Without loss of
generality, we can assume that Ωy ∈ B. By compactness, the open cover
{Ωy : y ∈ Y } of Y admits a finite subcover, say {Ωyi : i = 1, . . ., n}. Now, by
definition, it is immediately verified that Y0 ⊆

⋃
{Ωyi : i = 1, . . ., n}, that is

Y0 =
⋃
{Ωyi ∩ Y0 : i = 1, . . ., n}, and thus, by Lemma 2.2(5), it follows that
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Ωyi ∩Y0 ∈ U , for some i ∈ {1, . . ., n}. Keeping in mind that, by assumption,
Ωyi ∈ F and that x0 ∈ Y0(U ), it follows x0 ∈ Ωyi , a contradiction.
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Verra per avermi in più di una occasione dato fiducia. Insegnare insieme a

103
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[33] M. Griffin, Prüfer rings with zero divisors, J. Reine Angew. Math.
239/240 (1969), 55-67.

[34] Franz Halter-Koch, Kronecker function rings and generalized Integral
closures. Comm. Algebra 31 (2003), 45–59.

[35] M. Harris, Some results on coherent rings, Proc. Amer. Math. Soc. 17
(1966), 474–479.

[36] O. K. Heubo, Kronecker function rings of transcendental field exten-
sions, preprint.

107



[37] S. Hizem, Chain conditions in rings of the form A + XB[X] and A +
XI[X], Commutative algebra and its applications, Walter de Gruyter,
Berlin (2009), 259–274.

[38] S. Hizem, A. Benhissi Integral domains of the form A+XI[[X]]: prime
spectrum, Krull dimension J. Algebra Appl. 4 (6) (2005), 599–611.

[39] S. Hizem and A. Benhissi, When is A + XB[[X]] Noetherian?, C. R.
Acad. Sci. Paris, Ser. I 340 (2005), 5–7.

[40] M. Hochster, Prime ideal structure in commutative rings, Trans. Amer.
Math. Soc. 142 (1969), 43–60.

[41] E. Houston, J. Taylor, Arithmetic properties in pullbacks, J. Algebra
310 (2007), no. 1, 235260.

[42] Roland Huber, Bewertungsspektrum und rigide Geometrie, Regens-
burger Mathematische Schriften, vol. 23, Universität Regensburg, Fach-
bereich Mathematik, Regensburg, 1993.

[43] Roland Huber and Manfred Knebusch, On valuation spectra, in “Re-
cent advances in real algebraic geometry and quadratic forms: proceed-
ings of the RAGSQUAD year”, Berkeley, 1990-1991, Contemp. Math.
155, Amer. Math. Soc. Providence RI, 1994].

[44] J. Huckaba, Commutative rings with zero divisors, M. Dekker, New
York, 1988.

[45] T. Jech, Set Theory, Springer, New York, 1997 (First Edition, Aca-
demic Press, 1978).

[46] C. U. Jensen, Arithmetical rings, Acta Math. Acad. Sci. Hungar. 17
(1966), 115-123.

[47] P. T. Johnstone, Stone spaces. Cambridge Studies in Advanced Math-
ematics, Vol. 3, Cambridge University Press, New York, 1983.

[48] S. E. Kabbaj and N. Mahdou, Trivial Extensions Defined by Coherent-
like Conditions Authors Comm. in Algebra, 32 (2005), 3937–3953.

[49] I. Kaplansky, Commutative Rings, The University of Chicago Press,
Chicago, 1974.

108



[50] Franz-Viktor Kuhlmann, Places of algebraic fields in arbitrary charac-
teristic, Advances Math. 188 (2004), 399–424.

[51] K. Alan Loper Sequence domains and integer-valued polynomials, J.
Pure Appl. Algebra 119 (1997), 185–210.

[52] K. Alan Loper A classification of all D such that Int(D) is a Prüfer
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