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Introduction166

The Higgs boson is the keystone particle of the Standard Model (SM) and its existence167

explains the massive nature of matter.168

The Large Hadron Collider, located at CERN laboratory in Geneva, is the largest particle169

accelerator in the world and it is designed to allow the search for new processes at the TeV170

scale. At the LHC, the Higgs boson can be produced via different processes. The gluon fusion171

(ggF) process represents the main production mode, followed by the vector-boson fusion172

production (VBF), vector-boson associated production (VH ) and the associated production173

with a top quark pairs (tt̄H). The Higgs boson decays into pairs of fermions or bosons, and174

it can be detected through the different final states in several decay channels. The most175

sensitive decay channels at LHC are: H →W+W−, H → γγ and H → ZZ∗ → 4l.176

The first measurements performed during the Run1 at the Large Hadron Collider (LHC)177

allowed for the discovery of the Higgs boson [1] [2], announced by the ATLAS [3] and178

CMS [4] collaborations in July 2012. Since that moment, one of the main goal of the179

ATLAS experiment has been to study the Higgs boson properties.180

An ambitious upgrade programme of the LHC is planned, which will take place in two181

phases (Phase I [5] and Phase II [6]), aimed to reach peak luminosity of 5 - 7 times the182

initial design values and a final integrated luminosity of about 3000 fb−1. The expected183

increase in particle rate will be unsustainable for many of the current detectors. Therefore184

the ATLAS experiment has planned several upgrades to stay operative. One of the most185

important Phase I upgrade project is the New Small Wheel project [7], consisting of the186

replacement of the innermost muon station in the endcaps with a completely new detectors187

technology: the Micromegas (MM) [8] [9] and sTGC [10] [11].188

The first part of this thesis describes the Micromegas chambers construction and testing189

of the SM1 module type, in which INFN is deeply involved since the first large prototype [12].190

At LNF an assembly procedure of the chambers to guarantee the alignment of the readout191

strips has been developed, together with a validation procedure to test the functioning of192

the detectors, in which I personally worked during these PhD years, especially on the high193

voltage stability test. The high voltage stability has been a critical point of the Micromegas194

detector commissioning for the ATLAS upgrade. A limited R&D program has been restarted195
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Introduction

addressing the main issues, which has been overcame implementing additional steps in the196

assembly and validation procedure to optimise the detector performances.197

The integration of the modules in the New Small Wheel is also presented in this thesis198

work. I took part in the integration activity at CERN of the Micromegas detector. It consists199

in several test activities of the modules: gas tightness and high voltage test performed200

once the modules arrive at CERN, irradiation tests at the Gamma Ray Irradiation Facility201

(GIF++) and the integration of the modules in the sector of the New Small Wheel, called202

Double-Wedge (DW). I worked on the high voltage validation of all the DWs of the small203

sectors that will be part of the New Small Wheel A, working on the HV powering scheme204

aimed to group HV sections with same behaviour together to achieve the optimal voltage205

conditions for the full chamber. The final validation of the DW is done performing cosmic206

test to estimate the efficiency and then its performance once it will be in ATLAS.207

The second part of this thesis is focused on the analysis work performed on the H →208

ZZ∗ → 4l Higgs boson decay channel. This channel is one of the best channel to study209

the Higgs boson properties, due to the high signal-background ratio (∼ 2) and to the clear210

signature, despite the low Branching Ratio ((1.25 ± 0.03) × 10−4 [13]). In the Run 2 the211

improvements implemented in the analysis of this channel together with the enhancement of212

the statistics up to 139 fb−1 have allowed more precise measurements of the Higgs boson cross213

section in the different production modes, increasing the information also in the differential214

cross section measurements for observables sensitive to possible Beyond Standard Model215

(BSM) effects.216

This thesis describes the Higgs boson fiducial cross section measurements, both inclu-217

sively and differentially, performed with full Run 2 dataset and published in [14], together218

with their interpretation, in which I have directly worked on. The fiducial attribute means219

that we are going to perform a measurement less model dependent as possible, given that it220

is done in the fiducial volume of the detector, factorising out the model-dependency related221

to the detector model itself. This kind of measurements are very important to test the pre-222

dicted properties of the Higgs boson in the Standard Model framework, as well as to discover223

possible new physics effects measuring deviations from those predictions. The presence of224

anomalies in the Higgs boson interaction with the Standard Model particles due to a new225

massive undetected particle or to a modification of the couplings strength with respect to226

the Standard Model expectation, can be detected from Higgs cross section measurements.227

In this thesis work the couplings of the Higgs boson with bosons and fermions have228

been tested, putting constraints on anomalous Higgs boson interactions with them. The229

limits on Higgs boson effective couplings have been derived in different theoretical frame-230

work and based on observables sensitive to different Higgs boson properties. The amplitude231

decay of an on-shell Higgs boson has been interpreted using the Pseudo-Observable frame-232

work [15], which feature the Higgs boson decay properties in an extension of the Standard233

Model. The Higgs boson Yukawa coupling with the charm quark instead has been probed234

by measurements of transverse momentum distributions in Higgs production [16].235

The spin-parity of Standard Model Higgs boson is expected to be a 0+. In this thesis236

2



Introduction

also the CP properties have been tested, looking for possible CP-violation effects in the237

Higgs sector. This search has been performed looking to the impact of a possible BSM238

CP-odd coupling both on the rates, with fiducial cross section measurement, and on the239

shape of observables sensitive to anomalous CP contributions, with a shape-based analysis.240

In this context an Effective Field Theory (EFT) approach has been used [17], studying241

the operators which describe the BSM CP-odd interactions between the Higgs and the242

other SM particles in the production mechanisms as well as in the HZZ decay to test the243

interaction with Z boson. In this analysis I have directly worked on the unfolding studies244

of several CP-odd sensitive observables to provide preliminary fiducial differential cross245

section measurements for those and the relative EFT interpretation, and on the background246

estimations on both cross section and shape-based analysis. This study is focused to look247

for CP-odd contributions in the VBF production, then also the possibility to have a fiducial248

VBF cross section measurement has been investigated.249

This thesis is organised as follow. In Chapter 1 the Higgs boson mechanism is described250

from the theoretical point of view in the Electroweak theory framework, as well as different251

Beyond Standard Model frameworks used in the H → ZZ∗ → 4l analysis. The production252

modes and the decay channels most relevant at LHC are described and an overview of the253

more recent results with the full Run 2 dataset is presented to give a picture of state of the art254

on the Higgs boson study. Chapter 2 concerns the ATLAS experiment at LHC. Its structure,255

composed by an Inner Detector, Calorimeters, Muon Spectrometers and Trigger, and related256

sub-detectors are described in detail, with an overview of the future upgrades. A second257

part of this chapter is dedicated to the description of the identification and reconstruction258

performances for muons, electrons and jets, important elements of the analysis performed.259

Starting from the work done on the Micromegas detectors for the ATLAS upgrade,260

Chapter 3 introduce the New Small Wheel project, highlighting the limitation of the detec-261

tors currently installed and the improvements on the performances that will get from the262

use of the new detectors. A description of the sTGC and MM detectors is also presented.263

In Chapter 4 the construction of the SM1 modules is described together with the extensive264

work done to improve the high voltage performances of the chambers. In the first part265

the assembly and validation procedure developed at LNF is presented. The second part is266

focused on the HV stability issues and to the relative solutions found to overcome them.267

Moving to the H → ZZ∗ → 4l analysis part, chapter 5 introduces the general H →268

ZZ∗ → 4l analysis within the ATLAS experiment. The event selection of this process is269

described, together with the background estimation. In Chapter 6 the fiducial inclusive270

and differential cross section measurements are shown. The observables on which the mea-271

surements has been performed are described, together with the fiducial selection and the272

unfolding procedure used to extract the cross section measurements. The observed results273

on the variables published in [14] are presented compared with SM expectations and on the274

CP-odd sensitive observables will be reported the preliminary expected results. In the last275

section of the chapter the prospect of a fiducial VBF measurement in the H → ZZ∗ → 4l276

decay channel is described. In Chapter 7 the interpretations of the results described in the277
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previous chapter to constrain possible BSM contact interactions in the Pseudo-Observable278

framework, or non-SM values of the b- and c-quark Yukawa couplings are presented. In this279

section also an EFT interpretation of the preliminary results on CP-sensitive observable is280

described, constraining the anomalous Higgs boson couplings which can be probed in the281

HV V vertex. This results is compared with a shape-based analysis, described at the end of282

this chapter, which not take into account of possible BSM effects on the rate but only on283

the shape of the observables.284
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1.1 The Standard Model300

The Standard Model describes three out of the four fundamental interactions of elemen-301

tary particles in the framework of Quantum Field Theory: the electromagnetic interaction,302

responsible for the interaction between charged particles; the weak interaction, responsible303

for the existence of radioactive decays; and the strong interaction, responsible for the for-304

mation of proton and neutron and consequently nuclei. The gravitational interaction is too305

weak at the particle physics energy scales, and is not incorporated in the Standard Model306

(SM).307

The elementary particles are divided into two groups:308

• Fermions, have half-integer spin and are the constituents of matter. They are divided309

into leptons and quarks; the latter are involved in the strong interactions. They are310

grouped in three generations, each composed of two quarks and two leptons.311
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§1.1 The Standard Model

• Bosons, have integer spin. The gauge bosons have spin 1 and mediate the fundamen-312

tal interactions: the photon is the massless mediator of electromagnetic interaction,313

theW+,W− and Z0 are the massive mediator of weak interaction and the eight mass-314

less gluons mediate the strong interaction. The Higgs boson is a scalar boson which315

explains the massive nature of the particles within the SM.316

Figure 1.1: The elementary particles of the Standard Model.

The Standard Model is a gauge theory based on the local symmetry group SU(3)C ×317

SU(2)L×U(1)Y , where the subscripts C, L, and Y denote colour, left-handed chirality and318

weak hypercharge, respectively.319

The SU(3)C group describes the colour symmetry of the strong interaction. The theory320

of the strong interactions between quarks and gluons is called Quantum Chromodinamycs321

(QCD), and the charge in QCD is referred to as colour charge and it could be of three types:322

red, green and blue. Only quarks and gluons are colour-charged particles and they cannot be323

isolated and exist only within colour neutral hadrons or high-temperature plasmas (colour324

confinement). The SU(2)L and the U(1)Y groups will be described in the next section.325

The gauge group uniquely determines the interactions and the number of vector gauge326

bosons that correspond to the generators of the group. The electroweak interactions, based327

on the symmetry group SU(2)L × U(1)Y , can be studied separately from strong interac-328

tions, because the symmetry under the colour group SU(3)C is unbroken and there is no329

mixing between SU(3)C and SU(2)L × U(1)Y sectors; on the other hand, as we will see,330

electromagnetic and weak interactions must be treated together because there is a mixing331

between the neutral gauge bosons of SU(2)L and U(1)Y .332

Electroweak Theory333

The electroweak unification was first formalized in 1960 by Glashow [18] and then re-334

fined in 1967 by Weinberg and Salam [19] [20]. They discovered a way to combine the335
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§1.1 The Standard Model

electromagnetic and weak interactions. To discuss about the electroweak part of the SM336

Lagrangian is sufficient to consider only the SU(2)L × U(1)Y symmetry group.337

The symmetry group SU(2)L is called weak isospin. The elements of the group act only338

on the left-handed chiral components of the fermion fields (the right-handed chiral compo-339

nents are singlets under weak isospin transformations). This group has three generators, for340

which we use the notation Ti (i = 1, 2, 3) and they satisfy the commutation relations:341

[Ti, Tj ] = iεijkTk , (1.1.1)

where εijk is the totally antisymmetric tensor. The weak isospin group is a non-abelian342

group and the generators are Ti = τi/2, where τ1, τ2 and τ3 are the three Pauli matrices:343

τ1 =
(

0 1
1 0

)
τ2 =

(
0 −i
i 0

)
τ3 =

(
1 0
0 −1

)
. (1.1.2)

The symmetry group U(1)Y is called hypercharge, and it is an abelian group. It is344

generated by the hypercharge operator Y , which is connected to T3 and the charge operator345

Q by the Gell-Mann–Nishijima relation:346

Q = T3 + Y

2 . (1.1.3)

This relation is necessary in order to fix the action of the hypercharge operator Y on the347

fermion fields and implies the unification of weak and electromagnetic interactions.348

In order to have local gauge invariance, one must introduce three vector gauge boson349

fields Wµ
i (i = 1, 2, 3) associated with the three generators Ti (i = 1, 2, 3) of the group350

SU(2)L, and one vector gauge boson field Bµ associated with the generator Y of the group351

U(1)Y . The covariant derivative Dµ, which in gauge theories replaces the normal derivative352

∂µ in the Lagrangian, is:353

Dµ = ∂µ + igW i
µTi + ig′Bµ

Y

2 . (1.1.4)

The two independent coupling constants g and g′ are associated with the SU(2)L and U(1)Y354

groups respectively.355

The choice of the representations for the fermion fields has been guided by the previous356

theory for the weak interaction, namely the V −A theory, and the two-component theory of357

the neutrino. Thus, the fermions are divided into left-handed and right-handed components.358

Since the W bosons couple only to the left-handed particles, while the Z boson and the359

photon couple to both left-handed and right-handed particles, the left-handed chiral com-360

ponents of the fermion fields are grouped into weak isospin doublets, while the right-handed361

components are assumed to be singlets under the weak isospin group of transformations:362 (
u

d

)
L

,

(
νe
e

)
L

(
c

s

)
L

,

(
νµ
µ

)
L

(
t

b

)
L

,

(
ντ
τ

)
L

(1.1.5)
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§1.1 The Standard Model

uR, dR, eR cR, sR, µR tR, bR, τR . (1.1.6)

The left-handed and right-handed components of the fermion fields transform differently363

under rotations of SU(2)L × U(1)Y . The unitarity transformation is defined as:364

U(α(x), β(x)) = eiα(x)Y2 +iβ(x)· τ2 , (1.1.7)

where (α(x), β(x)) is a set of 1+3 parameters, with β(x) = (β1(x), β2(x), β3(x)). The365

transformation of the left-handed doublets and of right-handed singlets are given by:366

ψL −→ ψ′L = eiα(x)Y2 +iβ(x)· τ2ψL , ψR −→ ψ′R = eiα(x)Y2 ψR . (1.1.8)

The resulting electroweak Lagrangian is:367

L =− 1
4W

i
µνW

µν
i −

1
4BµνB

µν + iψγµDµψ =

=− 1
4W

i
µνW

µν
i −

1
4BµνB

µν + iψLγ
µ∂µψL + iψRγ

µ∂µψR+

− ψLγµ
(
g
τi
2 W

i
µ + g′

Y

2 Bµ
)
ψL − ψRγµ

(
g′
Y

2 Bµ
)
ψR ,

(1.1.9)

where W i
µν and Bµν are the field tensors:368

W i
µν = ∂µW

i
ν + ∂νW

i
µ − gεijkW j

µW
k
ν , (1.1.10)

369

Bµν = ∂µBν + ∂νBµ . (1.1.11)

Then to satisfy gauge invariance, the covariant derivative must transform as:370

Dµ −→ D′µ = U(α(x), β(x))DµU
−1(α(x), β(x)) (1.1.12)

This means that the gauge boson fields transform as:371

W i
µτ

i −→W i
µ
′
τ i = U(α(x), β(x))

[
W i
µτ

i − i

g
∂µ

]
U−1(α(x), β(x)) (1.1.13)

372

Bµ
Y

2 −→ B′µ
Y

2 = U(α(x), β(x))
[
Bµ

Y

2 −
i

g′
∂µ

]
U−1(α(x), β(x)) (1.1.14)

A mass term for a fermion in the Lagrangian would be of the form: −mψψ, but such373

terms are not allowed as they are not gauge invariant, since374

−mψψ = −m[ψRψL + ψLψR] , (1.1.15)

but the left-handed and right-handed components transform in a different way under the375

transformations of the gauge group as seen before. In the same way, the invariance of376

the Lagrangian is achieved by replacing the partial derivative by a covariant derivative and377
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§1.1 The Standard Model

introducing a new vector field with specific transformation properties (see 1.1.13 and 1.1.14).378

Under these symmetry requirements it is not possible for a gauge boson to acquire mass,379

e.g. in QED:380

1
2m

2
γAµA

µ → 1
2m

2
γ

(
Aµ −

i

e
∂µ

)(
Aµ − i

e
∂µ
)
6= 1

2m
2
γAµA

µ . (1.1.16)

The interaction Lagrangian that describes the coupling of the fermions with the gauge381

bosons is the last line of the equation 1.1.9 and in order to derive the explicit interaction382

term for the fermions, the definitions of Pauli matrices are used and ψu and ψd as the up383

component and down component of fermion fields are defined:384

LI = −1
2(ψuL ψdL)

(
g /W 3 − g′ /B g( /W 1 − i /W 2)
g( /W 1 + i /W 2) −g /W 3 − g′ /B

)(
ψuL
ψdL

)
+g′Y2 ψuR

/BψuR+g′Y2 ψdR
/BψdR .

(1.1.17)
A field Wµ that annihilates W+ bosons and creates W− bosons can be defined, and its385

hermitian conjugate Wµ†, as a linear combination of Wµ
1 and Wµ

2 :386

Wµ = Wµ
1 − iW

µ
2√

2
=⇒ Wµ† = Wµ

1 + iWµ
2√

2
. (1.1.18)

The theory must include the electromagnetic interactions described by the quantum387

electrodynamic (QED) Lagrangian. As such, the electromagnetic field Aµ can be expressed388

as an appropriate linear combination of Bµ and Wµ
3 and write the orthogonal combination,389

which defines the vector boson field Zµ. This performs a rotation in the plane of the Bµ,390

Wµ
3 fields through an angle θW :391 (

Aµ

Zµ

)
=
(

cos θW sin θW
− sin θW cos θW

)(
Bµ

Wµ
3

)
with tan θW = g′

g
. (1.1.19)

The angle θW is called the Weinberg angle. The weak mixing angle is chosen in order to392

obtain the QED Lagrangian for the coupling between the electromagnetic field and the393

fermion fields.394

Separate the interaction Lagrangian into a charged-current (CC) and neutral-current395

(NC):396

L(CC)
I = − g√

2

{
ψuL /WψdL + ψdL /W

†
ψuL

}
, (1.1.20)

397

L(NC)
I = − g

2 cos θW

{
2gULψuL /ZψuL + 2gDL ψdL /ZψdL + 2gURψuR /ZψuR + 2gDRψdR /ZψdR

}
+

− g sin θW
Y

2 ψ
/Aψ ,

(1.1.21)
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§1.1 The Standard Model

Then,398

L(NC)
I = − g

2 cos θW

{
ψu /Z(gUV − gUAγ5)ψu + ψd /Z(gDV − gDA γ5)ψd

}
− g sin θW

Y

2 ψ
/Aψ ,

(1.1.22)
where the coefficients gU,DL,R , g

U,D
V and gU,DA have been introduced. In general, the values of399

the coefficients gfL and gfR for fermion field f are given by:400

gfL = T f3 − qf sin2 θW , gfR = −qf sin2 θW , (1.1.23)

where the T f3 is the value of the third component of the weak isospin and qf is the electric401

charge of the fermion in units of the elementary electric charge e.402

The V − A structure of the weak interaction is shown by the fact that in 1.1.20 the403

coupling of W bosons is only with left-handed fermions (1− γ5), and in 1.1.22 the Z boson404

has a vector and an axial coupling with fermion fields, expressed by (gV − gAγ5).405

1.1.1 The Higgs mechanism406

In the previous section, a gauge-invariant and renormalisable unified theory of weak and407

electromagnetic interactions has been obtained. However, all fermions and gauge bosons408

need to have zero mass, since it has been shown that the ad hoc addition of mass terms to409

the Lagrangian density spoils the gauge invariance and the renormalisability of the theory.410

In order to obtain a renormalisable theory, it is essential to introduce the masses by a411

mechanism which retains the gauge invariance of the Lagrangian density: the spontaneous412

symmetry breaking.413

In the Standard Model, the masses are generated through a spontaneous symmetry414

breaking of a local gauge theory, known as the Higgs mechanism [21] [22]. This is imple-415

mented by an additional SU(2)L isospin doublet of complex scalar fields with hypercharge416

Y = 1:417

Φ(x) =
(
φ+(x)
φ0(x)

)
, (1.1.24)

where φ+(x) is a charged field and φ0(x) is a neutral field. The Higgs doublet transforms418

under SU(2)L × U(1)Y transformation as follows:419

Φ −→ Φ′ = eiα(x)Y2 +iβ(x)· τ2 Φ . (1.1.25)

The Higgs part of the SM Lagrangian is composed by a kinetic term, with the covariant420

derivative, and a potential term, that it could be thought as an expansion in powers of Φ(x)421

and Φ(x)† about the stable equilibrium configuration Φ(x) = 0:422

LHiggs = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 . (1.1.26)
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§1.1 The Standard Model

The Higgs potential is:423

V (Φ) = −µ2Φ†Φ− λ(Φ†Φ)2 , (1.1.27)

and the λ(Φ†Φ)2 term can be treat by perturbation theory.424

The coefficient λ of the quadratic self-couplings of the Higgs fields must be positive in425

order to have a potential which is bounded from below. On the other hand, the squared426

mass-like coefficient µ2 must be negative in order to realise the spontaneous breaking of the427

symmetry428

SU(2)L × U(1)Y → U(1)Q , (1.1.28)

where U(1)Q is the gauge symmetry group of electromagnetic interactions, associated with429

the conservation of the electric charge. This invariance guarantees the existence of a massless430

gauge boson associated with the symmetry group U(1)Q, which is the photon.431

In the case of µ2 > 0, the potential has a unique minimum at Φ = 0, which in quantum432

field theory corresponds to the vacuum and has the lowest energy state (ground state). This433

means that the field Φ has zero vacuum expectation value (VEV), defined as 〈0|Φ|0〉, and the434

vacuum is thus invariant under SU(2)L × U(1)Y and gauge bosons have to be massless in435

order to respect this symmetry. In the case of µ2 < 0, a non vanishing vacuum expectation436

value for Φ in the physical vacuum state is obtained. The potential assumes a shape known437

as the "Mexican hat" (Figures 1.2 and 1.3), with a local maximum at Φ = 0. Defining:438

v ≡

√
−µ

2

λ
, (1.1.29)

the Higgs potential can be written (neglecting constant term v4/4) as:439

V (Φ) = λ

(
Φ†Φ− v2

2

)2

. (1.1.30)

Then the potential is minimum at:440

Φ†Φ = v2

2 . (1.1.31)

Figure 1.2: The Higgs potential V (Φ) as a function of the complex scalar field Φ for µ2 > 0 (on the left) and
µ2 < 0 (on the right).

11



§1.1 The Standard Model

Figure 1.3: The Higgs potential shape known as the ”mexican hat”.

The minimum of the potential corresponds to the ground state and the quantised exci-441

tations of each field above the vacuum correspond to the particle states. Fermion and vector442

boson fields carry a non-zero spin, then they must have a zero vacuum expectation value,443

in order to preserve the invariance under spatial rotation; also charged scalar fields must444

have zero value in the vacuum because it is electrically neutral. On the other hand, neutral445

scalar fields (no charge and no spin) can have a non-zero vacuum expectation value. Then446

to have an electrically neutral vacuum, the VEV of the Higgs fields must be due to φ0:447

〈Φ〉 = 1√
2

(
0
v

)
. (1.1.32)

The minimum of the potential is no longer a unique value of Φ, but there are an infinite448

number of states. The fields are expressed with quantum fluctuations about this minimum449

and the scalar doublet Φ can be written as:450

Φ(x) = e
iξ(x)·τ

2v

(
0

v+H(x)√
2

)
, (1.1.33)

where ξi(x) (i = 1, 2, 3) are the massless real fields (Goldstone bosons) and H(x) is the real451

scalar Higgs field, the massive Higgs field. The Goldstone bosons correspond to angular452

excitations from the ground state, that leave the potential energy unchanged, while the453

the scalar Higgs field describes radial excitations, changing the potential energy. Since454

the Lagrangian in locally SU(2)L invariant, the three massless scalar bosons ξi(x) could455

correspond to the phases parameter βi(x) in SU(2)L transformations and disappear from456

the Lagrangian. Then Φ can be replaced by:457

Φ(x) =
(

0
v+H(x)√

2

)
. (1.1.34)
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§1.1 The Standard Model

This transformation defines the so-called unitary gauge. In this gauge, the Higgs Lagrangian458

becomes:459

LHiggs =1
2(∂H)2 − λv2H2 − λvH3 − λ

4H
4 + g2v2

4 W †µW
µ + g2v2

8 cos2 θW
ZµZ

µ+

g2v

2 W †µW
µH + g2v

4 cos2 θW
ZµZ

µH+

g2

2 W
†
µW

µH2 + g2

8 cos2 θW
ZµZ

µH2 .

(1.1.35)

The first term is the kinetic term for the Higgs boson. The second term is the mass term460

for the Higgs boson, from which the mass of the Higgs boson is given by:461

mH =
√

2λv2 . (1.1.36)

The fifth and the sixth terms are mass terms for the W and Z gauge bosons. The other462

terms are the trilinear and quadrilinear self-couplings of the Higgs field and the couplings463

of the Higgs field with the gauge bosons.464

The mass of the W± and the Z bosons are related to each other through the following465

relation:466

MZ cos θW = MW = 1
2vg =⇒ MW = vg

2 , MZ = v

2

√
g2 + g′2 . (1.1.37)

The fermions masses, like bosons, are generated by coupling between the Higgs doublet467

and the fermions. There are Yukawa coupling terms in the SM Lagrangian with this form:468

LY = −gfy ψLΦψR + h.c. , (1.1.38)

where the gy is the Yukawa coupling constant of the fermions with the Higgs boson. In the469

unitary gauge, the Higgs doublet has the expression given by the equation 1.1.34, and the470

Higgs-lepton Yukawa Lagrangian becomes:471

LY = −gfy
(
v +H(x)√

2

)
ψLψR + h.c. . (1.1.39)

The term proportional to the VEV (v) of the Higgs doublet is the mass term for the charged472

fermion, whereas the term proportional the Higgs boson field H(x) gives the trilinear cou-473

plings between the fermions and the Higgs boson. Then, the mass of the fermions is given474

by:475

mf =
gfy v√

2
. (1.1.40)
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§1.1 The Standard Model

1.1.1.1 The Higgs boson discovery476

The announcement of the Higgs boson has been done on July 4th 2012 by the ATLAS477

[1] and CMS collaborations [2]. The ATLAS experiment used a dataset corresponding to478

integrated luminosities of approximately 4.8 fb−1 collected at
√
s=7 TeV during 2011 and 5.8479

fb−1 at
√
s=8 TeV during 2012. The CMS experiment used a data samples corresponding480

to integrated luminosities of approximately 5.1 fb−1 at
√
s=7 TeV and 5.3 fb−1 at

√
s=8481

TeV.482

Figure 1.4 shows the distribution of the four-lepton invariant mass m4l from the H →483

ZZ∗ → 4l decay channel analysis, compared to the background expectation, for the com-484

bination of the 7 TeV and 8 TeV data. The distribution shows a clear signature of a new485

particle production, in good agreement with the signal expectation for a SM Higgs with486

mH=125 GeV.487

Figure 1.5 shows the diphoton invariant mass distribution from the H → γγ decay488

channel analysis, with a clear peak over the continuum background distribution, consistent489

with the SM Higgs boson expectations.490

The current estimation of the Higgs boson mass from the latest results obtained by491

combining the most sensitive channels from the ATLAS and CMS experiments is [23]:492

mH = (125.09± 0.21(stat.)± 0.11(syst.)) GeV (1.1.41)

Figure 1.4: The distribution of the four-lepton invariant mass m4l. The signal and the background expec-
tation are shown and compared with the combination of the 7 TeV and 8 TeV data . On the left: ATLAS
Collaboration [1]. On the right: CMS Collaboration [2].
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§1.1 The Standard Model

Figure 1.5: The diphoton invariant mass distribution. The result of a fit to the combined 7 TeV and 8 TeV
data of the sum of a signal and a background component is superimposed. On the left: CMS Collaboration [2].
On the right: ATLAS Collaboration (the inclusive sample (a,b) and a weighted version (c,d) are shown) [1].

1.1.2 Beyond the Standard Model Higgs boson frameworks493

The Standard Model is expected not to be the ultimate theory of particle physics, given494

that many fundamental questions are still not solved soon as the presence of the dark matter495

or the matter-antimatter asymmetry. For this reason, the investigation of the Higgs boson496

properties is crucial to search signs of possible New Physics effects in the Higgs sector,497

beyond the Standard Model (BSM).498

It is reasonable to assume that new BSM particles are much heavier than the Standard499

Model particles, otherwise they would have already been detected by LHC experiments.500

In this case, the SM can represent only a simplification of a more complex underlying501

theoretical framework. To deal with this assumptions, the Beyond Standard Model physics502

in the electroweak sector can be described by an Effective Field Theory (EFT). In this503

framework, possible new heavy physical states can be expressed as an expansion in operator504

dimensions of an Effective Lagrangian. The EFT approach provides a useful tool to bring505

the SM and different BSM models closer. This is due to is "dual" nature: top-down and506

bottom-up approaches.507

The top-down approach starts from a well known and defined High Energy (HE) theory508

to obtain a Low Energy (LE) theory to describe the low energy physics which the experi-509

ments are sensitive to. This is done by "integrate out" (removing) the heavier particles from510

the HE theory and "matching" onto a LE theory at a given scale Λ. It can be schematically511
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§1.1 The Standard Model

represented as:512

LHE →
∑
n

L(n)
LE , (1.1.42)

where the sum in n is an expansion in decreasing relevance. LHE and LLE need to agree513

in the infrared (IR) but differs in the ultraviolet (UV). This approach indeed is strongly514

dependent on the model implemented in the HE theory.515

In the bottom-up approach the underlying theory is unknown, or at least partially known,516

such as if it is Lorentz invariant, a gauge theory, etc. Then it is built writing down the most517

general possible operators in which the SM Lagrangian is the leading order term and the518

effects of new physics are encoded in higher-dimensional operators constructed out of the519

SM fields at higher energy scales Λ2 � m2:520

∑
n

L(n)
LE → LEFT = LSM + c(5)

Λ O
(5) +

∑
i

c(6)

Λ2 O
(6) + . . . (1.1.43)

where O(d) are the operators of dimension-d and c(d) are the corresponding dimension-521

less coupling constant, called Wilson coefficients. These couplings are unknown, but they522

can be constrained from the experimental measurements. This approach is more model-523

independent with respect to the top-down one.524

Several theoretical frameworks have been developed to probe anomalous Higgs boson525

couplings. The simplest interpretation was developed during Run 1 looking for deviations526

from the SM expectation by defining coupling modifiers in the so-called κ-framework [26].527

This approach is an intuitive language but the formulation is limited to leading order ef-528

fects on the Higgs boson couplings. During Run 2, with the statistics enhancement, the529

precision of the measurements improves by a sizeable factor, which allows more complete530

frameworks to be used for the interpretation of the results as the Standard Model Effective531

Field Theory (SMEFT) [17] and the Pseudo-Observable (PO) [15] framework. This last532

approach represents a generalisation of the κ-framework for higher precision studies of the533

on-shell Higgs decays, given that the Higgs PO are defined from a general decomposition534

of on-shell amplitudes involving the Higgs boson and a momentum expansion assuming no535

new particles below the Higgs mass. The Higgs PO can be then match a wider class of536

New Physics model than the coupling modifiers, including the determination of the Wilson537

coefficients in the EFT context [25].538

1.1.2.1 Coupling modifier: κ-framework539

The first interpretation framework put in place during Run 1 was the so-called κ-540

framework [26]. In this framework, multiplicative coupling modifiers κ are introduced to541

parametrise deviations of the Higgs boson couplings from the SM predictions under the542

assumption of a single CP-even Higgs boson state and of the SM tensor coupling structure.543

Only the coupling strength are allowed to be modified by BSM physics. The measured Higgs544

boson cross sections can then be interpreted in this framework. Assuming the narrow-width545
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§1.1 The Standard Model

approximation, the production and the decay can be factorised such that:546

σ · B(i→ H → f) = σi(κ) · Γf (κ)
ΓH

, (1.1.44)

where σi is the production cross section from the initial state i and B and Γf are the547

branching ratio and partial decay width for the decay into the final state f , and ΓH is the548

total width of the Higgs boson. The coupling modifiers for the Higgs production and decay549

process are defined as:550

κ2
i = σi

σSM
i

and κ2
f = Γf

ΓSM
f

. (1.1.45)

1.1.2.2 Standard Model Effective Field Theory551

As mentioned before, an Effective Field Theory approach can be used to parametrise new552

physics at an energy scale Λ higher than the electroweak scale. This framework defines new553

operators consisting of SM fields with dimensions larger than the SM Lagrangian operators.554

In the Standard Model Effective Field Theory (SMEFT), a complete set of dimension-555

six operators invariant under the SM gauge group SU(3)C × SU(2)L × U(1)Y is built from556

the SM fields [17] . The general effective Lagrangian is the one described by the Equation557

1.1.43.558

Dimension-five operators violates lepton number (L conservation), while dimension-559

seven violate the observed B − L symmetry (B is the baryon number). Both these effects560

in previous experiments have been shown to be suppressed. Therefore, the leading contri-561

butions to physical observables are expected from dimension-six operators and the SMEFT562

Lagrangian becomes:563

LSMEFT = LSM +
∑
i

ci
Λ2O

(6)
i . (1.1.46)

There are several complete sets of these dimension-six operators. The historical one is564

the so-called Warsaw basis, which contains 59 independent operators assuming lepton and565

baryon number conservation. These operators are divided into eight classes according to566

the field content and the number of covariant derivatives, class 1: X3, class 2: Φ6, class 3:567

Φ4D2, class 4: X2Φ2, class 5: ψ2Φ3, class 6: ψ2XΦ, class 7: ψ2Φ2D and class 8: ψ4, where568

X = GAµν ,W
I
µν , Bµν are the gauge field strength tensors, Φ the scalar doublet Higgs field, ψ569

the fermion spinor of SU(2)L eigenstates and Dµ the covariant derivative.570

Considering three independent flavours, the 59 operators lead to 2499 independent real571

parameters. These can be reduced if we impose some assumptions, like flavour symmetry.572

This assumption lead to a reduced number of parameters, in particular to 52 CP-even and573

17 CP-odd ones. Focusing on the operators which can affect the H → ZZ∗ measurement,574

the remaining couplings are the top Yukawa coupling, which can be probed by the tt̄H575

production, the gluon coupling probed in the ggF production and the couplings to the weak576

gauge bosons, which can be measured in the VBF and VH , as well as in the decay vertex577

HZZ. The 5 CP-even and 5 CP-odd coupling remain are listed in Table 1.1.578
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CP-even CP-odd Impact on
Operator Structure Coupling Operator Structure Coupling Production Decay
OΦG Φ†ΦGAµνGµνA cHG OΦG̃ Φ†ΦG̃AµνGµνA cHG̃ ggF -
OuΦ (Φ†Φ)(Q̃purΦ̃) cuH OũΦ (Φ†Φ)(Q̃purΦ̃) cũH ttH -
OΦW Φ†ΦW I

µνW
µνI cHW OΦW̃ Φ†ΦW̃ I

µνW
µνI cHW̃ VBF,VH Yes

OΦB Φ†ΦBµνBµν cHB OΦB̃ Φ†ΦB̃µνBµν cHB̃ VBF,VH Yes
OΦWB Φ†τ IΦW I

µνB
µν cHWB OΦW̃B Φ†τ IΦW̃ I

µνB
µν cHW̃B VBF,VH Yes

Table 1.1: SMEFT CP-even and CP-odd dimension-six operators in the Warsaw basis relevant for the
measurement in the H → ZZ∗ → 4` decay channel

An alternative complete set of operators can be defined, based on the mass eigenstates579

instead of the fields (then after the spontaneous symmetry breaking explained in Section580

1.1.1). This formulation is expressed in terms of the physical statesW+, W−, Z and γ. The581

effective Lagrangian in terms of these alternative couplings, focused on the HV V couplings,582

is:583

LSM+d=6
HVV =h

c

[
(1 + δcw)g

2v2

2 W+
µ W

µ− + (1 + δcz)
(g2 + g′2)v2

4 ZµZ
µ+

cww
g2

2 W
+
µνW

µν− + c̃ww
g2

2 W
+
µνW̃

µν− + cw�g
2(W−µ ∂νWµν+ + h.c)+

cgg
g2
s

4 G
a
µνG

µνa + cγγ
e2

4 AµνA
µνczγ

e
√
g2 + g′2

4 ZµνA
µν + czz

g2 + g′2

4 ZµνZ
µν+

cz�g
2Zµ∂νZ

µν + cγ�gg
′Zµ∂νA

µν

c̃gg
g2
s

4 G
a
µνG̃

µνa + c̃γγ
e2

4 AµνÃ
µν c̃zγ

e
√
g2 + g′2

4 ZµνÃ
µν + c̃zz

g2 + g′2

4 ZµνZ̃µν

]
(1.1.47)

From this Lagrangian it is possible to build another basis which can probe the effects584

of the Higgs boson couplings with the other particles, parametrising them with only one585

coefficients instead of a linear combination of other coefficients. This is called Higgs basis,586

and the recommended choice for the independent couplings is the following:587

δcz, cgg, cγγ , czγ , czz, cz�, c̃gg, c̃γγ , c̃zγ , c̃zz , (1.1.48)

where c̃ denote coefficients of the CP-violating operators, while the other are the CP-588

conserving ones.589

The H → ZZ∗ → 4` analysis performed in this thesis, especially in the CP-violation590

search, is focused on the study of the couplings in the HV V vertex, which can be probed591

mainly in the decay and in the VBF and VH production. In the end only three operators592
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are needed:593

• Warsaw basis: c
HW̃

, c
HB̃

, c
HW̃B

594

• Higgs basis: c̃zz, c̃za, c̃aa595

The Warsaw basis is implemented in the SMEFTsim package [27] which interfaced with596

various Monte Carlo generators. To simulate samples in the Higgs basis, the couplings of597

the two bases need to be translated. The relations between them are listed below:598

c̃zz = 4
(
g2cHW̃ + g′2cHB̃ + gg′cHW̃B

(g2 + g′2)2

)
v2

Λ2 , (1.1.49)

599

c̃zγ = 4

cHW̃ − cHB̃ − g2−g′2
2gg′ cHW̃B

g2 + g′2

 v2

Λ2 , (1.1.50)

600

c̃γγ = 4
( 1
g2 cHW̃ + 1

g′2
cHB̃ −

1
gg′

cHW̃B

)
v2

Λ2 , (1.1.51)

and these translation formula are implemented in the ROSETTA framework [28].601

1.1.2.3 Pseudo-Observable602

Several phenomenological analyses about the effective couplings of the Higgs boson to603

SM fields have appeared after its discovery in 2012, mainly based on the κ-framework or604

signal-strength results reported by ATLAS and CMS.605

The purpose of the work presented in Ref. [15] is to provide a generalisation of the606

"κ-framework" suitable for high-precision studies of on-shell Higgs decays. It relies on the607

hypothesis the Higgs boson (denoted as h(125)) is a spin zero particle and that there is no608

new particle with mass below (or around) mH ∼125 GeV. In this regime the Effective Field609

Theory (EFT) approach is applicable, and no further assumption have been done in order610

to specify if the h(125) state is part of SU(2)L doublet, and global symmetry hypothesis611

(lepton-universality, CP invariance) are not imposed and can be tested from data. The only612

key assumption is to neglect terms in the decay amplitudes with a non-vanishing tree-level613

contribution from local operators with D>6.614

The old κ-framework cannot describe modifications of the Higgs-cross sections that can-615

not be reabsorbed into a simple overall re-scaling with respect to the SM. A set of effective-616

couplings Pseudo-Observable (PO) can be defined to parametrise the on-shell production617

and decay amplitudes. These can be extracted from the measurements performed in the618

LHC Higgs analysis.619

The h → 4f amplitudes are particularly interesting since they allow to investigate the620

effective hW+W− and hZZ interaction terms. The purpose of this approach is to probe this621

interactions in model-independent way taking into account all possible additional contribu-622

tion to h→ 4f from contact terms and effective Higgs couplings. It is needed to characterise623
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the three point function of the Higgs boson and two fermion currents:624

〈0|T {Jµf (x), Jνf (x), h(0)}|0〉 , (1.1.52)

which can be probed by the experiments in h → 4f decays. Extracting a kinematical625

structure of the decay from data, it will allow to determine the effective coupling of the h626

to all the SM gauge bosons, and also to investigate possible couplings to new massive state627

(New Physics).628

It is possible to define a limited set of POs from the momentum expansion of the on-629

shell electroweak Higgs decay amplitudes around the physical poles due to exchange of SM630

electroweak gauge bosons. The effective coupling PO that appear in these channels consist631

of four sets:632

• 3 flavour-universal charged-current PO: {κWW , εWW , ε
CP
WW }633

• 7 flavour-universal neutral-current PO: {κZZ , εZZ , εCPZZ} and {κγγ , δCPγγ , κZγ , δCPZγ }634

• set of flavour non-universal charged-current PO: {εWf}635

• set of flavour non-universal neutral-current PO: {εZf}636

in which the number of flavour non-universal PO depends on the fermion species.637

Focusing on the h→ 4f neutral currents, it is possible to write a most generic expression638

of the decay amplitude of an on-shell Higgs boson to h→ ff̄ + f ′f̄ ′ final state as function639

of the POs:640

A = i
2m2

Z

vF

∑
f=fL,fR

∑
f ′=f ′L,f

′
R

(f̄γµf)(f̄ ′γνf ′)Tµν(q1, q2) , (1.1.53)

Tµν(q1, q2) =
[
F ff

′

L (q2
1, q

2
2)gµν + F ff

′

T (q2
1, q

2
2)q1 · q2gµν − qµ2 qν1

m2
Z

+ F ff
′

CP (q2
1, q

2
2)ε

µνρσq2ρq1σ
m2
Z

]
,

(1.1.54)
where F ff

′

L (q2
1, q

2
2), F ff

′

T (q2
1, q

2
2) and F ff

′

CP (q2
1, q

2
2) are the form factors which describe the641

longitudinal and transverse part of the current, as in the SM, and the CP -violating part of642

the interaction:643

F ff
′

L (q2
1, q

2
2) = kZZ

gfZg
f ′

Z

PZ(q2
1)PZ(q2

2) + εZf
m2
Z

gf
′

Z

PZ(q2
2) + εZf ′

m2
Z

gfZ
PZ(q2

1) , (1.1.55)

644

F ff
′

T (q2
1, q

2
2) = εZZ

gfZg
f ′

Z

PZ(q2
1)PZ(q2

2) + εZγ

(
eQf ′g

f
Z

q2
2PZ(q2

1) + eQfg
f ′

Z

q2
1PZ(q2

2)

)
+ εγγ

eQfQf ′

q2
1q

2
2

, (1.1.56)

645

F ff
′

CP (q2
1, q

2
2) = εCPZZ

gfZg
f ′

Z

PZ(q2
1)PZ(q2

2) + εCPZγ

(
eQf ′g

f
Z

q2
2PZ(q2

1) + eQfg
f ′

Z

q2
1PZ(q2

2)

)
+ εCPγγ

eQfQf ′

q2
1q

2
2

, (1.1.57)
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where gfZ are the Z-pole PO.646

Choosing as example decay channel h → 2e2µ, the independent contributions of the
three form factors to the decay rate are:

dΓLL
dm1dm2

∝ fL(m1,m2)
∑
f,f ′

|F ff
′

L |
2 ,

dΓTT
dm1dm2

∝ fT (m1,m2)
∑
f,f ′

|F ff
′

T |
2 ,

dΓCP
dm1dm2

∝ fCP (m1,m2)
∑
f,f ′

|F ff
′

CP |
2 , (1.1.58)

where m1(2) =
√
q2

1(2) and fL,T,CP (m1,m2) are factors function of q2
1(2). By integrating over647

m1 and m2, we can obtain the partial decay rate as:648

Γ(h→ 2e2µ) = Γ(h→ 2e2µ)SM ×
∑
j≥i

X2e2µ
ij κiκj , (1.1.59)

where X2e2µ
ij are numerical coefficients and κi are the effective-coupling PO.649

Imposing the CP invariance of the Higgs boson, the term F ff
′

CP (q2
1, q

2
2) cancels out and650

the most interesting effects which can be probed by the H → ZZ∗ → 4` analysis are in the651

F ff
′

L term. Then at the end we have 5 POs: kZZ , εZeL, εZµL, εZeR, εZµR which represent the652

coupling to the hZZ vertex and the contact terms of the Z boson with leptons respectively.653

1.2 The Higgs boson at LHC654

The Large Hadron Collider provides p − p collisions at very high energies. It is crucial655

to know the production modes and the decay channels to search for the Higgs boson.656

1.2.1 Production modes657

The main Higgs production mechanism at the LHC is the gluon-gluon fusion (ggF) then,658

ordered by importance, the vector-boson fusion (VBF), the associated production with a659

gauge boson (VH ), the associated production with a pair of top quarks (tt̄H), then with a660

pair of bottom quarks and the production in association with a single top quark (tH). Fig-661

ure 1.6 shows the Feynman diagrams for different production modes and Figure 1.7 shows662

the Higgs boson production cross sections in p− p collisions at
√
s = 13 TeV as a function663

of the Higgs boson mass. Table 1.2 shows the Higgs boson production cross sections for664

mH = 125 GeV in p-p collisions at
√
s = 13 TeV with their overall uncertainties. The theo-665

retical uncertainties are those associated with limitations of perturbative calculations of the666

partonic cross sections, which are estimated by varying factorisation and renormalisation667

QCD scales and, hence, they are frequently referred to as "QCD scale uncertainties". The668

PDF uncertainties also contribute directly to the overall uncertainties, because different669

collaborations making PDF fits provide their best-fit parameters with uncertainties, but670

they do not necessarily lead to the exact same cross sections. For this reason the overall671
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uncertainties cross sections are estimated taking an envelope of all results from different672

PDF-fitting collaboration. In the end, also the uncertainties on fundamental input param-673

eters, such as αS , affects the overall uncertainties. The four main production modes are674

described below.

Figure 1.6: Examples of leading-order Feynman diagram for Higgs boson production via ggF, VBF, VH,
ttH/bbH and tH/bH production processes.

675
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Figure 1.7: Standard Model Higgs boson production cross sections at
√
s = 13 TeV as a function of the Higgs

boson mass [25].
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Cross section (in pb) +
− QCD scale % ± (PDF + αs) %

ggF VBF VH ttH+tH bbH

48.58+4.6%
−6.7% ± 3.2% 3.78+0.4%

−0.3% ± 2.1% WH 1.37+0.5%
−0.7% ± 1.9% ttH 0.51+5.8%

−9.2% ± 3.6% 0.49+20.2%
−23.9%

ZH 0.88+3.8%
−3.1% ± 1.6% tH 0.074+6.5%

−14.9% ± 3.7%

Table 1.2: Standard Model Higgs boson production cross section for mH = 125 GeV in p-p collisions at√
s = 13 TeV with their theoretical uncertainties [25]. The theoretical uncertainty reported for the bb̄H

production is the total +
− (QCD scale + PDF + αs) %.

Gluon-gluon Fusion. At high-energy hadron colliders, the Higgs boson production mech-676

anism with the largest cross section is the gluon-fusion process, gg → H +X, mediated by677

a quark loop in which the heavy top quark gives the main contribution.678

Vector-Boson-Fusion. The SM Higgs production mode with the second-largest cross679

section at the LHC is vector boson fusion. The qq → qqH process via VBF proceeds by the680

scattering of two (anti-)quarks, mediated by t− or u−channel exchange of a W or Z boson,681

with the Higgs boson radiated off the weak-boson propagator. The scattered quarks give682

rise to two jets with high transverse momentum pT in the forward and backward regions of683

the detector, respectively.684

Associated production with a vector boson. It is also called Higgsstrahlung because685

the Higgs boson is produced in association with W and Z gauge bosons.686

Associated production with a pair of top quarks. The Higgs radiation of top quarks,687

pp→ tt̄H, can provide important information on the top-Higgs Yukawa coupling.688

1.2.2 Decay channels689

According to the Standard Model, the Higgs boson can decay into pairs of fermions or690

bosons.691

The Higgs couplings to the particles are proportional to the particle masses. The heavier692

is the particle, the stronger the coupling with the Higgs boson is and thus the higher the693

branching ratio of the Higgs in this channel.694

The sensitivity of a search channel for Higgs boson, for a given mass, depends on its695

production cross section, its decay branching ratio, the reconstructed mass resolution, the696

selection efficiency and the level of background in the final state. For the Higgs boson with697

massmH = 125 GeV, there are five decay channels that play the major role at the LHC. The698

H → γγ and the H → ZZ∗ → 4l channels played a key role in the Higgs boson discovery.699

In fact, in these decay channels, all final state particles can be very precisely measured and700

therefore they present the best mH resolution because the H → γγ channel is characterised701

by a narrow resonant peak above the continuum background and the H → ZZ∗ → 4l702
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channel has a good signal over background ratio, despite the low branching ratio. The703

H → WW ∗ → lνlν decay channel has relatively large branching ratio but the presence of704

neutrinos affects the mH resolution. Finally the H → bb̄ and the H → τ+τ− channels suffer705

from large backgrounds and poor mass resolution. Figure 1.8 shows the Higgs boson decay706

branching ratios as a function of the Higgs boson mass.
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Figure 1.8: Standard Model Higgs boson decay branching ratios as a function of the Higgs boson mass [26].
707

1.2.3 Status of the Higgs boson measurement at the LHC708

With the increasing statistics of the Run 2, large improvements on the precision of709

the property measurements have been achieved. The results also have been interpreted via710

theoretical frameworks on top of the κ-framework to put constraints on anomalous couplings711

of the Higgs boson with the other SM particles and to probe New Physics phenomena.712

1.2.3.1 First observations with Run 2713

H → τ+τ− decay channel714

During the early Run 2, the H → τ+τ− signal has been observed for the first time by the715

ATLAS (36.1 fb−1) [31] and CMS experiments (35.9 fb−1) [32]. The analyses have been716

performed in different event categories designed to target Higgs boson signal from ggF and717

VBF production, categorising the events on the basis of the number of jets and the Higgs718

boson transverse momentum.719

Combining these results with the Higgs boson decays to τ lepton pairs measurements720

performed during Run 1 at energies of 7 and 8 TeV, the observed significance amounts to721

6.4 σ with ATLAS and to 5.9 σ with CMS experiment. Figures 1.9a and 1.9b show the722

distribution of the invariant mass of the τ lepton pair mττ .723
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Figure 1.9: Distribution of the reconstructed di-τ invariant mass mττ from (a) ATLAS [31] and (b) CMS
experiments [32].

ttH production724

The detection of the tt̄H production is a direct probe of the Higgs Yukawa coupling to the725

top quark. During Run 2 both ATLAS and CMS experiments have observed this process726

for the first time.727

ATLAS experiment has combined the tt̄H measurement at 13 TeV performed in H →728

ZZ∗ → 4` and H → γγ with data collected at 79.8 fb−1with the measurements performed729

in H → bb̄ and multi-lepton decay channels at 36.1 fb−1 [33]. A combined fit using also the730

results from Run 1 gives an observed (expected) significance of 6.3 (5.1) σ. Figure 1.10a731

shows the combined tt̄H production cross section, as well as cross sections measured in the732

individual analyses.733

CMS experiment has combined the tt̄H measurements with the 13 TeV data collected734

at 35.9 fb−1in H → ZZ∗,WW ∗, γγ, τ+τ− and bb̄ decay channels to extract the signal735

strength [34]. Combining the results from Run 1 analyses an observed significance of 5.2 σ736

has been obtained. Figure 1.10b show the best fit value of the tt̄H signal strength modifier737

for each decay channel and the combined results.738

The overall results for the two experiment are:739

(σttH/σ
SM
ttH )ATLAS = 1.32+0.28

−0.26 µCMS
ttH = 1.26+0.31

−0.26 (1.2.1)

H → bb̄ decays in the VH production740

This channel is the one with the highest Branching Ratio (∼ 58%), but it is affected by741

large backgrounds from multi-jet production, which make the search in the dominant ggF742

production very challenging. The most sensitive production mode for the decay channel743

detection is the associated production with a vector boson which decays leptonically. The744
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Figure 1.10: (a) combined tt̄H production cross section, as well as cross sections measured in the individual
analyses performed by ATLAS experiment [33]. (b) the best fit value of the tt̄H signal strength modifier for
each decay channel and the combined results performed by CMS experiment [34].

first observation of the decay of the Standard Model Higgs boson into a bb̄ pair produced in745

association with a W or Z boson has been done by ATLAS and CMS detectors.746

The measurement performed by the ATLAS detector is based on the data corresponding747

to an integrated luminosity of 79.8 fb−1 [35]. The search is performed in final states including748

0,1 or 2 charged leptons (depending on the W or Z boson decay) and two identified bottom749

quark jets. The signal extraction method is performed using multivariate discriminants as750

fit observable and cross-checked with the dijet-mass analysis, in which the signal is extracted751

by fitting mbb (Figure 1.11a). The result of the multivariate analysis has been combined752

with the previous measurements performed during Run 1, with other searches for bb̄ decays753

of the Higgs boson and with other searches in the VH production. The combined results754

from other searches in Run 1 and in Run 2 for the Higgs boson in the bb̄ decay mode show755

an excess over the expected SM background with an observed (expected) significance of756

5.4 (5.5) σ, providing a direct observation of the Higgs boson decay into b-quarks. The757

measured signal strength relative to the SM expectation is:758

µATLAS
H→bb̄ = 1.01± 0.12(stat.)+0.17

−0.15(syst.) (1.2.2)

Additionally, a combination of Run 2 results searching for the Higgs boson produced in asso-759

ciation with a vector boson yields an observed (expected) significance of 5.3 (4.8) standard760

deviations. Figures 1.12a and 1.12c show the signal strength µH→bb̄ and µV H for individual761

search channels and their combination.762

Similar analysis strategy has been followed also by the CMS experiment in VH , H → bb̄763

process, using data collected up to 77.2 fb−1at 13 TeV [36]. A combination of all CMS764

measurements of the H → bb̄ decay in all the other production modes (Figure 1.12b), yields765
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an observed (expected) significance of 5.6 (5.5) σ and the signal strength is:766

µCMS
H→bb̄ = 1.04± 0.20. (1.2.3)
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Figure 1.11: Distribution of the reconstructed di-jet invariant mass mbb from (a) ATLAS [35] and (b) CMS
experiment [36].
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Figure 1.12: Signal strength µH→bb̄ for individual search channels and their combination for the (a) ATLAS
[35] and (b) CMS experiment [36]. (c) Signal strength µVH(b) for each decay channel search and the combined
result for the ATLAS experiment [35].

Evidence for rare H → µµ Higgs boson decay767

ATLAS and CMS experiments announced new results which show the first indication of the768

Higgs boson decay into two muons. This is one of the most rare decay process of the Higgs769

boson with a branching ratio of 0.23%. These results are crucial because they indicate for770

the first time that the Higgs boson interacts with second-generation elementary particles.771

ATLAS experiment performed the search for H → µµ decay channel [37] with the full772

Run 2 statistics. The analysis selects event with two opposite-charge muons and classifies773

them into mutually exclusive categories based on the event topology (related to the pro-774

duction mode) and multivariate discriminants to increase the signal sensitivity. The signal775
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yield is then extracted from a fit on the dimuon mass mµµ. Observed (expected) significance776

have been found of 2 (1.7) σ with a best-fit value of the signal strength parameter of:777

µATLAS
H→µµ = 1.2± 0.6 (1.2.4)

The observed upper limit on the cross section times branching ratio for pp → H → µµ is778

2.2 times the SM prediction at 95% CL, while the expected assuming absence (presence) of779

a SM signal is 1.1 (2.0).780

CMS experiment performed the same search using the full Run 2 statistics of 137 fb−1781

[38], observing an excess of events in data with a significance of 3.0 σ, where the SM782

expectation is 2.5. The measured signal strength is:783

µCMS
H→µµ = 1.19+0.41

−0.39(stat)+0.17
−0.16(sys) (1.2.5)

Figure 1.13 show the dimuon invariant mass distribution for ATLAS and CMS experiments.784

 [GeV]µµm

100

200

300

400

500

600

700

W
ei

gh
te

d 
E

ve
nt

s 
/ 2

 G
eV ATLAS

-1 = 13 TeV, 139 fbs

, ln(1 + S/B) weightedµµ → H

Data
Total pdf
Signal pdf
Bkg. pdf

110 115 120 125 130 135 140 145 150 155 160
 [GeV]µµm

2−

0

2

D
at

a 
- 

B
kg

.

(a)

0

100

200

300

400

500

600

700

800

S
/(

S
+

B
) 

W
ei

gh
te

d 
E

ve
nt

s 
/ G

eV

 (13 TeV)-1137 fb

CMS Preliminary

S/(S+B) weighted
All categories

 = 125.38 GeVHm

Data

=1.19)µS+B (

Bkg. component

σ 1 ±
σ 2 ±

110 115 120 125 130 135 140 145 150
 (GeV)µµm

5−

0

5

D
at

a-
B

kg
.

(b)

Figure 1.13: Dimuon invariant mass spectra from (a) ATLAS [37] and (b) CMS experiment [38].

1.2.3.2 Higgs boson mass measurements785

The ATLAS and CMS Collaborations have independently measured the Higgs boson786

mass during Run 1. The Higgs boson mass measurement has been performed in two of the787

most sensitive decay channels H → ZZ∗ → 4l and H → γγ, because they offer the best788

mass resolution. Due to their low BR, the total uncertainties on the mass measurement789

are dominated by the statistical term, and the systematic ones by the experimental effects790

related to the muon momentum and photon energy scales.791

The results in the two channels with the partial Run 2 statistics of 36 fb−1 collected by792

the ATLAS experiment has been combined with the Run 1 results and they are shown in793
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Figure 1.14a [39]. The combined measurement of the Higgs boson mass is:794

mATLAS
H = 124.97± 0.24 (±0.16) GeV (1.2.6)

Same combination has been performed by CMS experiment in these decay channels with795

the data collected up ti 35.9 fb−1during Run 2 together with the Run 1 results (Figure796

1.14b) [41]. The combined measurement is:797

mCMS
H = 125.38± 0.14 (±0.11) GeV (1.2.7)

Preliminary mass measurement in H → ZZ∗ → 4l channel with the full Run 2 statistics798

has been published [40] by ATLAS experiment:799

mATLAS-FullRun2
H = 124.92+0.21

−0.20 GeV (1.2.8)

showing an improvement of about 40% with respect to the previous analysis in this channel.800
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Figure 1.14: Summary of Higgs boson mass measurements from the individual analyses of (a) ATLAS and
(b) CMS.

1.2.3.3 Spin-CP measurements801

The spin-CP of the Higgs boson in the Standard Model is predicted to be JCP = 0++,802

but Beyond Standard Model theories predict the boson with other states of spin or CP, or803

even a mixture of CP-even and CP-odd states. Measurements of the Higgs spin-parity and804

tensor structure are based on angular analysis of decays to vector boson pairs. The presence805

of anomalous non-scalar components would indicate a mixed state and new physics.806

Run 1 ATLAS and CMS results During Run 1 several alternatives hypothesis of spin-807

parity have been tested to assert the Higgs boson as a CP-even scalar particle. In the ATLAS808

experiment, the hypothesis are based on the Effective Field Theory approach, which assumes809

a general effective Lagrangian compatible with Lorentz invariance [42]. In contrast, in the810
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CMS experiment, the spin-CP models are based on an anomalous coupling approach, which811

assumed the general amplitude compatible with the Lorentz and gauge invariance [43].812

The SM hypothesis JP = 0+ has been compared to alternative spin– models: a pseudo-813

scalar boson JP = 0− and a BSM scalar boson JP = 0+
h , which describe the interaction of814

the Higgs boson with the SM vector bosons with an effective couplings. Also graviton-like815

tensor models with JP = 2+ have been investigated. The analysis rely on observables chosen816

to be sensitive to the spin and parity signal in the most sensitive decay channels: H → γγ,817

H → ZZ∗ → 4` and H →WW ∗ → eνµν. In these tests of fixed spin and parity hypothesis,818

it is assumed that the resonance decay involves only one CP eigenstate. Figure 1.15 show819

the expected and observed distributions of the test statistics of the SM hypothesis against820

all alternative spin-parity hypotheses for ATLAS and CMS experiments. In all the cases821

the quantum number predicted by the SM JP = 0+ are favoured by the data.822
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Figure 1.15: Distribution of the test statistics of the SM hypothesis JP = 0+ against the alternative spin-
parity hypothesis JP = 0−, 1+, 1−, 2+ for (a) ATLAS [42] and (b) CMS [43]. The spin-1 hypothesis in
in principle excluded due to the observation of the H → γγ decays and the Landau-Yang theorem, which
forbids the decay of a spin-1 particle into two massless vector bosons. Then this hypothesis is not shown in
the ATLAS results which includes also the H → γγ channel in the combination.

In addition to the fixed hypothesis test, also the possible presence of BSM terms in the823

Lagrangian describing the HV V vertex of the spin-0 resonance has been investigated, and824

the relative fractions of the CP-odd and CP-even BSM contributions to the observed Higgs825

boson decays are constrained.826

ATLAS experiment has set limits on the corresponding BSM tensor couplings expressed827

as the ratio couplings κ̃HV V /κSM and κ̃AV V /κSM · tanα which are related to the coupling828

constant corresponding to the interaction of the SM (κSM ), BSM CP-even (κ̃HV V ) and BSM829

CP-odd (κ̃AV V ) spin-0 particle, and α represents the CP-mixing angle. Table 1.3 shows the830

expected and observed best-fit values of κ̃HV V /κSM and κ̃AV V /κSM · tanα and 95% CL831

excluded regions obtained in the combination of H → ZZ∗ → 4` and H → WW ∗ → eνµν832
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analyses.833

Coupling ratio Best fit value 95% CL Exclusion regions
combined observed Expected Observed

κ̃AV V /κSM · tanα -0.68 (−∞,−2.33] ∪ [2.30,∞) (−∞,−2.18] ∪ [0.83,∞)
κ̃HV V /κSM -0.48 (−∞,−0.55] ∪ [4.80,∞) (−∞,−0.73] ∪ [0.63,∞)

Table 1.3: Expected and observed best-fit values of κ̃HV V /κSM and κ̃AV V /κSM ·tanα and 95% CL excluded
regions obtained in the combination of H → ZZ∗ → 4` and H → WW ∗ → eνµν analyses from ATLAS
experiment [42].

CMS experiment has put limits on the couplings ai (i=1,2,3) present in the general834

scattering amplitude which describes interactions of a spin-zero boson with the gauge bosons.835

In particular a1 represent the parity-conserving interaction of a scalar Higgs to V V bosons836

at tree-level, which is related to the Λ1 BSM physics scale at which a possible new particles837

can contribute to the HV V vertex; while a2 is generated through radiative corrections.838

Finally a3 represent the parity-conserving interaction of a pseudo-scalar Higgs. Table 1.4839

show a summary of the allowed 95% CL intervals on the anomalous couplings in HV V840

interactions in combination of H → ZZ∗ and H →WW ∗ measurements.841

Parameter Observed Expected
(Λ1

√
|a1|) cos(φΛ1) (−∞,−100GeV] ∪ [−103GeV,∞) (−∞,−43GeV] ∪ [−116GeV,∞)
a2/a1 [−0.58, 0.76] [−0.45, 1.67]
a3/a1 [−1.54, 1.57] [−2.65, 2.65]

Table 1.4: Summary of the allowed 95% CL intervals on the anomalous couplings in HV V interactions in
combination of H → ZZ∗ and H →WW ∗ measurements [43].

CP structure of the Higgs boson Yukawa coupling with top quark842

In the H → γγ decay, the tt̄H production vertex has been studied to put strong constraint843

on possibile CP-odd couplings between the Higgs boson and the top quark. The ATLAS844

experiment has excluded a pure CP-odd coupling (mixing angle α = 90(180)◦) at 3.9 σ [44].845

A comparable study from the CMS experiment excluded α = 90◦ at 3.2 σ [45]. A possible846

mixture of CP-even and CP-odd has been investigated. ATLAS has put directly a limit on847

the mixing angle |α| < 43◦ at 95% CL. Instead CMS experiment performed the measurement848

of the quantity:849

f ttH
CP = |κ̃t|2

|κ̃t|2 + |κ̃t|2
sign(κ̃t/κt) (1.2.9)

where κt and κ̃t are the CP-even and CP-odd Yukawa couplings. It is constrained to be850

f ttH
CP = 0.00± 0.33 at 68% CL.851

Test of CP invariance in VBF production852

In the H → ττ decay, the coupling between the Higgs boson and the vector boson has853
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been investigated by ATLAS experiment in the V BF production vertex and described in854

an Effective Field Theory framework [46]. The parameter d̃ represents the strength of CP855

violation and it has been constrained to the interval [-0.090,0.035] at the 68% CL, based on856

the fit of Optimal Observable distribution (Figure 1.16a), a matrix element based variable857

able to discriminate CP-odd contribution.858

CP structure of the Higgs boson Yukawa coupling with τ lepton859

CMS experiment has performed the first measurement of the effective mixing angle φττ860

between a scalar and pseudo-scalar Hττ coupling using the full Run 2 statistics of 137861

fb−1 [47]. The hypothesis for a pure CP-odd pseudo-scalar boson is rejected at 3.2 (2.3)862

observed (expected) standard deviations and the observed mixing angle is found to be 4±17◦,863

which is compatible with the expected value of 0± 23◦. Figure 1.16b shows a 2-dimensional864

scan of CP-even κτ and CP-odd κ̃τ Yukawa coupling.865
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Figure 1.16: (a) The observed and expected negative log-likelihood (NLL) scan curve as a function of d̃
values [46]. (b) Two-dimensional scan of CP-even κτ and CP-odd κ̃τ Yukawa coupling between Higgs boson
and τ lepton [47].

1.2.3.4 Constraints on the Higgs boson width866

A direct measurement of Higgs width is limited by the experimental resolution which is867

orders of magnitude greater than the one needed for the measurement. The H → ZZ∗ decay868

channel can set a constraint on the Higgs boson width, obtained by measuring the off-shell869

Higgs boson production event yields normalised to the on-shell µoff-shell/µon-shell, assuming870

identical coupling modifiers for on-shell and off-shell Higgs boson.871

The combined results in the ZZ∗ → 4l and ZZ∗ → 2l2ν decay channels using data872

collected by ATLAS experiment at 36.1 fb−1, set an observed (expected) upper limit on the873

off-shell signal strength and on the Higgs width:874

µATLAS
off-shell < 3.8 (3.4) at 95% CL (ΓH/ΓSM

H )ATLAS < 3.5 (3.7) at 95% CL. (1.2.10)
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CMS experiment performed the same measurement using data collected up to 80.2 fb−1and875

combined the results with those obtained during Run 1. The Higgs boson width is con-876

strained to be:877

ΓCMS
H = 3.2+2.8

−2.2 , [0.08, 9.16] at 95% CL. (1.2.11)

1.2.3.5 Fiducial inclusive and differential cross section measurements878

Fiducial cross sections are measured to minimise the model dependency of the extrapo-879

lation to phase-space regions not covered by the detector acceptance and are corrected for880

detector effects to be directly compared to theoretical calculation.881

ATLAS experiment has published new measurement with the full Run 2 statistics in the882

H → γγ [50] and H → ZZ∗ → 4l [14] decay channels. This thesis work has contributed to883

the second analysis. The current measurement of the inclusive fiducial cross section in the884

H → γγ and H → ZZ∗ → 4l decay channels are:885

σATLAS
fid,γγ = 65.2± 7.1 fb , (1.2.12)

886

σATLAS
fid,ZZ→4l = 3.28± 0.32 fb , (1.2.13)

in agreement with the Standard model predictions of 63.6 ± 3.3 fb and 3.41 ± 0.18 fb re-887

spectively. A combined measurement in this two channels has been performed [51] and the888

total Higgs boson production cross section has been measured:889

σATLAS
tot = 55.4+4.3

−4.2 pb , (1.2.14)

in agreement with the Standard model prediction 55.6± 2.5 pb.890

CMS experiment has performed a combined measurement in the H → γγ, H → ZZ∗ →891

4l and H → bb̄ with data collected up to 35.9 fb−1 [53]. The measured total cross section892

is:893

σCMS
tot = 61.1± 6.0(stat)± 3.7(syst) pb . (1.2.15)

The more recent results with the full Run 2 statistics in the H → ZZ∗ → 4l [54] measured894

a fiducial cross section of:895

σCMS
fid,ZZ→4l = 2.73+0.23

−0.22(stat)
+0.24
−0.19(syst) . fb (1.2.16)

Differential cross sections measurements have been also performed with observables sen-896

sitive to the Higgs-boson production and decay modes. Figure 1.17 shows the differential897

fiducial cross sections as a function of pT,H and Njets in the H → ZZ∗ → 4l decay channel898

measured by ATLAS and CMS. These results have been used to test the couplings of the899

Higgs boson with Standard Model particles and also to put constraints on anomalous Higgs-900

boson interactions with them in different theoretical framework. In Chapter 6, the analysis901

performed in the H → ZZ∗ → 4l decay channel with the ATLAS detector is described and902

in Chapter 7 the interpretations of the results are presented.903
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Figure 1.18 show the combined differential cross section as function of pT,H for the904

ATLAS experiment using data up to 139 fb−1(H → γγ and H → ZZ∗ → 4l) and for the905

CMS experiment using data up to 35.9 fb−1.906
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Figure 1.17: (a) - (d) Differential cross sections as function of pT,H and Njets in the H → ZZ∗ → 4l decay
channel measured by ATLAS [14] and CMS [54].

1.2.3.6 Higgs boson production cross section and couplings907

The production cross section measurements represent an additional way to probe the908

strength of the Higgs boson coupling with the other Standard Model particles and test909

possible beyond SM effects. A way to perform this measurement is in the Simplified Tem-910

plate Cross Section framework (STXS) [55], defining exclusive regions of the Higgs phase911

space (called STXS bins) based on its kinematics and of the particle and jets produced in912

association to identify the different production modes: the transverse momentum of the913

Higgs boson pHT , the number of jets Njets, the invariant mass of the di-jet system mjj and914

the transverse momentum of the vector boson pVT produced in association with the Higgs.915

The definitions of the STXS bins are motivated by maximising the experimental sensitivity916
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Figure 1.18: Combined differential cross section as function of pT,H from measurement performed in H → γγ
and H → ZZ∗ → 4l by (a) ATLAS [51] and (b) CMS [53].

and minimising the dependency on theoretical uncertainties. Different STXS stages can be917

defined, corresponding to increasingly fine granularity, but not all the analyses are sensitive918

to all the STXS bins. The STXS measurement is performed defining a reco-level categori-919

sation, which is chosen as close as possible to the STXS one to minimise the extrapolation920

dependency.921

The combination of the production cross section measurements in the main processes922

ggF , V BF , WH, ZH and ttH + tH has been performed by ATLAS experiment (as shown923

in Figure 1.19a) [56]. The observed significance in each production mode is larger than 5924

σ. Also the STXS (Stage 1.2) measurements have been combined and the results show a925

compatibility with the SM expectation of 95%. On the tH STXS measurement, an upper926

limit < 8.4 × σexp
tH has been set. These results have been interpreted in the well-known κ-927

framework. An interpretation assuming a universal coupling of vector bosons and fermions928

κV and κF has been performed, and also considering the coupling strength to W , Z, t, b,τ929

and µ independently. To probe BSM effect in the loop, the modified couplings with gluons930

κg and photons κγ have been studied. They may contribute to the total Higgs width,931

which is sensitive to possible invisible decay (Bi) and undetected decay (Bu). The different932

constraints are put on the couplings based on the different assumptions that have been933

made. The best-fit values of the Higgs boson coupling modifiers including effective photon934

and gluon couplings with and without BSM contributions to the total width are shown in935

Figure 1.19b.936

The CMS experiment have combined the production and decay rates of the Higgs boson937

measurements, providing the results in terms of signal strength, coupling modifiers and also938

an interpretation in effective field theory, parametrising deviations in the cross section in939

terms of Wilson coefficients ci (Figure 1.19c). All the results are found compatible with the940

SM expectation.941
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Figure 1.19: (a) Measured cross sections for ggF , V BF , WH, ZH and ttH + tH normalised to their SM
predictions, measured assuming SM values for the decay branching fractions [56]. (b) Best-fit values and
uncertainties for Higgs boson coupling modifiers per particle type with effective photon and gluon couplings
and either Bi = Bu = 0 (left), or include them as free parameters (right) [56]. (c) Summary plot for the
effective couplings scans. The best fit values when profiling (fixing) the other parameters are shown by the
solid black (hollow blue) points. The ±1σ and ±2σ confidence intervals are represented by the thick and
thin black lines respectively for the profiled scenario, and the green and yellow bands respectively for the
fixed scenario [57].
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2.1 The Large Hadron Collider964

The Large Hadron Collider (LHC) [58] [59] at CERN is the highest energy collider965

ever built, dedicated to accelerating and colliding protons. It was designed to provide966

proton-proton (pp) collisions with a centre-of-mass energy of 14 TeV and an instantaneous967

luminosity of 1034 cm−2 s−1 and also lead-ion collisions at a centre-of-mass energy of 2.76968

TeV per nucleon and an instantaneous luminosity of 1027 cm−2 s−1.969
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Housed in the tunnel built between 1984 and 1989 for LEP (Large Electron-Positron970

Collider), the LHC is a 27 km long superconducting hadron collider. The tunnel is located971

between 45 m and 170 m below the ground surface. LHC magnets are made of niobium-972

titanium (NbTi) cables and are cooled to less than 2 K with superfluid helium, in order to973

reach the superconductivity state.974

Beams are injected into the LHC in a series of bunches of 1.15× 1011 protons and every975

beam is designed to have 2808 circulating proton bunches, arranged in "trains" of 72 bunches976

with 25 ns spacing within the trains, and 12 empty bunches between two trains. A schematic977

view of the LHC and the accelerator chain in shown in Figure 2.1.978

ATLAS [3], CMS [4], ALICE [60] and LHCb [61] are the four main experiments, located979

at the interaction regions where the beams cross and are brought to collision. The first two980

experiments, ATLAS and CMS, are multipurpose, high luminosity detectors and have been981

designed for the Higgs boson search and new physics searches. ALICE is optimised to study982

heavy ion collisions, in order to understand quark-gluon plasma; and LHCb is a specialised983

B-physics experiment and searches for new physics beyond the SM.984

Figure 2.1: The layout of the Large Hadron Collider and the CERN accelerator complex.

Luminosity985

The number of events N of a particular process per second generated in LHC collisions986

depend on the cross section σ(
√
s) of the process and the instantaneous luminosity, L, of987

the accelerator and is given by988

N = L · σ(
√
s) . (2.1.1)

The cross section depends on the
√
s which corresponds to the available energy in the centre989

of mass frame.990

The machine luminosity depends on the beam parameters such as the number of particles991
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per bunch Nb, the number of the bunches nb, the relativistic gamma factor γr, the circulating992

frequency frev, the geometric luminosity reduction factor F which is due to the crossing angle993

at the interaction point, the normalised transverse beam emittance εn and the transverse994

beam amplitude β∗ at the interaction point according to the relation995

L = N2
b nbγrfrevF

4πεnβ∗
. (2.1.2)

The integral of the instantaneous luminosity over time, the integrated luminosity:996

Lint =
∫
Ldt , (2.1.3)

gives the amount of recorded events per unit cross section in the time interval. Figure 2.2997

shows delivered luminosities as function of time for the 2011-2018 period.998
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Figure 2.2: Cumulative luminosity versus day delivered to ATLAS during stable beams and for high energy
p-p collisions [62].

LHC delivered proton-proton collisions at 7 TeV centre of mass energy in 2011. During999

this period ATLAS collected an integrated luminosity of about 5 fb−1. Then, the energy1000

was increased up to 8 TeV, allowing ATLAS to collect 20 fb−1 during 2012. This data-taking1001

period is called Run-1. The ATLAS Run-2 started in 2015 when LHC delivered proton-1002

proton collisions at 13 TeV. During the 2015 data-taking, ATLAS collected an integrated1003

luminosity of 3.9 fb−1. In 2016 the instantaneous luminosity grow-up, reaching in the 20161004

summer the nominal value of 1034 cm−2 s−1 and ATLAS collected an integrated luminosity1005

of 38 fb−1. During 2017 and 2018 ATLAS collected further 49 fb−1 and 62 fb−1 respectively1006

of integrated luminosity.1007

Each ATLAS run is divided in several luminosity blocks, called simply lumi-blocks, de-1008

fined as the period of time O(∼ 1 min), during which the data-taking is considered “good”.1009

The list of lumi-blocks used the analysis is called Good Run List (GRL).1010
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2.2 The ATLAS Detector1011

The ATLAS (A Toroidal LHC ApparatuS) detector [3] is a multi-purpose detector1012

designed to exploit a wide range of physics topics at the LHC.1013

The physics program of the ATLAS experiment covers precision measurements of SM1014

processes at the highest energies; measurement of the properties of the Higgs boson and1015

the search for new physics phenomena beyond the SM, which comprises Supersymmetry1016

searches, high precision tests of QCD, flavour physics and electroweak interactions; mea-1017

surements of the properties of the top quark and searches for new vector bosons and for1018

extra-dimensions.1019

The difficulty given by the nature of proton-proton collisions is the QCD jet production1020

cross-sections, which dominate over the rare processes. The identification of such final states1021

for these processes therefore imposes some requirements for the detector:1022

• Fast, radiation-hard electronics and sensor elements.1023

• High detector granularity to handle the particle fluxes and to reduce the influence of1024

overlapping events.1025

• Large acceptance in pseudorapidity with almost full azimuthal angle coverage.1026

• Good charged-particle momentum resolution and reconstruction efficiency in the inner1027

tracker.1028

• Very good electromagnetic calorimetry for electron and photon identification and mea-1029

surements, complemented by full-coverage hadronic calorimetry for accurate jet and1030

missing transverse energy measurements.1031

• Good muon identification and momentum resolution over a wide range of momenta1032

and the ability to determine unambiguously the charge of muons with high transverse1033

momentum.1034

• Highly efficient triggering on low transverse-momentum objects with sufficient back-1035

ground rejection.1036

The ATLAS detector has the typical layout of a collider experiment with a forward-1037

backward symmetry with respect to the collision point with cylindrical barrel layers of1038

detectors around the beam pipe and disk-shaped endcaps to have the range of coverage of1039

the solid angle as large as possible. A schematic overview of the ATLAS detector is shown1040

in Figure 2.3.1041

ATLAS is composed of an inner tracking system, calorimeters, and a muon spectrometer.1042

The inner detector provides track, charge and the momentum measurement of charged1043

particles in a solenoidal magnetic field of a cylindrical superconducting coil. The calorimeter1044

system surrounds the inner detector and allows for identification of photons, electrons and1045

hadrons combined with the measurement of their energies. It also measures the missing1046
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transverse energy from transverse momentum imbalance due to neutrinos. The outermost1047

sub-system is the muon spectrometer which operates in a toroidal magnetic field of eight1048

superconducting coils in the barrel and the endcaps and provides tracking, identification1049

and momentum measurement of muons, as they are the only charged particles penetrating1050

the whole ATLAS detector.

Figure 2.3: The cut-away view of the ATLAS detector. The various detector sub-systems are labelled. The
dimensions of the detector are 25 m in height and 44 m in length. The overall weight of the detector is
approximately 7000 tonnes [3] .

1051

2.2.1 The Coordinate System1052

The ATLAS detector uses a right-handed coordinate system with its origin at the in-1053

teraction point in the center of the detector. The z-axis points along the beam pipe, the1054

x-axis points from the interaction point to the center of the LHC ring and the y-axis points1055

upwards. In the plane transverse to the beam cylindrical coordinates (r, θ,φ) are used,1056

where θ is the polar angle measured from the positive z-axis and r =
√
x2 + y2 is the radial1057

distance from the interaction point, φ is the azimuthal angle around the beam pipe. The1058

pseudorapidity η is defined in terms of the polar angle θ as1059

η = − ln
(

tan θ2

)
, (2.2.1)

which approaches the rapidity in the limit where E � m1060

y = 1
2 ln

(
E + pz
E − pz

)
, (2.2.2)

where pz is the longitudinal projection of the particle momentum and E is the particle1061

energy. The pseudorapidity, according to this definition, is zero in the transverse plane and1062

infinity along the z-axis, with η = 1 at 45◦ from the axis. The distance between two particles1063
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or tracks, in the η − φ plane, is measured by the distance parameter1064

∆R =
√

∆η2 + ∆φ2 . (2.2.3)

The energy and momentum of outgoing particles, E and p, are often projected onto the1065

transverse plane: the transverse momentum conservation can be required, since the initial1066

component is known to be zero, whereas the initial component along the z-axis is not known.1067

The transverse momentum and the transverse energy are then1068

pT =
√
p2
x + p2

y = p · sin θ , ET = E · sin θ . (2.2.4)

The transverse impact parameter, d0, is the distance of closest approach of a track to the1069

reconstructed primary interaction vertex in the r − φ projection. The longitudinal impact1070

parameter, z0, is the distance of closest approach to the interaction point in the longitudinal1071

z-direction.1072

2.2.2 The Magnetic Field1073

ATLAS uses four superconducting magnets to provide the magnetic field for bending1074

charged tracks [63]. This magnetic system is 22 m in diameter and 26 m in length, and it1075

consists of a central solenoid, a barrel toroid and two endcap toroids (Figure 2.4).1076

Central Solenoid. The central solenoid is aligned on the beam axis and provide a 2 T1077

axial magnetic field for the inner detector. In this way, the field bends tracks in the φ1078

direction in the inner detector .1079

To reduce the material thickness and the resulting energy loss of tracks, the solenoid has1080

a thickness of ∼0.66 radiation lengths (X0). This required that the solenoid windings and1081

the electromagnetic calorimeter to share a common vacuum vessel.1082

The single-layer coil is wound with a high-strength conductor consisting of Niobium-1083

Titanium Rutherford cables embedded in a high purity Aluminum stabiliser (Al-stabilised1084

NbTi), cooled to 4.5 K. The flux is returned by the steel of the hadronic calorimeter and its1085

girder structure.1086

Barrel and endcap Toroids. The barrel toroid and two endcap toroids produce a1087

toroidal magnetic field of 0.5 T and 1 T for the muon detectors in the central and end-1088

cap regions respectively, bending tracks in the η direction in the muon spectrometer.1089

The cylindrical volume surrounding the calorimeters and both endcap toroids are filled1090

by the magnetic field of the barrel toroid, which consists of eight coils encased in individual1091

racetrack-shaped, stainless-steel vacuum vessels.1092

Each endcap toroid consists of a single cold mass built up from eight flat, square coil1093

units and eight keystone wedges, bolted and glued together into a rigid structure.1094
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The conductor and coil-winding technology is the same in the barrel and endcap toroids1095

and it is based on winding a pure Al-stabilised Nb/Ti/Cu conductor into pancake-shaped1096

coils, cooled to 4.6 K.1097

Figure 2.4: The ATLAS magnetic system.

2.2.3 The Inner Detector1098

The ATLAS Inner Detector (ID) [64] [65] is designed to provide pattern recognition,1099

excellent momentum resolution and both primary and secondary vertex measurements for1100

charged tracks above a given pT threshold (nominally 0.5 GeV) and within the pseudora-1101

pidity range |η|<2.5. It also provides electron identification for |η|<2.0 over a wide range1102

of energies (between 0.5 GeV and 150 GeV).1103

The ID consists of three independent but complementary sub-detectors, as shown in1104

Figure 2.5. At inner radii, high-resolution pattern recognition capabilities are available1105

using discrete space-points from silicon pixel layers and stereo pairs of silicon microstrip1106

(SCT) layers. At larger radii, the transition radiation tracker (TRT) comprises many lay-1107

ers of gaseous straw tube elements interleaved with transition radiation material. With an1108

average of 36 hits per track, it provides continuous tracking to enhance the pattern recog-1109

nition, improves the momentum resolution over |η|<2.0 and provides electron identification1110

complementary to that of the calorimeter over a wide range of energies.1111

Silicon Pixel Tracker. The pixel detector is the closest component to the beam. Formed1112

of layers of silicon pixels, it is designed to have a very high granularity for resolving primary1113

and secondary interaction vertices.1114

It is composed by three cylindrical layers in the barrel region, closed by an endcap1115

consisting of three disks at each end. The B-layer, the closest layer to the beam pipe,1116

positioned at a radius of 50.5 mm, plays an important role in detecting secondary vertices1117

for the identification of b-jets.1118

During the first long shutdown, fourth pixel layer inside the existing detector, the In-1119

sertable B-Layer (IBL) [66], has been inserted at a radius of 33 mm from the beam axis.1120
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Figure 2.5: The ATLAS Inner Detector (ID) scheme [3] . On the right is shown a detailed layout of th ID
including the new Insertable B-Layer (IBL).

The new pixel layer provides an additional space point very close to the interaction point,1121

which keeps the performance of the tracking while the older B-layer continues to degrade,1122

due to the high radiation dose.1123

The pixel detector allows for a resolution of σφ=10 µm in the bending direction (r − φ1124

plane), and σz = 115 µm in the z direction. This detector provides uniform coverage in φ1125

and up to |η|<2.5.1126

Semiconductor Tracker (SCT). The SCT is a silicon strip detector, composed of four1127

barrel layers and two endcaps consisting of nine disks each. The barrel layers consist of1128

2112 separate modules; each endcap consists of 988 modules, arranged in such a way that a1129

particle will pass through four layers of the detector.1130

The SCT are based on reverse-biased semiconductor technology. Charged particles pass-1131

ing through the depletion layer of the module junction produce electron-hole pairs, which1132

are swept apart by the bias voltage. The electrons are collected on the top of the chip,1133

producing a signal which can be read out. The spatial resolution of the detector is σφ=171134

µm in the bending direction (r − φ plane), and σz = 580 µm in the z direction.1135

Transition Radiation Tracker (TRT). The Transition Radiation Tracker is a straw1136

drift tube tracker, with additional particle identification capabilities from transition radia-1137

tion. It is composed of modules formed from bundles of 4 mm diameter straws, filled with a1138

gas mixture consisting of 70% Xe, 27% CO2 and 3% O2. The charge is collected through a1139

tungsten wire that runs down the centre of the tube. Some modifications to the TRT have1140

been made for Run 2, as well as the gas system, that has been modified to use a Ar-based1141

gas mixture.1142

Charged particles with pT>0.5 GeV and |η|<2.0 traverse at least 36 straws, except in1143

the barrel to endcap transition region (0.8<|η|<1.0) where only 22 straws are traversed. In1144

the bending direction (r − φ plane in the barrel and z − φ plane in the endcap) the spatial1145
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resolution is σφ=130 µm. Despite the low resolution compared to the silicon trackers, the1146

TRT contributes significantly to the pattern recognition and momentum resolution due to1147

the large number of measurements and longer measured track length.1148

2.2.4 The Calorimeters1149

The ATLAS calorimeter system [67] sit outside the inner detector and its magnetic field.1150

Its purpose is to measure the energy and position of particles. In fact a particle entering1151

the calorimeter produces a shower of secondary particle and the energy of this shower,1152

proportional to the particle one, is then measured.1153

ATLAS uses sampling calorimeters: different materials are sandwiched together in layers.1154

The absorber layer is used to initiate the shower development, and the active layer to1155

measure the energy of its constituents. This allows for a more compact design and, hence,1156

better shower containment.1157

The position measurement is obtained by segmenting the calorimeter in the z and φ1158

directions. Different absorbers are required depending on whether the particle interacts via1159

the electromagnetic or the strong force, because the nature of the interaction and the shower1160

development is different.1161

ATLAS calorimeter system is divided into two distinct subsystems: the electromagnetic1162

calorimeter and the hadronic calorimeter. An electromagnetic shower consists of electrons,1163

positrons and photons, and is normally fully contained in the calorimeter and can be fully1164

detected. Hadronic showers involve many more particle types, including the undetectable1165

ones like neutrons, muons and neutrinos, and tend to be longer and wider. For this reason,1166

the hadronic shower is often not fully contained, the energy is not fully detected and a cali-1167

bration of the energy response is needed. It is important for the calorimeter to provide good1168

containment of electromagnetic and hadronic showers to allow a good missing transverse1169

energy measurement, and to avoid that the electromagnetic particles and the hadrons reach1170

the muon system.1171

A cutaway view showing the location of the various calorimeter elements is shown in1172

Figure 2.6. The calorimeters cover the range |η|<4.9.1173

Electromagnetic Calorimeter. The electromagnetic (EM) calorimeter (referred to as1174

LAr) uses liquid argon as the active detector material, and lead as an absorber. Charged1175

particles in the shower ionize the liquid argon and the ionising electrons drift to copper1176

electrodes in the presence of an electric field. The LAr consists of two half barrels (referred1177

to as EMB), extending to |η|<1.475 (with a 4 mm gap at z = 0), and two coaxial wheels on1178

each side (referred to as EMEC), the first covering 1.375<|η|<2.5 and the second covering1179

2.5<|η|<3.2. Both in the barrel and in the endcap region, the calorimeter has an accordion1180

structure (Figure 2.7) in order to avoid azimuthal cracks and to provide full φ symmetry.1181

The thickness of the lead layers change as a function of η from 1.5 mm for |η|<0.8 up to1182

2.2 mm for 0.8< |η|<3.2; the radial thickness of the liquid argon volumes is 2.1 mm in the1183

barrel and goes from 0.9 mm up to 3.1 mm in the endcaps. The total active thickness of a1184
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Figure 2.6: The ATLAS Calorimeter System [3] .

barrel module increases as a function of the radiation lengths (X0), from 22 X0 to 30 X01185

for 0≤ |η| ≤0.8 and goes from 24 X0 to 33 X0 between 0.8≤ |η| ≤1.3; while, in the endcap,1186

goes from 24 to 38 X0.1187

The energy resolution of an electromagnetic calorimeter is given by the relation:1188

σ(E)
E

= a√
E
⊕ b

E
⊕ c , (2.2.5)

where a is the stochastic term, b takes into account the electronic noise, and c is the constant1189

term that reflects local non-uniformities in the response of the calorimeter. For the ATLAS1190

electromagnetic calorimeter, a = 10%, b = 0.5% and c = 0.7%. In the energy range 15-1801191

GeV, the reconstructed energy response is linear within ±0.1%.1192

Figure 2.7: The accordion structure of Electromagnetic Barrel Calorimeter. Honeycomb spacers position the
electrodes between the lead absorber plates.
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Hadronic Calorimeter. The hadronic calorimeter consists of a plastic scintillator tile1193

calorimeter (referred to as TileCal) covering |η|<1.7 and a liquid argon endcap calorimeter1194

(referred to as HEC), covering 1.5<|η|<3.2.1195

The TileCal consists of a barrel covering |η|<0.8 and two extended barrels covering1196

0.8<|η|<1.7, and is located immediately behind the EM calorimeter. The active material1197

consists of 3 mm thick layers of the plastic scintillator placed perpendicular to the beam1198

direction, sandwiched between steel absorbers. The scintillators are connected at each end1199

to readout photomultiplier tubes by wavelength-shifting fibres.1200

The HEC consists of two wheels per endcap located directly behind the EMEC and1201

sharing the same cryostat. Each wheel has two layers of cells. The HEC covers 1.5<|η|<3.21202

and so overlaps with the Tile calorimeter on one side and the Forward Calorimeter (FCAL)1203

on the other, thus avoiding cracks in the transition regions.1204

The ATLAS hadronic calorimeter is characterised by two different energy resolution1205

depending on the η region:1206

σ(E)
E

= 50%√
E[GeV]

⊕ 3% |η| ≤ 3 , (2.2.6)

1207
σ(E)
E

= 100%√
E[GeV]

⊕ 10% 3 ≤ |η| ≤ 5 . (2.2.7)

The number of the interaction length in the TileCal is about 9 λ, in the endcap regions1208

(including the EMEC) is 12 λ.1209

The response of the hadronic calorimeter to the non-electromagnetic components of the1210

hadronic shower is different with respect to the electromagnetic components, due to the1211

invisible energy coming from undetectable signals, like neutrinos. The consequence are non-1212

linear response and the degradation of the energy resolution. A hadronic calorimeter needs1213

to compensate for this invisible energy. The compensation has to be made when the fraction1214

of the electromagnetic particles detected by the calorimeter over the hadronic ones e/h is1215

6=1. In the TileCal e/h ∼ 1.4, then it is an under-compensating calorimeter.1216

Forward Calorimeter. The forward calorimeter (FCAL) covers the region 3.1<|η|<4.9.1217

To reduce the neutron flux, the FCAL begins 1.2 m away from the EM calorimeter front1218

face. Due to the high particle fluxes and energies in the forward region, the calorimeter1219

must contain relatively long showers in the small volume allowed by design constraints, and1220

thus must be very dense.1221

The FCAL is divided into three sections. The first is designed for electromagnetic1222

measurements, and uses copper as a passive material with liquid argon as active material.1223

The other two compartments are designed for hadronic measurements, and use tungsten1224

as a passive material, chosen for its high density to provide containment and minimise the1225

lateral spread of hadronic showers.1226

The number of the interaction lengths in the FCAL is about 10 λ.1227
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2.2.5 The Muon Spectrometer1228

The ATLAS Muon Spectrometer (MS) [68], shown in Figure 2.8, is the outermost compo-1229

nent of the ATLAS detector. It is designed to reconstruct the muon trajectories, measuring1230

the muon momentum independently from the ID, and to provide muon trigger signals.1231

Muons are the only charged particles able to escape from the calorimeter system. The MS1232

is instrumented with precision tracking and trigger detectors.1233

The MS measures the muon momentum in a pseudorapidity range |η|<2.7. Within the1234

range |η|<1.4, the magnetic bending is provided by the large air core toroid. In the range1235

1.6<|η|<2.7, muon tracks are bent by two smaller air core toroid endcap magnets inserted1236

into the extremities of the barrel toroid. In the region 1.4<|η|<1.6, the magnetic deflection1237

is provided by a combination of barrel and endcap fields.1238

The MS consists of four different technologies, two connected mainly to the trigger1239

and two mainly connected to the precise tracking. The precision tracking consists of the1240

Monitored Drift Tubes (MDT) and the Cathode Strip Chambers (CSC), while for the trigger1241

measurement, the Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC)1242

are used.1243

The most important parameters that have been optimised in the design phase of this1244

sub-detectors are the resolution in pT for a good reconstruction of final state decays in two1245

or four muons and the second coordinate measurement with a resolution better than 1 cm1246

in order to obtain a better track reconstruction.1247

Figure 2.8: The ATLAS Muon Spectrometer [3]. On the right is shown the layout of the muon spectrometer
in a quarter of the y − z plane, with the interaction point located in the lower right corner.

Muon Drift Chamber (MDT). The MDT system is composed by 1088 chambers: each1248

chamber is made of two multi-layers of three or four layers of tubes of 29.97 mm diameter1249

and 400 µm thick aluminum walls. When a muon crosses the tube, the gas ionises and the1250

ionising electrons are collected at the central tungsten-rhenium wire (50 µm diameter).1251

The gas mixture is 93% Ar + 7% CO2 + 103ppm H2O operating at 3 bar pressure and1252

48



§2.2 The ATLAS Detector

at 3080 V in order to work in the avalanche regime.1253

The MDT are located in both the barrel and endcap regions. In the barrel region,1254

|η|<1.3, the chambers are divided in 16 sectors along φ. In each sector, there are large1255

and small chambers. This allows a full coverage and an overlap between chambers that1256

ensure a robust muon momentum measurement. In the endcap, the MDTs cover the region1257

1.3<|η|<2.4.1258

Cathode Strip Chamber (CSC). The Cathode Strip Chambers (CSCs) are multi-wire1259

proportional chambers, with the wires oriented in the radial direction and located between1260

2.0<|η|<2.7. They are designed to provide high precision tracking in the detector region1261

near to the beam pipe.1262

The CSCs are divided in 16 sectors for each of the two wheels, 8 small and 8 large. The1263

chambers, composed of four layers, overlap to ensure no loss of coverage. The chambers1264

are mounted in the r − φ plane such that the muon track position will be measured by the1265

interpolation of the induced charges in different strips of the layers.1266

The gas mixture is Ar+CO2 and the typical spatial resolution is 40 µm in the magnet1267

field direction and 5 mm in the azimuthal direction. The time resolution is about 7 ns.1268

Resistive Plate Chamber (RPC). The Resistive Plate Chambers (RPCs) are gaseous1269

detectors used in the barrel in the range |η|<1.05, to produce the muon trigger signal and1270

to measure the second coordinate in the non bending direction. They are complementary1271

to the MDTs.1272

The RPC system consists of 544 chambers, located in three concentric layers connected to1273

the MDT. Each chamber has 2 layers of gas gap, filled with a gas mixture of 94.74% C2H2F41274

(Thetrafluoroethane) + 5% isoC4H10 (isobutane) + 0.3% SF6 (Sulfur Hexafluoride), where1275

the last one is added to limit the charge avalanches in the chamber. The RPC chambers are1276

made with bakelite plates of 2 mm and readout strips with pitches of about 3 cm. The inner1277

distance between the middle and the outer layers permits the trigger to select tracks with 91278

GeV<pT<35 GeV while the two middle chambers provide the low-pT trigger (6 GeV<pT<91279

GeV).1280

The RPC works at 4.9 kV/mm in order to have a formation of the avalanche along the1281

ionizing track, and provide a time resolution of ∼1 ns.1282

Thin Gap Chamber (TGC). The Thin Gap Chambers (TGCs) are multi-wire propor-1283

tional chambers dedicated to the trigger system on the endcap part of the ATLAS detector.1284

They cover the forward region in the pseudorapidity range 1.05<|η|<2.7.1285

The TGCs, like the RPCs, provide also a measurement of the muon track coordinate1286

orthogonal to the one provided by the precision tracking chambers. The nominal spatial1287

resolution for the TGCs is 3.7 mm in the r − φ plane.1288

The TGC system is divided in 4 layers, one innermost (TGI) and three in the endcap1289

(TGC1, TGC2 and TGC3). The TGC1 covers 1.05<|η|<1.92, while the others TGC layers1290
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cover up to |η|=2.7. TGC1 is composed of three chambers while TGC2 and TGC3 are1291

composed of two chambers. The gas mixture used for these chambers is 55 %CO2 and 45%1292

C5H12. TGC chambers work at 2.9 kV and their time resolution is about 4 ns.1293

2.2.6 The Trigger System1294

The trigger system is one of the fundamental component for high-luminosity experiments.1295

The ATLAS Trigger system filters out events, produced by proton-proton collisions in LHC,1296

without physics interest, lowering the average output rate (about 40 MHz) to a level of few1297

hundreds Hz. It is organised in three level: each trigger level refines the decision made by1298

the previous level and it is based on fast and crude reconstruction of physics object like1299

muons, electrons, photons and jets.1300

The Level-1 Trigger (LVL1)1301

The Level-1 trigger is the first level of the ATLAS trigger chain [69]. It is a hardware-1302

based trigger and makes a first selection using the RPC and TGC chambers to identify muons1303

with high transverse momenta and the calorimeters for high ET photons and electrons, jets,1304

τ decaying into hadrons.1305

Cuts on the energy and pT are applied and events passing the LVL1 trigger selection1306

are transferred to the next trigger level. The output rate of the LVL1 trigger is lowered1307

from 40 MHz up to ∼100 kHz, with a maximum latency of 2.5 µs required to make the final1308

decision.1309

In each event, the L1 trigger also defines one or more Regions-of-Interest (RoIs), that are1310

the geographical coordinates in η and φ of regions within the detector, where its selection1311

process has identified interesting features. The RoI data include the information on the1312

type of identified feature and the passed criteria (e.g. a threshold). This information are1313

subsequently used by the High Level Trigger (HLT).1314

For the ATLAS Run-II, a new approach for the trigger has also been used. It consists1315

of L1 topological triggers which allows the combination of L1 objects from the Calorimeter1316

and Muon systems to reconstruct interesting kinematic signatures. This is achieved by1317

using FPGAs, which return topological decisions in nearly real time, exploiting particular1318

criteria to accept or reject events, such as isolation requirements, overlap removals, angular1319

relations, invariant mass and global quantities such as the missing transverse momentum.1320

The High-Level Trigger (HLT)1321

The final stage of the event selection is carried out by the High Level Trigger [70].1322

Its selections are implemented using off-line analysis procedures, within an average event1323

processing time of 0.2 s. This stage reduces the event rate from 100 kHz at L1 to an average1324

of about 200 Hz. The HLT is divided in two sub-levels: second-level trigger (LVL2) and the1325

event filter level (EF).1326
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The Level-2 Trigger (LVL2). This level is a software-based trigger that is seeded by1327

the RoI information provided by the LVL1 trigger. The information with full granularity1328

and precision is used to reconstruct within a RoI only the events that satisfy a certain set1329

of selection on the measured quantities of physics object pass this trigger level. The trigger1330

rate is reduced to approximately 2-3 kHz, with an event processing time of about 40 ms.1331

The Event Filter (EF). This is the final stage of the entire trigger selection and it1332

reduces the event rate to ∼200 Hz. Here only events that pass at least one of the LVL21333

trigger algorithm are processed. This level have access to the whole event, using the full1334

granularity and all the ATLAS detector information. The EF use the off-line analysis1335

procedure, such as detailed reconstruction algorithms and the mean processing time for one1336

event at the event filter is ∼4 seconds.1337

The fully triggered events, also known as Raw Data, are stored on tape drives that can1338

be accessed to produce Event Data Summary (EDS) files and Analysis Object Data (AOD)1339

files which are then used for analysis.1340

2.2.7 ATLAS Upgrade1341
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Figure 2.9: LHC plan for High Luminosity.

An upgrade programme is planned for LHC to reach a peak luminosity of 5-7 times1342

the initial design values, and an integrated luminosity of about 3000 fb−1. Upgrades will1343

involve the machine elements, as the triplet magnets, cryogenics, collimators and two new1344

shorter dipoles which produce a stronger magnet fields; as well as the detectors. The1345

luminosity increasing will imply an higher number of interactions per beam crossing, which1346
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is called pile-up. The expected value at High-Luminosity LHC (HL-LHC) [71] is of about1347

140 interactions per beam crossing compared to the 30/40 that we have today. This will1348

imply that the detectors will not be able to deal with an increasing of the particle rate.1349

During the two long shutdown periods (LS2 and LS3), ATLAS will undergo two major1350

upgrade steps called Phase I [5] and Phase II [6] respectively. One of the most important1351

Phase I upgrade is the New Small Wheel project [7], which will be described in Chapter1352

3 and involves the Muon Spectrometer. Furthermore new trigger readout boards will be1353

implemented in the electromagnetic and forward calorimeters to exploit the longitudinal1354

sampling of the calorimeter as well as including a higher trigger granularity comparable to1355

that presently available in the full calorimeter readout.1356

During the Phase II the biggest upgrade consists in the replacement of all the Inner1357

Detector with a silicon brand new one, called Inner Tracker (ITk) [72]. It will have a large1358

impact on the physics performance, extending the coverage of the current inner detector,1359

reducing the forward jets pile-up and improving the vertexing capabilities. The very high1360

luminosities also present significant challenges to the performance of the other detector1361

system. Then a new trigger architecture will be implemented exploiting the upgrades of the1362

detector readout systems that will maintain and improve the event selection. Finally also1363

the hadronic endcap calorimeter readout electronics and the forward calorimeter detector1364

design will be upgraded, as well as the MDT/RPC electronics.1365

2.3 Physics objects definition and reconstruction1366

In proton-proton collisions, a large variety of processes that involve different particles1367

like leptons, photons and jets are produced. For this reason, it is very important to have an1368

excellent object reconstruction and identification in a wide range of the energy spectrum.1369

A particle passing through the detector can be identified by combining all the information1370

coming from the tracking devices, the calorimeters, and by detecting radiation emitted by1371

charged particles.1372

2.3.1 Track and vertex reconstruction1373

Charged particles that travel the inner detector, have an approximately helical path,1374

due to the homogeneous magnetic field and leave hits in the detector due to the interaction1375

with its various components that they traverse (Pixel, SCT and TRT).1376

The particle tracks are then reconstructed from these hits in order to identify and mea-1377

sure particles, in a procedure known as tracking. The tracks are used to reconstruct vertices1378

and identify the primary vertex (PV). The PV is defined as the vertex with the largest1379 ∑N
i (piT )2, where N is the number of tracks associated to each vertex and piT is the trans-1380

verse momentum of the i-th track. The Figure 2.10 shows the picture of two different events1381

recorded by ATLAS: a proton-proton collision event at 8 TeV with 25 reconstructed primary1382

vertices, in which a Z → µµ event could be reconstructed, and a proton-proton collision1383

event at 13 TeV with 8 primary vertices.1384
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In the ATLAS ID, the track reconstruction is split into several steps [73]. In the first1385

step, seed tracks are reconstructed using the Pixel and, partially, the SCT information.1386

These tracks are then extended through all the SCT to collect additional hits. As next1387

step, ambiguity needs to be resolved, as several tracks candidates can share the same hits.1388

The track is refitted with a more precise χ2 fit and a score is assigned to each track. The1389

ambiguities are solved by choosing the track with the largest score. The tracks with limited1390

hits and not passing the quality criteria are rejected. The remaining tracks are extended to1391

the TRT to collect new hits and refit with the full information from all the ID detectors.1392

Figure 2.10: On the top: Picture of a Z → µµ event recorded by ATLAS with 25 reconstructed primary
vertices in 8 TeV collision. On the bottom: Display of a proton-proton collision event recorded by ATLAS
on 3 June 2015, with the first LHC stable beams at a collision energy of 13 TeV. Tracks originate from 8
primary vertices recorded in one event.

Particle trajectories in a solenoidal magnetic field can be parametrised with a five pa-1393

rameter vector:1394

τ = τ(d0, z0, φ, θ, q/p) (2.3.1)

where d0 and z0 are the transverse and the longitudinal impact parameter, which represent1395

the distance between the track and the primary vertex, φ and θ are the azimuthal and the1396

polar angles respectively, and q/p is the ratio between the particle charge and its momentum.1397

Once the tracks are reconstructed using all the ID information, they can be used for1398

vertex reconstruction [74], which is performed by associating the tracks to a particular1399
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vertex candidate and performing a fit to determine the exact position. The procedure1400

consist of selecting the tracks in the interaction region and creating a single seed vertex.1401

An iterative fit between the vertex and the tracks is carried out, and tracks are assigned1402

a weight depending on their consistency with the vertex: the process stops when the fit1403

converges. The excluded tracks are used to build a second vertex seed. A fit is performed1404

using the two vertices, and again the remaining tracks are used to fit a new vertex. The1405

procedure stops when none of the remaining tracks fits with any vertex give a χ2 probability1406

of more than 1%.1407

2.3.2 Electron reconstruction and identification1408

Electrons are charged particles that leave tracks in the ID. The electron energy is mea-1409

sured in the ECAL. The identification and reconstruction of electrons in ATLAS is chal-1410

lenging because a good separation from hadronic jets and non-prompt electrons, originating1411

from photon conversions and heavy flavour hadron decays, is needed. Electron candidates1412

are reconstructed from energy clusters in the ECAL which are matched to ID tracks in the1413

region of |η|<2.47 [75].1414

The reconstruction proceeds in several steps:1415

• Topo-cluster reconstruction. Clusters of cells are built from the deposit in both ECal1416

and HCal calorimeter [76]. Proto-clusters are selected from cells which have energy1417

significance Ecell/σnoisecell > 4, where Ecell is the energy of a single cell and σnoisecell is the1418

expected noise. Neighbouring cells are then added iteratively, lowering the significance1419

threshold to two and then to zero. A proto-cluster is split if it contains two or more1420

cells with Ecell >500 MeV and at least four neighbours with lower signal.1421

• Track reconstruction. It consists in two steps. In the pattern recognition step, a track1422

seed (three hits in the ID) with a pT> 1 GeV, is extended to a full track of at least seven1423

hits using first the pion hypothesis for energy loss and, if it fails, using an electron1424

hypothesis for larger energy losses. Tracks that have significant number of precision1425

hits (≥4) and are loosely associated to electron clusters are refit using an optimised1426

Gaussian Sum Filter (GSF), which takes into account the non-linear bremsstrahlung1427

effects.1428

• Cluster-track matching. Tracks are considered matched if |ηtrack − ηclus| < 0.05 and1429

−0.10 < q · (φtrack − φclus) < 0.05, where q is the charge associated to the track and1430

the cluster coordinate are taken as the second layer cell barycentre. In case of several1431

matched track, the one with the best ∆R is kept.1432

• Super-cluster reconstruction. The track-matched topo-cluster are used to build a1433

supercluster. This method consists of including additional satellite clusters to the1434

cluster selected as the seed cluster (Figure 2.11). In this way clusters coming from1435

bremsstrahlung radiation are taken into account. The seed topo-cluster is required1436

to have energy greater than 1 GeV and with an associated track with at least four1437
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silicon hits. A cluster is considered satellite for an electron if it falls within a window1438

of ∆η ×∆φ = 0.075 × 0.125 around the seed cluster barycentre and also if it is in a1439

window of ∆η ×∆φ = 0.125× 0.300 and share the same track as of the seed cluster.1440

Finally an ambiguity resolution algorithm is applied on the superclusters to determine1441

if it belongs to an electron or to a photon.1442

Figure 2.11: Diagram of superclustering algorithm for electrons. Seed clusters are shown in red, satellite
clusters in blue.

To determine whether the reconstructed electron candidates are signal-like objects or1443

background-like objects such as hadronic jets or converted photons, algorithms for electron1444

identification (ID) are applied. The ID algorithms use quantities related to the electron1445

cluster and track measurements including calorimeter shower shapes, information from the1446

transition radiation tracker, track-cluster matching related quantities, track properties, and1447

variables measuring bremsstrahlung effects to distinguishing signal from background.1448

For Run 2, the number of hits in the IBL pixel layer is also used for discriminating1449

between electrons and converted photons because it provides measurement of space point1450

very close to the primary vertex. Furthermore, a likelihood method based on the TRT high-1451

threshold hits is introduced to compensate for the lower transition radiation absorption1452

probability of the argon.1453

The re-optimization of the ID algorithms for Run-2 is based on MC simulation samples.1454

Electron candidates from MC simulations of Z → ee and dijet events are used, in addi-1455

tion to J/φ → ee and minimum bias events at low ET . The baseline ID algorithm used1456

for Run-2 data analyses is the likelihood-based (LH) method. It is a multivariate analysis1457

(MVA) technique that simultaneously evaluates several properties of the electron candidates1458

when making a selection decision. The LH method uses the signal and background proba-1459

bility density functions (PDFs) of the discriminating variables and an overall probability is1460

calculated for the object to be signal or background.1461

Three levels of identification operating points are typically provided for electron ID:1462

Loose, Medium and Tight, in order of increasing background rejection. The distributions of1463

electron shower shapes depend on the amount of material the electrons pass through, and1464

therefore vary with the |η| and the ET of the electron candidates. The performance of the1465
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LH identification algorithm is illustrated in Figure 2.12. Depending on the operating point1466

the identification efficiency varies with increasing ET : for Loose (Tight) operating point it1467

varies from 86% (58%) at ET = 4.5 GeV to 95% (88%) at ET = 100 GeV.1468

The H → ZZ(∗) → 4` analysis uses the Loose operating point, providing the highest1469

identification efficiency, but also the lowest background rejection.1470
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Figure 2.12: The efficiency to identify electrons from Z → ee decays as function of (a) ET and as function
of (b) η for Loose, Medium and Tight operating point [75].

In addition to the identification criteria described above, most analyses require electrons1471

to fulfill isolation requirements, to further discriminate between signal and background.1472

The isolation variables quantify the energy of the particles produced around the electron1473

candidate and allow to disentangle prompt electrons (from heavy resonance decays, such1474

as W → eν, Z → ee) from other, non-isolated electron candidates. Two discriminating1475

variables have been designed for that purpose:1476

• a calorimetric isolation energy, Econe20
T , defined as the sum of transverse energies of1477

topological clusters within a cone of ∆R = 0.2 around the candidate electron cluster.1478

• a track isolation, pvarcone20(30)
T , defined as the sum of transverse momenta of all tracks1479

within a cone of ∆R = min(0.2(0.3), 10 GeV/ET ) around the candidate electron track1480

and originating from the reconstructed primary vertex of the hard collision.1481

The implementation of isolation criteria is specific to the physics analysis needs, as it1482

results a compromise between a highly-efficient identification of prompt electrons, isolated1483

or produced in a busy environment, and a good rejection of electrons from heavy-flavour1484

decays or light hadrons misidentified as electrons. The details on the isolation working point1485

used in the H → ZZ(∗) → 4` analysis are described in Section 5.2.1486
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2.3.3 Muon reconstruction and identification1487

Muon reconstruction is firstly performed independently in the ID and MS [77]. The1488

information from individual sub-detectors is then combined to form the muon tracks that1489

are used in physics analyses. In the ID, muons are reconstructed like any other charged1490

particles as described in the Section 2.3.1.1491

Muon reconstruction in the MS starts with a search for hit patterns inside each muon1492

chamber. In the selected areas, close hits in the same chamber are fitted in a straight line1493

to produce segments. In each MDT chamber and nearby trigger chamber, the hits aligned1494

on a trajectory in the bending plane of the detector are searched. The RPC or TGC hits1495

measure the coordinate orthogonal to the bending plane. Segments in the CSC detectors1496

are built using a separate combinatorial search in the η and φ detector planes.1497

Muon track candidates are then built by fitting together hits from segments in different1498

layers. The algorithm used for this task performs a segment-seeded combinatorial search1499

that starts by using the segments generated in the middle layers of the detector where more1500

trigger hits are available as seeds. The search is then extended to use the segments from the1501

outer and inner layers. The segments are selected using criteria based on hit multiplicity1502

and fit quality and are matched using their relative positions and angles.1503

At least two matching segments are required to build a track, except in the barrel–endcap1504

transition region. The same segment can initially be used to build several track candidates,1505

but later, an overlap removal algorithm selects the best assignment to a single track, or1506

allows for the segment to be shared between two tracks. The hits associated with each track1507

candidate are fitted using a global χ2 fit. A track candidate is accepted if the χ2 of the fit1508

satisfies the selection criteria.1509

Four different types of muons are defined in ATLAS, depending on which sub-detectors1510

are used in reconstruction. They are listed below:1511

• Combined (CB) muons: track reconstruction is performed independently in the ID1512

and MS, and a combined track is formed with a global fit that uses the hits from both1513

the ID and MS sub-detectors. Muons are firstly reconstructed in the MS and then1514

extrapolated inward and matched to an ID track. They are the most commonly used1515

muons in physics analyses since they have the highest purity and the best resolution.1516

An alternative algorithm is used to built what are called Inside-out (IO) combined1517

muons. It requires an ID reconstructed track and hits in the MS (without requiring a1518

MS reconstructed track). In this case, the trajectory is reconstructed by extrapolating1519

the ID tracks to the MS in order to search for MS hits to be used in a combined fit1520

track. The combined muons are defined only in the region |η| < 2.5.1521

• Segment-tagged (ST) muons: a track in the ID is classified as a muon if, once extrap-1522

olated to the MS, it is associated with at least one local track segment in the MDT or1523

CSC chambers. ST muons are used when muons cross only one layer of MS chambers,1524

either because of their low pT or because they pass through regions with reduced MS1525

acceptance.1526
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• Calorimeter-tagged (CT) muons: a track in the ID is identified as a muon if it can be1527

matched to an energy deposit in the calorimeter compatible with a minimum-ionising1528

particle (MIP). This kind of muon has the lowest purity with respect to all the other1529

muon types but they allow to recover the acceptance in regions where the MS is1530

partially instrumented. The identification criteria for CT muons are optimised for1531

that region (|η|<0.1) and a momentum range of 15 < pT<100 GeV.1532

• Stand-Alone (SA) muons or Extrapolated (ME) muons: the muon trajectory is recon-1533

structed based only on the MS track and a loose requirement on compatibility with1534

originating from the interaction point. The muon is required to traverse at least two1535

layers of MS chambers to provide a track measurement. SA muons are mainly used1536

to extend the acceptance for muon reconstruction into the region 2.5<|η|<2.7, which1537

is not covered by the ID.1538

Muon identification is performed by applying quality requirements that suppress back-1539

ground, mainly from pion and kaon decays, while selecting prompt muons with high effi-1540

ciency and/or guaranteeing a robust momentum measurement. The identification algorithm1541

uses the following variables for CB tracks:1542

• q/p significance, the absolute value of the difference between ratio of the charge and1543

momentum of the muons measured in the ID and MS divided by the quadrature sum1544

of the corresponding uncertainties.1545

• ρ′, the absolute value of the difference between the pT measurements in the ID and1546

MS divided by the pT of the combined track.1547

• normalised χ2 of the combined track fit.1548

Five muon identification selections (Loose, Medium, Tight, High-pT and Low-pT ) are1549

provided to address the specific needs of different physics analyses. In the Loose, Medium,1550

and Tight categories, such as in the electron case, the selected muons that pass tighter1551

requirements are also included in the looser categories.1552

• Loose muons: the Loose identification criteria are designed to maximise the recon-1553

struction efficiency while providing good-quality muon tracks and it is optimised for1554

the Higgs searches. All muon types are used. It accepts CB and SA muons requiring1555

to have at least two precision stations except in the region |η| < 0.1, where muons are1556

included but can have at most one muon precision station. The q/p significance must1557

be less than 7 to ensure a loose compatibility between the ID and MS measurements.1558

The acceptance is extended outside the ID coverage by including SA muons with at1559

least three precision stations in the range 2.5 < |η| < 2.7. CT and ST muons are1560

restricted to the |η|<0.1 region. In the region |η|<2.5, about 97% of the Loose muons1561

are CB or IO.1562
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• Medium muons: the Medium identification criteria provide the default selection for1563

muons in ATLAS. This selection minimises the systematic uncertainties associated1564

with muon reconstruction and calibration. Only CB (including IO) tracks within the1565

ID acceptance |η|<2.5 and SA tracks within 2.5 < |η| < 2.7 are used. They have the1566

same requirements of the Loose working point. In the region |η| < 2.5, more than 98%1567

of the muons are CB muons.1568

• Tight muons: the Tight selection maximises the purity of muons at the expense of an1569

higher inefficiency. Only CB (including IO) muons with hits in at least two stations1570

of the MS and satisfying the Medium selection criteria are considered. Requirements1571

are placed on the normalised χ2 of the combined track fit, on the q/p significance and1572

on ρ′ depending on the pT and |η| of the muon.1573

• High-pT muons: the High-pT selection aims to maximise the momentum resolution1574

for tracks with transverse momentum above 100 GeV. The selection is optimised for1575

searches for high-mass Z’ andW ’ resonances. CB muons passing theMedium selection1576

and having at least three hits in three MS stations are selected.1577

• Low-pT muons: the Low-pT selection targets the lowest-pT muons which are less likely1578

to be independently reconstructed as full tracks in the MS, so that the identification1579

based on MS segments is necessary. Two versions of the Low-pT WP have been1580

developed: a cut-based selection, which reduces the kinematic dependencies of the1581

background efficiencies, and a multivariate WP which maximises the overall perfor-1582

mance.1583

Muon reconstruction efficiency as a function of |η| is shown in Figure 2.13 for Loose,1584

Medium and Tight muons.1585
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Figure 2.13: Muon reconstruction and identification efficiency for Loose, Medium and Tight criteria (a) from
Jψ → µµ events as function of pT and (b) from Z → µµ events as function of η for muons with pT > 10
GeV(on the right) [77].

As done for the electrons, an isolation requirement on the muons is applied to improve1586

the separation from fake muons. Based on the same variables defined in the previous section,1587
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several working points have been defined by ATLAS. The details on the isolation working1588

point used in the H → ZZ(∗) → 4` analysis are described in Section 5.2.1589

2.3.4 Jet reconstruction and identification1590

Quarks and gluons produced in particle interactions hadronise and produce collimated1591

jets of particles. The goal of jet reconstruction is to combine those particles in order to1592

obtain a physics object describing the characteristics of the initial parton.1593

For the jet reconstruction, an algorithm which combines tracking information and energy1594

deposits in the calorimeters is used and it is called particle flow [78]. It does a cell-based1595

energy subtraction to remove the overlap between them. Each track is matched to a sin-1596

gle topo-cluster by a reduced error-corrected angular separation and its energy-momentum1597

compatibility. The expected energy deposit in the cluster is then calculated based on cluster1598

position and track momentum. The expected energy is then subtracted cell by cell from the1599

set of matched clusters. Finally, if the energy in the system is consistent with the expected1600

shower fluctuations of a single particle’s signal, the topo-cluster remnants are removed. If1601

the remnant energy is above the threshold, the clusters are kept and treated as additional1602

particles. This procedure is applied to tracks sorted in descending pT -order, firstly to the1603

cases where only a single topo-cluster is matched to the track, and then to the other selected1604

tracks.1605

Particle flow jets are reconstructed using anti − kt algorithm [79]. It is a clustering1606

algorithm that builds jets with an iterative procedure. The main input object of the anti−kt1607

algorithm are the topological clusters surviving the energy subtraction step and the selected1608

tracks that are matched to the hard-scatter primary vertex.1609

This algorithm combines objects according to the distance parameters1610

di,j = min
(
p−2
T,i, p

−2
T,j

)
· ∆R
R

and di,beam = p−2
T,i (2.3.2)

where pT,i is the transverse momentum of object i and ∆R is the distance between the1611

topological clusters i and j. The parameter R controls the size of the jet and for the particle1612

flow jets R is equal to 0.4. The four-momentum of the jet is simply the four-momenta sum1613

of the constituent objects.1614

The energy of the jets reconstructed in ATLAS needs to be calibrated to the true energy1615

of the corresponding jet of stable hadronic particles. The calibration takes into account1616

several effects, such as the non-compensation of the hadronic calorimeters, the leakage1617

effects when the showers reaching the outer edge of the calorimeters, the pile-up, the energy1618

deposits below noise threshold and the energy lost in inactive areas of the detector [78].1619

b-tagging.1620

The identification of jets coming from b-quarks fragmentation (b-tagging), is crucial for1621

analyses looking for one or more b-quarks in the final state. For example, the ttH production1622
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mode, which contains two top quarks that decay exclusively into bottom quarks (t→ Wb)1623

[80].1624

Three different b-tagging algorithm are used in ATLAS. A log-likelihood-ratio-based1625

algorithm, IP3D, takes track impact parameters as input to assign a weight to all the1626

tracks which are then combined as the score of the jet. The SV 1 algorithm instead attempts1627

to reconstruct the secondary vertex fitting the track associated with the jet. Finally the1628

JetF itter algorithm reconstruct the decay chains from the interaction point through the b−1629

and c− hadrons inside the jets using Kamal filters.1630

The final algorithm is a based on Multi-Variate Analysis (MVA) techniques, MV 2c10,1631

which combines the output of the three algorithms into a Boosted Decision Tree (BDT).1632

The working point are defined by making cut on BDT score to achieve b-jets efficiencies of1633

85%, 77%, 70% and 60%. The distribution of the output discriminant of the algorithm for1634

b-jets, c-jets and light-jets is shown in Figure 2.14.1635
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Figure 2.14: The b-tagging discriminant used to distinguish b-jets from jets containing charm and other light
flavours. [80].
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1651

The New Small Wheel (NSW) upgrade [7] of the ATLAS experiment consists of replacing1652

all the detectors currently installed in the innermost muon station in the forward region,1653

the so-called Small Wheel (SW).1654

3.1 New Small Wheel Requirements1655

LHC will reach a luminosity peak of 2 − 3 × 1034 cm−2s−1 during the Run III (with1656

Phase-I upgrade), which corresponds to 55-80 mean interactions per bunch crossing, and up1657

to 5 − 7 × 1034 cm−2s−1 during HL-LHC runs (with the Phase-II upgrade), corresponding1658

to 140 pileup events. The New Small Wheel has been designed to operate efficiently for all1659

the future LHC runs at higher particle flux.1660

3.1.1 Limitations of the Small Wheel in view of Run 31661

The current Small Wheel consists of two detector technologies: CSC and MDT. With1662

the LHC luminosity increase, a degradation of the performance of the MDT detectors is1663
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Figure 3.1: ATLAS New Small Wheels.

expected, with an efficiency of about 80% at rate of 15 kHz/cm2. Also the Level 1 trigger1664

needs to be improved in order to discard the fake muon triggers produced by particles not1665

coming from the interaction point. These are referred to as "cavern background".1666

Precision Tracking performance1667

During the next LHC phases the luminosity will reach a peak of 5− 7× 1034 cm−2s−1,1668

with an expected particle rate up to 15 kHz/cm2. This maximum hit rate can be extracted1669

from Figure 3.2. It shows the observed hit rates as function of the radial distance from the1670

beam line in the MDT (r>210 cm) and CSC (r<200 cm) scaled to the value corresponding1671

to the nominal Run III luminosity. The yellow band indicates the area corresponding to a1672

hit rate of 200-300 kHz per tube of MDT.1673

Figure 3.3 shows the MDT tube efficiency as a function of the hit rate. In the plot, the1674

track segments efficiency is reported, which are built using the hits in a given station of the1675

detector. The other curve represents the efficiency at chamber level, which shows higher1676

values than the tube level one, because only a subset of all available hits is required. This1677

curve decreases rapidly with the enhancement of the flux, reaching efficiency levels of 70%1678

for the expected hit rate of 300 kHz/Tube and results in a degradation of the spectrometer1679

performance.1680

Trigger selection1681

In the endcap region, the rate of fake triggers is high due to the background, as shown1682

in Figure 3.4. It shows the η distribution of candidates selected by the ATLAS Level-11683

trigger as muons with a transverse momentum greater than 10 GeV. More than 80% of the1684
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Figure 3.2: Extrapolated hit rate in the CSC and MDT regions for a luminosity of 3 × 1034 cm−2s−1 at√
s=7 TeV as a function of the radial distance from the beam line. The yellow band is the range of tube

rates of 200-300 kHz [7].

Figure 3.3: MDT tube hit (solid line) and track segment efficiency (dashed line, referring to a MDT chamber
with 2x4 tube layers) as a function of tube rate estimated with test-beam data. Instantaneous luminosity of
1 × 1034 cm−2s−1 is referred in this plot as ‘design luminosity’. Points on the plots are result of test beam
measurements [7].
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muon trigger rate is from the endcaps (|η|>1.0) and most of the triggered objects are not1685

reconstructed offline.1686

Figure 3.4: η distribution of Level-1 muon signal (pT>10 GeV) (L1_MU11) with the distribution of the
subset with matched muon candidate (within ∆R<0.2) to an offline well reconstructed muon (combined
inner detector and muon spectrometer track with pT>3 GeV), and offline reconstructed muons with pT>10
GeV [7].

At higher luminosity, the fake trigger signals will increase and saturate the full bandwidth1687

of 100 kHz available for the Level 1 trigger. Trigger simulations have been performed to see1688

the improvements that can be reached by the New Small Wheel by applying offline cuts:1689

1. the presence of track segments in the Small Wheel: SW segment > 01690

2. the segment points the IP in θ: dθ cut1691

3. the segment matches in (η-φ) to the triggering segment in the Big Wheel: dL cut1692

Figure 3.5 shows how those cuts simulate where the NSW can aid the Big Wheel in1693

reject fake triggers. It can be seen that among the three possible cases which produce a hit1694

in the Big Wheel, only the case "A" is a real track, and it will be confirmed as such by the1695

NSW. Instead the case "B" will be rejected because the NSW does not find a track coming1696

from the IP that matches the Big Wheel candidate (simulated by dL cut), and the case1697

"C" will be rejected because the NSW does not point to the interaction point (simulated by1698

dθ cut). Then the upcoming New Small Wheel are expected to maintain a Level 1 trigger1699

rate around 20 kHz at a luminosity of 3× 1034 cm−2s−1.1700

3.1.2 Upgrade requirements1701

The New Small Wheel detectors are designed to be able to work efficiently in high1702

luminosity environment. These detectors have the following requirements:1703
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Figure 3.5: Schematic of the Muon endcap trigger. The existing Big Wheel trigger accepts all three tracks
shown. With the NSW enhancement of the Muon endcap trigger only track ‘A’, the desired track, which is
confirmed by both the Big Wheel and the New Small Wheel, will be accepted. Track ‘B’ will be rejected
because the NSW does not find a track coming from the interaction that matches the Big Wheel candidate.
‘C’ will be rejected because the NSW track does not point to the interaction point. The NSW logic requires
that ∆θ < ± 7 mrad

• Measure the transverse momentum (pT ) of passing muons with a precision of 10% for1704

1 TeV muons in the full rapidity coverage of the Small Wheel (up to |η|=2.7). It will1705

be able to reconstruct track segments with a position resolution better than 100 µm1706

per plane1707

• Segment finding efficiency better than 97% for muons with pT>10 GeV1708

• Efficiencies and resolutions do not degrade at very high momenta1709

• Measure the second coordinate with a resolution of 1-2 mm to facilitate good matching1710

between MS and ID tracks for the combined muon reconstruction1711

• Track segment information arrives at the Sector Logic1 not later than 1.088 µs after1712

a collision. This is the current delay of the Big Wheel TGC1713

• Track segment reconstruction for triggering with an angular resolution of 1 mrad or1714

better1715

• Track segments with a granularity better than 0.04 × 0.04 in the η-φ plane will match1716

to one of the current muon trigger system.1717

1The muon trigger electronics that combine information from the various detectors to provide one or more
Regions of Interest per bunch crossing.
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• Track segments reconstructed online with high efficiency in the full η coverage of the1718

detector (1.3 <|η| 2.5).1719

• Online track segment reconstruction efficiency greater than 95%.1720

Furthermore, the detectors will be able to operate in high background environment and1721

reject spurious hits caused by δ-rays, neutron or other background particles.1722

3.2 NSW Design1723

To fulfil the requirements explained before, two detector technologies have been chosen1724

for the New Small Wheel: the Micro Mesh Gaseous Chambers (Micromegas, MM) and1725

the Small Thin Gap Chambers (sTGCs). This choice lead to a robust and redundant1726

tracking system, given that both detectors can operate as tracking and trigger detector.1727

Nevertheless, the Micromegas detectors are mostly devoted as tracker for their exceptional1728

precision tracking capability, while the sTGCs mainly contribute to provide trigger signal1729

given their single bunch crossing identification capability.1730

The NSW consists of 16 detector planes in two multilayers. Each multilayer comprises1731

four sTGC and four MM detector planes.1732

The choice of eight plane per detector has been dictated by the need to provide a robust1733

and fully functional detector system over its whole lifetime. Given that the NSW will work1734

in a high background environment, it could lead to a detector deterioration, which will1735

compromise the track segment reconstruction efficiency and resolution. The redundancy1736

will ensure an appropriate detector performance even if some planes fail to work, or have to1737

work with a lower high voltage settings. Furthermore, the layout of the NSW is defined to1738

have a trigger acceptance of 1.3<|η|<2.5 and a precision tracking acceptance of 1.3<|η|<2.7.1739

3.2.1 Layout of the NSW1740

In the NSW, the detectors are arranged to maximise the distance between the sTGCs1741

of the two multilayers, optimising the online track resolution: sTGC - MM - MM - sTGC1742

(Figure 3.6) in z direction.1743

To ensure compatibility with the existing tracking detectors and the endcap alignment1744

system, the 16 sectors of precision chambers are grouped in 8 small sectors and 8 large1745

sectors, with a small of overlap between them.1746

The barrel toroid magnet structure imposes a division into 16 sectors for the muon1747

instrumentation in the barrel region. The sectors in the barrel are numbered consecutively1748

starting with sector 1 which contains the positive x-axis (φ = 0), and increase with increasing1749

φ, as shown in Figure 3.7. The endcap detector have to follow the same convention as1750

consequence. This numbering scheme implies that the large sectors are labelled with odd1751

numbers, and the small sectors with even numbers.1752

67



§3.2 NSW Design

Figure 3.6: Detector order in z direction in the NSW: sTGC - MM - MM - sTGC.

There is also a nomenclature convection for each component of the New Small Wheel,1753

starting from the basic detector element of a specific technology up to the final sector of the1754

wheel, and it will be used in this thesis.1755

• Plane or Layer: a single detector gas gap with the readout structures.1756

• Multiplet or Quadruplet or Module: assembly of n planes of a single technology1757

(sTGC or MM) in z-direction (n=1 to 4).1758

• Wedge: assembly of modules of a single technology type (sTGC or MM) in z direction,1759

covering a full sector in r − φ plane.1760

• Double-Wedge: assembly of two modules of a single technology (sTGC or MM) in1761

the z direction and one or more modules in the r direction which constitute a single1762

independent object. It might include an internal or external spacer frame between the1763

modules in the z direction. The two wedges in the z direction are called IP side or1764

HO side, based on where they are facing: the interaction point (IP) or the external1765

side of ATLAS (HO).1766

• Sector: 1/16th of the NSW on side A or C 2 (corresponding to a large or small geo-1767

metric sector), comprised of two sTGCs wedges and two MM wedges (corresponding1768

to one MM double-wedge) placed as in Figure 3.6.1769

Each NSW wedge has a radial segmentation in modules of different sizes and shape. In1770

particular, each MM wedge consists of two types of MM quadruplets distributed along r and1771

in small/large sectors, while each sTGC wedge is composed of three different quadruplet1772

types. They are labelled (counting from the smaller radius sectors up to bigger radius ones)1773

as follow:1774

2The detector part in the positive z direction is called side A, the part in the negative z direction side C
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• Micromegas. Small Modules: SM1 , SM2 ; Large Module: LM1 , LM2 .1775

• sTGC. Quadruplets Small: QS1 , QS2 , QS3 ; Quadruplets Large: QL1 , QL2 ,1776

QL3 .1777

The right picture in Figure 3.7 shows the scheme of the four different Micromegas mod-1778

ules (two large and two small) in the NSW. A wedge is the part of the wheel sector made1779

by a Module of type 1 and a Module of type 2 for the MM and also type 3 for the sTGC,1780

to have 4 layers of a single technology covering the full |η| range.1781

The production is distributed over different institutes and industries. For the Mi-1782

cromegas, the production sites are: Italy (SM1), Germany (SM2), France (LM1) and Russia-1783

Greece-CERN (LM2). For the sTGC, the production sites are: Canada (QS3, QL2), Chile1784

(QS1), China (QS2) and Israel (QL1, QL3).1785

Figure 3.7: The left picture show the barrel scheme with the definition of the 16 sectors of the ATLAS muon
spectrometer (dark blue sectors represent the large sectors, the light blue represent the small ones. Inside
of the barrel scheme a sketch of the NSW is represented and the detailed view is shown in the right picture.
This shows the 8 large sectors in which only the sTGC wedge are visible. The large and small MM sectors
with the corresponding LM1, LM2, SM1 and SM2 modules segmentation are also represented.

3.3 NSW detectors: sTGC and MM1786

3.3.1 small-strip Thin Gap Chambers (sTGC)1787

The sTGC detectors have been chosen to be the main triggering detector in the NSW,1788

featuring bunch crossing identification, and good time and angular resolution for online1789

reconstructed segments.1790
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The basic small-strip Thin Gap Chamber structure is shown in Figure 3.8a. It consists1791

of an array of 50 µm diameter gold plated tungsten wires held at a potential of 2.85 kV,1792

with a 1.8 mm pitch, sandwiched between two cathode planes located at a distance of 1.41793

mm from the wire plane [81]. The cathode planes are made of graphite-epoxy mixture with1794

a typical surface resistivity of 100 or 200 kΩ/2 sprayed on a 100 or 200 µm thick G101795

plane for the inner and outer chambers, respectively. Behind the cathode planes, on one1796

side of the anode plane, there are copper strips for precise coordinate reconstruction that1797

run perpendicular to the wires. On the other side of the anode plane, there are copper pad1798

which is used for fast trigger purposes. Both strips and pads act as readout electrodes. The1799

pads cover large rectangular surfaces on a 1.5 mm thick PCB with the shielding ground on1800

the opposite side. The strips have a 3.2 mm pitch, which is much smaller than the pitch of1801

the current ATLAS TGC of 150-490 mm. This is why they are called "small-strip" TGC.1802

The sTGC quadruplet consists of four pad-wire-strip planes shown in Figure 3.8b. The1803

pads are used for a 3-out-4 coincidence to identify the muon tracks pointing back to the1804

interaction point and to define a Region Of Interest to determine the strips that should1805

be read out to obtain the precise position measurement η. The azimuthal coordinate is1806

obtained from the wires readout. The operational gas mixture is 55:45 CO2 : n− petane.1807

(a) (b)

Figure 3.8: Schematic diagram of the basic sTGC structure (a) and the scheme of the small and large
sectors that make up the New Small Wheel (b). Each sector consists of two quadruplets of sTGC with eight
Micromegas(MM) detector plane in between [81].

The timing performance of the sTGC is the crucial point for trigger performance. The1808

features of the sTGC, ensure good time properties, since the total drift time for most1809

electrons is shorter than 25 ns, and the high amplification ensures high efficiency. The time1810

spectrum for normally incident muons on an sTGC operated at 2.85 kV has been studied1811

comparing simulation and measurements. The experimental and simulated data agree well1812

and demonstrate that 95% of the total events are contained within a 25 ns time window, as1813

shown in Figure 3.9a [7]. A test beam has been also performed at Fermilab on the first full-1814

size sTGC prototype detector to determine the position resolution. It has been estimated1815

based on adjacent sTGC strip-layer position residual distributions. A representative result1816
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of about 41 µm for a sTGC standalone data taking run is shown in Figure 3.9b [81].1817

(a) (b)

Figure 3.9: Comparison of a simulated time spectrum with experimental data taken using wire voltage of
2.85 kV (a). The horizontal axis has an arbitrary offset [7]. In (b) the resolution estimate based on adjacent
sTGC strip-layer position residual distributions for a representative sTGC standalone data taking run is
reported [81].

3.3.2 Micromegas detector1818

Micromegas (MM) chambers is an abbreviation for MICRO MEsh GASeous Structure1819

and it is an innovative design concept for Micro-Pattern Gaseous Detectors first introduced1820

by Charpak and Giomataris during the 1990s. These chambers have been chosen as new1821

precision tracking detectors for the upgrade of the forward muon spectrometer of the ATLAS1822

experiment [9].1823

Micromegas are gas detectors in which a 5 mm gap between two parallel electrodes is1824

filled with a typical 93 : 7 Ar : CO2 gas mixture and a thin metallic micromesh is placed1825

between the two electrodes, held by isolating pillars with a pitch of few millimetres and a1826

height of about 128 µm (Figure 3.10). The drift electrode, with a -300 V voltage applied,1827

and the mesh, which is grounded, define the drift region, where the ionisation takes place1828

and the low electric field (∼600 V/cm) guides the produced electrons towards the mesh.1829

Following the field lines the electrons enter the very thin amplification region between the1830

mesh and the readout electrode, which is segmented into strips with a pitch of about 4001831

µm, where 570 V voltage is applied. Due to the very high electric field (40 - 50 kV/cm),1832

the electrons produce avalanches with a gain of the order of 104. The thin amplification1833

gap allows a fast ions evacuation, which occurs in about 100 ns, and allows MM to operate1834

in highly radiated environments. The produced signal is then read by the readout strips1835

capacitively coupled to the resistive ones in order to reduce the performance degradation1836

due to discharges in the detector.1837
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Figure 3.10: Schematic view of the Micromegas detector and the principles of operation.

3.3.2.1 Development of Micromegas detectors for ATLAS1838

In the NSW upgrade, large area Micromegas chambers will be used for the first time in1839

high-energy physics. This application turned out to be a real challenge, leading to years of1840

research and development on the Micro Pattern Gas detectors, to improve their performance.1841

The operational principle described in the previous section is the result of the R&D activity1842

which started in 2008 with the Muon ATLAS MicroMegas Activity (MAMMA) [11].1843

Spark protection The weak point of the Micromegas original design was their vulnera-1844

bility to sparking. The readout plane was designed as a copper readout strips layer. Sparks1845

occur when the total number of electrons in the avalanche reaches ∼ 107 (Raether limit [85]).1846

Given that the amplification factor for a MIP is of the order of 104, this limit can be reached1847

with a ionisation process produces more than 1000 electrons, such as low-energy alpha-1848

particles. These sparks may damage the detector and the readout electronics, leading to1849

large dead times as a result of HV breakdown. To solve this problem, a spark protection sys-1850

tem has been developed, adding a layer of resistive strips on top of a thin insulator directly1851

above the readout electrode. In this way, the readout electrode is no longer directly exposed1852

to the charge and the signals are capacitively coupled to it. The strips resistivity should be1853

the order of ∼ 10 MΩ/cm. The principle of the resistive spark protection is schematically1854

shown in Figure 3.11.1855

Figure 3.11: Spark protection principle.
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Floating mesh The amplification gap of Micromegas is obtained by suspending a mesh1856

over the anode strips. The precise gap is obtained by using insulating spacers, called pillars,1857

etched on top of the anode plane by conventional lithography of a photoresistive film. The1858

mesh is stretched and glued on a frame and then rested on top of the pillars. The positioning1859

of the mesh in order to obtain a good flatness and parallelism between the anode and cathode1860

represents a challenge in the construction, especially for large area chambers.1861

The first Micromegas prototypes was built with the so-called "bulk" design [86]. The1862

entire sensitive detector is produced in a single process based on the PCB (Printed Circuit1863

Board), in which the mesh is embedded into the readout PCB structure itself. This method1864

lower the production cost, but it is limited by the industrial manufacturing of the PCB1865

boards to a medium-sized area detectors.1866

The need for very large area detectors forced ATLAS to develop a new technique: the1867

so-called "floating mesh". It consists of the integration of the mesh in the panel containing1868

the cathode plane instead of the readout PCB plane. In this way, the drift gap is formed1869

separately from the readout PCB, removing the dimension limitations. The floating mesh1870

scheme is shown in Figure 3.12: the mesh is integrated in the so-called drift panel (the1871

cathode plane) and the readout panel (the anode plane) is separate (on the left) and then1872

coupled together (on the right) .1873

Figure 3.12: Schematic of a single MM plane assembly. On the left: the drift panel (top) and the readout
panel (bottom) are shown in open position. The mesh is an element integrated in the drift panel, glued on
an aluminum frame (the mesh frame). On the right: the drift panel is coupled up to the readout panel.

Inverted HV scheme The MM usually adopts a HV scheme applying negative HV on1874

the mesh and keeping the resistive strips at ground. A new scheme has been developed1875

in which the mesh has been grounded and positive HV is applied on the resistive strips.1876

It brings several improvements. The absence of HV on the mesh simplifies the chamber1877

construction, especially with the floating mesh scheme, and it reduces the risk of HV leaks.1878

This scheme also allows for an easier implementation of segmenting the HV on the readout1879

boards. It was observed from the tests that this provides a more stable detector performance1880

allowing for operation of the detectors at higher gas gains [11].1881
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3.3.2.2 Micromegas in the New Small Wheel1882

The NSW structure consist of 8 large sectors and 8 small sectors, with 4 Micromegas1883

modules per sectors. Micromegas chambers are produced in 4 different shapes: LM1, LM2,1884

SM1 and SM2, in order to cover different |η| regions of the wheel. In Figure 3.13, the four1885

different shapes are shown with the corresponding dimensions in millimeters. The chamber1886

size is ∼2 m2 for small modules (SM1 and SM2) and ∼3 m2 for large modules (LM1 and1887

LM2), and the volumes are ∼40 L for SM1, ∼42 L for SM2, ∼60 L for LM1 and ∼61 L for1888

LM2. Each Micromegas chamber consists of five (type 1) or three (type 2) printed circuit1889

boards (PCB) per layer, numbered respectively from 1 to 5 (type 1) and 6 to 8 (type 2), as1890

they are assembled in sequence in a wedge.1891

Figure 3.13: The New Small Wheel subdivision in small (S) and large (L) sectors and the division of the
sectors’ readout planes into 8 anode PCBs grouped in two modules (5 PCBs + 3 PCBs)

The INFN has committed to build all the 32 quadruplets of type SM1, under the re-1892

sponsibility of the INFN groups of Cosenza, Frascati, Lecce, Napoli, Pavia, Roma Tre and1893

Roma Sapienza.1894

Figure 3.14 shows a schematic view of a quadruplet. Each quadruplet is composed of five1895

panels, to have four active gaps. Three out of the five panels (panels 1, 3 and 5 in the figure)1896

are called Drift panels, and are made of the drift PCB cathode and meshes. The panels1897

1 and 5 are the external drift panels (or outer) while the panel 3 is the central one. The1898
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cathode layers consist of PCBs with copper layers and they are placed, as for the meshes,1899

on the inner face of the external panels and on both sides of the central. The panels 2 and1900

4 are called Readout panels and the active area is composed by the anode readout PCBs.1901

Figure 3.14: A schematic view of the five panels of a MM quadruplet.

The readout PCB consists of a 500 µm thick FR4 layer on top of which copper strips1902

of 17 µm height are printed via photolitography. The strips are 300 µm wide for all the1903

modules with a pitch of 425 - 450 ± 20 µm for small and large modules respectively. The1904

shape of the resistive strip foils is almost identical as the readout PCBs. They are composed1905

of a 50 µm thick Kapton® substrate glued on the readout strips, with screen-printed resistive1906

strips, 8-10 µm thick. The resistive strips are split in two in the middle so that each side of1907

the PCB has a separate high voltage supply line. Consequently, the MM module of type 11908

has 10 HV sections in each layer (40 HV sections in total) and the MM module of type 21909

has 6 HV sections in each layer (24 HV sections in total).1910

In the quadruplet layout, the strips of the first two layers are parallel to the chamber1911

bases, and almost orthogonal to the bending plane of the tracks in the ATLAS experiment.1912

The panel that forms these two layers is called Eta panel. In the case of the third and fourth1913

layer, formed by the Stereo panel, the strips are inclined by ± 1.5◦ with respect to the strips1914

of the Eta panel. This configuration, schematically shown in Figure 3.15a, allows not only1915

a precise determination of the X coordinate, orthogonal to the strips and necessary for the1916

momentum measurement, but also a determination of the second Y coordinate, although1917

with less precision.1918

Figure 3.15b shows the layout of one PCB readout board for each type (Eta and Stereo).1919

Each PCB readout board consists of 512 readout strips, half of them routed to the upper1920

right corner to be readout while the other half, to the bottom left. This scheme balances1921

the load for electronic boards on each side of the detector. The figure shows also an extra1922

space for the electronics and the services on the PCB side.1923
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(a) Eta and Stereo readout panel layout. (b) Eta and Stereo readout PCB
layout.

Figure 3.15: Layout of the Eta and Stereo readout (a) panel and (b) PCB.
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4.1 Assembly and Validation of SM1 modules1944

A MicroMegas module for the NSW is made of four gas gap (Quadruplet) and it consists1945

of 5 panels: two external Drift panels, one central Drift Panel and two Readout panels, the1946

Eta (with vertical strip to measure the η coordinate) and the Stereo (with strip tilted at1947

±1.5◦ to allow also the measurement of the second φ coordinate).1948

The INFN Italian production for the SM1 chambers is summarised as shown in Figure1949

4.1.1950
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Figure 4.1: INFN production scheme of SM1.

In this section, an overview of the panels construction and a detailed description of the1951

assembly of a full SM1 quadruplet are presented, together with the quality control performed1952

at LNF to validate the modules performance with respect to the ATLAS requirements.1953

4.1.1 Panel construction1954

4.1.1.1 Drift Panel1955

The bare drift panels (without the mesh) is prepared at Roma-1 in the clean room1956

using the so called vacuum bag technique [82] . The PCBs are placed with the copper face1957

down on the granite table and the lateral frames, the inner bars and the honeycomb are1958

glued on the PCB layer. Then a second set of PCBs is positioned on the already assembled1959

components and finally the glue is fixed with a vacuum bag, that produces an underpressure1960

of 100-150 mbar, using an aluminum mask to guarantee a uniform pressure. In this way a1961

good planarity level can be achieved for the drift panel, below the 37 µm required. This1962

measurement, together with the panel thickness, is made with a specific tool called limbo,1963

which consists of a bar instrumented with 10 height gauges.1964

The meshes are prepared in parallel at Roma-3. The mesh lays on the stretching table1965

and it is held with 28 clamps that are gradually moved until a tension of ∼ 9 N/m is reached.1966

Then a map of the mesh tension is performed using a tensiometer for textile fabric. The1967

drift panel is finalised in Cosenza and then at LNF, where a frame 5 mm thick is fixed on1968

the bare drift panel to build the ionisation gap and the stretched mesh is glued over this1969

frame. The mesh tension is checked during this steps, and finally the High Voltage and the1970

gas tightness tests are performed to ensure the operation of the drift panel. Some pictures of1971
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the drift panels construction phases are shown in Figure 4.2. Figure 4.3 shows an example1972

of the planarity measurements of the drift panel and the mesh tension map.1973

(a) (b)

Figure 4.2: Drift panel construction steps: (a) the vacuum bag technique (on the top), the mesh on the
stretching table (on the bottom) and (b) the drift panel finalised.

(a) (b)

Figure 4.3: (a) Measurement of the thickness and planarity for a drift panel and (b) the mesh tension map.

4.1.1.2 Readout Panel1974

The two readout panels of the SM1 modules are prepared in Pavia in the clean room1975

using the stiff-back technique [83] (Figure 4.4a). A readout panel has 5 PCBs for each side,1976

and these PCBs are made of a layer of copper strips, the insulator layer and the layer of1977

resistive strips. The assembly starts by placing the first PCB skin on the granite table,1978

precisely positioned using reference pins, and sucked on this with a vacuum pump, and the1979

second skin is placed on the stiff-back. Then the frames and the honeycomb are glued over1980

the first PCB skin. The stiff-back is rotated upside-down and moved over the table to put1981

the second skin on top of the assembled panel. The finalised panel is shown in Figure 4.4b.1982
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As for the drift panels, the planarity of the readout panels is refined to be lower than1983

37 µm. The planarity measurement of the panel is performed with the CMM (Coordinate1984

Measuring System) machine, a device for dimensional measurements mounted on a bridge1985

over the granite table. An example of the planarity measurement is shown in Figure 4.5a.1986

An important step of the readout panel construction is the test of the readout strip1987

alignment. This measurement is performed with a custom-made optical tool called Rasfork1988

(based on the Rasnik system [84]). It is able to read the coded masks placed on the PCB1989

external side through contact-CCDs. These tools perform measurements both of the mis-1990

alignments and rotations of the strips PCB-to-PCB and of the strip alignment Layer-to-1991

Layer. The tolerance for the absolute alignment is |∆η| < 40 µm, while for the relative1992

alignment between the two side of the panel it is |∆η| < 60 µm. A partial statistics of the1993

readout SM1 panel measurements is shown in Figure 4.5b.1994

(a) (b)

Figure 4.4: (a) The stiff-back technique scheme and (b) the final readout panel.

(a) (b)

Figure 4.5: (a) Mean and RMS value of a stereo panel planarity measurements and (b) mis-alignment of the
readout strips along the precise coordinate measured with the Rasfork.
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4.1.2 Assembly procedure1995

The assembly of a full MM quadruplet takes about one week. It includes the assembly1996

steps itself, but also the intermediate HV tests performed at each gap closure. A gap is1997

built when the active areas of a Drift panel and of a Readout one are placed face-to-face to1998

each other.1999

Figure 4.6: Picture of the assembly tool installed in the Clean Room at LNF.

4.1.2.1 Layer 4 - External Drift Panel2000

The assembly starts from the gap which represents the Layer 4 in the SM1 nomenclature,2001

i.e. the last gap of the detector. The External Drift panel is positioned on the stiff-frame,2002

placed on the granite table. The stiff-frame is a mechanical structure used to guarantee the2003

panel planarity during the assembly procedure. It is made with Al profile glued with Al2004

brackets with mechanical tolerances of ∼ 100 µm. The panel is aligned to the stiff-frame2005

border within 3 mm using adjustment screws. The stiff-frame with the panel is then moved2006

on the assembly tool, mounted on the granite table. It is fixed on that tool using two clamps2007

on the top and with two support brackets with slot on the bottom. The External Drift is2008

then put in vertical position on the granite table as shown in Figure 4.7. Other two support2009

brackets with inserted screws are mounted on both panel sides, and the screws are tuned in2010

such a way that the weight of the panel and the stiff frame is loaded on the iron platforms2011

on the tool side, instead of on the whole assembly structure. The o-ring is inserted in the2012

frame slot along the perimeter of the Drift panel, to guarantee the gas tightness of the gap.2013

4.1.2.2 Layer 4 and 3 - Readout Stereo Panel2014

The Layer 4 is a Stereo layer (as also the Layer 3). To close the first gap, the Stereo2015

Readout panel is put in vertical position on the assembly cart. This is a movable assembly2016
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Figure 4.7: First External Drift in vertical position on the assembly tool.

tool mounted on a trolley. The panel is held on that cart by two brackets equipped with2017

spherical joints on both sides, as shown in Figure 4.8. The height of the trolley is fixed such2018

that it is aligned with the tracks on the granite table in which the cart have to slide. The2019

cart has two degree of freedom, one along the central axis and one along the bases of the2020

panel, to align the holes for the assembly screws on all panels.2021

(a) (b)

Figure 4.8: (a) Stereo Readout panel on the movable assembly tool. (b) Support bracket to hold the panel
on the tool.

When both the panels are in vertical position, a dry cleaning procedure is performed on2022

the panel surfaces, removing the dust with a vacuum cleaner and then with an electrostatic2023

roller, as shown in Figure 4.9.2024

The assembly trolley is brought closer to the granite table and fixed to the tracks. In2025

this way, the cart with the Readout panel can slide along the tracks to approach it to the2026

Drift panel (Figure 4.10a). To align the Readout and the Drift panels, two Delrin® pins2027
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(a) (b)

Figure 4.9: Dry cleaning procedure performed on the panel surfaces (a) with vacuum cleaner and (b) with
electrostatic roller.

of 6 mm diameter are inserted in the holes for the closure of the gap. As for the Drift2028

panel, and for both sides of the Readout panel, two support brackets with inserted screws2029

are installed for not-loading the panel weight on the assembly structure. In this case, the2030

screw is a micrometrical screw, which allows for a finer alignment of the panel.2031

The capacitors of the HV filters installed on the Readout panel are tested by connecting2032

the HV of each section of the layer (10 sections for the SM1 modules). The two panels2033

are then connected using expansion rods, as shown in Figure 4.10b, on half of the screw2034

holes. The expansion rods are designed to be fixed by turning the screw on one side and2035

locking them with a wheel on the other side. In this way the panels are fixed and the o-ring2036

compression is ensured without leaving metallic dust inside the gap.2037

When the first gap is closed, the HV test in air is performed by applying 750 V and2038

requiring current values smaller than ∼ 10-20 nA. If some sections show instabilities, or do2039

not work properly, the gap is re-opened, checked for defects on the panels and cleaned again.2040

4.1.2.3 Layer 3 and 2 - Central Drift Panel2041

To close the second gap (Layer 3 ), the Central Drift panel is added at this stage. It is2042

a double-faced panel, then it builds the Layer 3 gap as well as the Layer 2 gap. As for the2043

Stereo Readout, the Drift panel is put on the assembly trolley facing the Layer 3 - side of2044

the Stereo panel. The dry cleaning is performed, the panel is aligned with respect to the2045

Readout panel screw holes using Delrin® pins and the capacitors are tested. Then the gap2046

is closed, assembling the new Drift panel and the Stereo one using the expansion rods on2047

the second half screw holes. The support brackets are mounted on the sides of the panel.2048

Finally the HV test in air is performed as for the previous gap.2049
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(a) Closure of the first gap.
(b) Expansion Rods

Figure 4.10: (a) Closure of the first gap approaching the Stereo readout to the drift panel installed on the
assembly tool.(b) The Expansion rods used to fix the two panels during the assembly procedure, compressing
the o-ring.

4.1.2.4 Layer 2 and 1 - Readout Eta Panel2050

The assembly of the Eta panel closes the third gap (Layer 2 ). As before, the panel is put2051

on the assembly cart and subject to the described cleaning procedure and capacitor test.2052

In this case the alignment procedure is finer, as at this stage the alignment of the readout2053

strips between the Stereo panel and the Eta one is performed. The Eta panel needs to be2054

aligned with respect to the two Alignment Pins (Figure 4.11) installed at two angles of the2055

Stereo panel, which are put on the bottom side during the assembly of the Stereo panel.2056

The alignment is performed using load cells installed on the assembly cart, which measure2057

the weight of the Eta panel loaded on the two alignment pins. The micrometrical screws2058

on the cart, which tune the vertical position of the panel, are turned slowly to reduce the2059

weight loaded on the pins as much as possible, with a tolerance of 200-300 grams.2060

Once an acceptable value is achieved on both sides of the panel, the Eta Readout is2061

closed to the Central Drift panel by applying clamps on both tracks to fix the position of2062

the sliding tool. Then the capacitors are tested and the gap is closed with the expansion2063

rods used to fix the Stereo Readout panel. During this step, it is important that the values2064

of the weight loaded on the pins do not change.2065

4.1.2.5 Layer 1 - External Drift Panel2066

Finally, the last External Drift panel is assembled to close the fourth gap (Layer 1 ).2067

Following the same procedure explained before for the assembly of the Central Drift panel,2068

the panel is put on the cart, cleaned, and closed to the Eta Readout panel, performing the2069

alignment with the Delrin® pin.2070

Before the module completion and the closure with the final screws, the gap is again2071

closed with the expansion rods used to close the Central Drift panel. Interconnection plugs2072

with o-rings on both side of the module are inserted to minimise the gas leakage. Then2073
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(a) Alignment Pin (installed on the Stereo panel)
inserted in the pin slot (installed on the Eta panel).

(b) Monitoring of the weight loaded on the two pins
using load cells.

Figure 4.11: The Eta panel need to be aligned to the Stereo one during the assembly. Load cells are used to
measured the weight loaded on the alignment pins, with a tolerance of 200-300 grams.

a preliminary HV test in Ar:CO2 is performed, ramping up the HV value up to 550 V.2074

The test is not performed up to the operational HV value of 570 V given that the Relative2075

Humidity (RH) value in the Clean Room is usually quite high (∼ 40%) and the gas tightness2076

of the module is not the optimal one.2077

If the module passes this preliminary HV test, the expansion rods are substituted with2078

the final screws, closing the gaps with a dynamometric key. The module is then taken2079

out from the assembly tool and put in horizontal position on the granite table to start the2080

QA/QC tests (Figure 4.12).2081

Figure 4.12: Assembled module on the granite table, ready to start the QA/QC tests.
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4.1.3 Validation of SM1 Module at LNF2082

Several quality tests are performed on the Micromegas modules to ensure their correct2083

functioning and the adherence to the construction requirements.2084

• Planarity of the module, required to be < 80 µm but values up to 200 µm are tolerated,2085

and thickness is required to be consistent between the modules.2086

• Gas tightness. It is an important requirement, given that a gas leak in the module can2087

lead to a contamination of the gas mixture with air and water, based on the humidity2088

level. This effect would compromise the performance of the chambers. The ATLAS2089

requirement is that the relative variation of the gas volume inside the chamber in time2090

to be < 10−5 Vol/min.2091

• Strip alignment measurement to have be performed to map the mis-alignments or2092

rotations of the readout strips. This is to correct the track reconstruction taking into2093

account of these effects. Mis-alignments < 60 µm are required, and tolerated up to2094

100 µm.2095

• High Voltage stability. Fundamental test to guarantee the functioning of the chamber2096

at the nominal voltage without discharges. The nominal HV working point is 570 V2097

in Ar:CO2 93:7 gas mixture.2098

• Cosmic Ray test to estimate the efficiency of the chamber and its performance. At2099

least 85% of the chamber must have an efficiency > 90%.2100

4.1.3.1 Planarity and Thickness2101

This test is performed in the clean room, positioning the quadruplet on several supports2102

on the granite table, as shown in the scheme of Figure 4.13a. The support plane represents2103

the reference plane (z=0) for planarity and thickness measurements.2104

The measurement is made with a Laser Tracker [87]. This tool is based on the laser2105

interferometer to measure relative distance. It works on the principle of light interference in2106

which one beam is used as a reference while the other beam is reflected back from a mirror2107

or retro-reflector at some distance, producing interference. The distance can be calculated2108

from the number of interference fringes, given that the wavelength of the laser is well known.2109

The laser tracker is first calibrated by taking the supports as the reference plane for the2110

measurement. The module is then positioned on them to start the measurement. Figure2111

4.13b shows the laser tracker during the data taking of one module. The laser points to the2112

retro-reflective target, the tool is then moved on the module surface and the height map of2113

more than ∼3000 points is built for each side of the module.2114

A planar fit is performed on the cloud points. Figure 4.14 shows the measured points2115

and interpolated surface for both side of one module. The thickness of the module is then2116

extracted from the mean value of all the measurements and the planarity from the RMS.2117
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(a) Setup for planarity measurement

(b) Data acquisition with Laser Tracker

Figure 4.13: Setup during the planarity measurement. The Module is positioned on several aluminium
supports which represents the reference plane z=0 for the measurement performed with the laser tracker.

Figure 4.14: Point clouds obtained with the Laser Tracker and the interpolated surfaces of the two sides of
the module for the planarity and thickness measurements.

A study has been done to estimate the deformation of the modules due to the gas2118

pressure. This test has been performed on one prototype of the final Micromegas SM12119

module, called Doublet as it was built with just two gas gaps (i.e. with only one readout and2120

two external panels). Two sets of measurement have been collected, one without pressure2121

and the other with an overpressure of ∼3 mbar.2122

The results are summarised in Table 4.1, which show the difference of the mean thickness2123

∆ <z> of the panel with and without pressure is about 100 µm. Given that the deformation2124

is due to the external panels, that deformation will be almost the same for the Quadruplet.2125

As the SM1 modules have a volume of 40 L and a surface area of 2 m2, a thickness variation2126

of 100 µm can be translated in a volume variation of 0.2 L. The relative volume variation2127

due to the deformation of the chamber in an overpressure regime is about 0.5 %.2128
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Side 1 Side 2
∆z (mm) RMS (mm) ∆z (mm) RMS (mm)
0.097 0.055 0.107 0.056

Table 4.1: Results from laser tracker measurements of the Doublet thickness difference with and without
pressure.

4.1.3.2 Gas Leak Test2129

The tightness of the module is an important parameter to guarantee the performance of2130

the chamber. This test is performed with the module in horizontal position on the granite2131

table in Clean Room. The gas leak is measured with the Pressure Drop technique. The2132

module is over-pressured in a static way (no continuous gas flushing) and then the variation2133

of the pressure in time is measured.2134

Given the ideal gas law:2135

PV = nRT , (4.1.1)

the gas leak in a given volume V, pressure P and temperature T is due to a variation of2136

the gas mass, related to ∆n. Then assuming a constant pressure in the chamber during the2137

gas flushing, usually evaluated in terms of L/hour, this mass variation can be expressed as2138

a gas volume variation ∆V .2139

The ATLAS requirement for the gas leak is expressed in terms of relative variation of2140

the gas volume inside the chamber in time:2141

∆V
V

1
∆t < 10−5min−1 . (4.1.2)

This formula can be translated to relative variation of the pressure inside the chamber2142

with respect to the atmosphere pressure outside the chamber during a pressure drop mea-2143

surement. In this case, there is no constant gas flushing in the chamber and the pressure2144

variation in the chamber is just due to a possible leak:2145

∆P
P

= ∆V
V

=⇒ ATLAS Limit: ∆P
∆t = 0.64 mbar · hour−1 , (4.1.3)

assuming an external pressure P = 1 atm and a constant volume V= 40 L for the SM12146

modules. This relation is based on the assumption that the volume of the chamber does2147

not change with the gas flushing. As shown in the previous section, the volume deformation2148

in overpressure condition is about 0.5% of the volume. As such, the effect on the relative2149

variation ∆V/V is negligible.2150

The measurement is performed connecting the gas input line of the module to a pump of2151

200 mL capacity and the gas output to a sensor to measure the pressure inside the chamber2152

(Figure 4.15). The value of the initial pressure inside the chamber is taken as reference2153

and then air is injected with the pump in the chamber until an over-pressure of ∼3 mbar is2154

reached. The pressure variation is then monitored together with the temperature.2155
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Figure 4.15: Setup scheme used at LNF to perform the pressure drop measurement.

Figure 4.16 shows the pressure drop due to the chamber leakage. A linear fit is then2156

performed to extract a measurement of the leakage expressed in terms of mbar/hour. The2157

duration of the measurement is about 15-20 minutes. In this short time range, the temper-2158

ature variation ∆T is negligible as shown on the bottom panel of the plot in Figure 4.16,2159

and also its effect on the pressure variation.2160

2400 2600 2800 3000 3200 3400
time [s]

0

0.05

0.1

0.15

0.2

0.25

P
 [

m
b

]
∆

Gas Leak [mbar/h] = 0.071

ATLAS limit [mbar/h] = 0.64

2400 2600 2800 3000 3200 3400
time [s]

0.14−

0.12−

0.1−

0.08−

0.06−

0.04−

0.02−

0

0.02

C
]

°
T

 d
u

ri
n

g
 m

e
a

s
u

re
m

e
n

t 
[

∆

C ] = 23.184°Starting temperature [ 

C ] = -0.134°Maximum variation [ 

Figure 4.16: Pressure drop plot to measure the gas tightness of the chamber. The red line represent the
linear fit to extrapolate the gas leak measurement. The bottom panel shows the Clean Room temperature
variation during the measurement.
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4.1.3.3 Strip and Panel Alignment2161

It is very important to ensure that there are no displacements or rotations between one2162

PCB and another to achieve a high spatial resolution. For this purpose, many alignment2163

measurements are performed during the construction of MM modules to measure all the2164

possible parameters which can affect the track reconstruction. The as-built parameters to2165

be determined with the alignment measurements are:2166

• PCB shape parameters: Strip sagitta and elogantions2167

• PCB alignment in-Layer: PCB translation and rotation and the in-Layer coordinate2168

system2169

• Layer alignment in-Panel: Layer translation and rotation and the in-Panel coordinate2170

system2171

• Panel alignment in-Module: Panel translation and rotation and the in-Module coor-2172

dinate system2173

From a complete map of any displacements and rotations between the PCB, it is possible2174

to perform a combined fit of all available measurements to reconstruct the full module2175

metrology, which can be used at the muon reconstruction level. These parameters are2176

measured several times with different tools, given that the individual measurement set does2177

not cover the full module metrology.2178

At LNF, the panel-to-panel alignment is measured after the module assembly. The mea-2179

surement is performed using a custom-made tool called 4 - Rasfork, based on the Rasnik2180

system [84] and developed in Saclay, that is able to measure the misalignment of correspond-2181

ing PCB on the two panels. The ATLAS requirement on the Panel-to-Panel mis-alignment2182

along the precision coordinate is ∆η < 60 µm.2183

The Micromegas PCBs have three coded masks etched on the copper layer along each2184

PCB side. These masks can be analysed by Rasnik system, using a contact CCD (cCCD)2185

coupled with a LEDs. This projects the PCBs coded masks onto the cCCD camera. The2186

Rasnik Mask (Rasmask) is a chessboard, as shown in Figure 4.17 with some squares switched2187

from black to white, and other switched from white to black in way to indicate to a camera2188

which part of the mask it is looking at, despite only seeing a small portion of the mask. The2189

images of the masks are analysed by a dedicated LWDAQ software developed by Brandeis2190

University [88]. The software performs the analysis of the rasmask pattern and determines2191

the center of the mask with respect to the cCCD center (image sensor), defining the rasnik2192

position. Then the final Rasnik measurement consists of the x and y coordinates of a point2193

in the mask, the magnification of the mask image and the rotation of the mask with respect2194

to the image sensor.2195

The 4-Rasfork instrument has the same working principle of the 2-Rasfork used for the2196

layer-to-layer (within the same readout panel) alignment measurement performed in Pavia2197

but it consists of four channels instead of two to be able to measure both the layer-to-layer2198

and panel-to-panel alignment.2199
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Figure 4.17: Rasmask installed on the PCBs.

It is made of four Rasfork tubes and a circuit of 4 cCCDs and a support block. A2200

Rasfork tube consists of a prism holder, equipped with a prism and a LED circuit, and a2201

tube consisting of 2 half tubes, a lens and a diaphragm at their junction. Due to the LED2202

circuit, the light reflected by the rasmasks is guided by the prism, that works in total internal2203

reflection, in the tubes and reaches the cCCD (one for each tube). The measurement setup2204

is shown in Figure 4.18a. The module is placed on precise shims (the same used for the2205

planarity measurement), so that the Rasfork can be inserted correctly.2206

(a) 4-Rasfork setup during a measurement. (b) 4-Rasfork during the calibration step at LNF
using the Calirasfork.

Figure 4.18: 4-Rasfork measurement of the panel-to-panel alignment.

4-Rasfork Calibration The Rasfork tool needs to be calibrated, and for this another2207

instrument called Calirasfork is used. The Calirasfork is made of a support sitting on 32208

balls, holding four glass rasmasks, placed as the masks on the two panel sides. The position2209

and the orientations of the calimasks are determined with an accuracy < 3 µm with an2210

optical CMM in Saclay. This calibration is made only once.2211

At LNF the first time that the Rasfork is used, or if it is damaged or lacks precision,2212

the Rasfork is calibrated placing the Calirasfork in the Rasfork (Figure 4.18b). The Rasfork2213

acquires the images at different translation in x, y and different heights (placing shims of2214

1, 2 and 3 µm below the Calirasfork) and different angular orientation. Then a fit of the2215
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positions is made to validate the Rasfork calibration. Each time that a new alignment2216

measurement is performed on a new Module, the calibration have to be checked.2217

4-Rasfork Measurement The Rasfork measurement on the module is performed on all2218

the 30 rasmasks (3 masks each PCB side). The most relevant measurements are the ones2219

performed on the PCB central masks, which give the real magnitude of the mis-alignment2220

between the panels, instead the others are sensitive also to possible PCB shape deformations.2221

An example of map of the mis-alignment (∆x,∆y) measurements is shown in Figure2222

4.19. The y coordinate represents the precision coordinate η in the ATLAS coordinate2223

system.2224
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Figure 4.19: Scheme of the ∆X and ∆Y displacement of the readout strips between the Eta and the Stereo
readout panel.

4.1.3.4 High Voltage Stability Test2225

The High Voltage stability has been a crucial point of the MM performance during the2226

commissioning phase. In Section 4.2, the different issues met during the production of the2227

MM detectors will be described in detail together with the corresponding solutions. They2228

include several additional steps, as the cleaning procedure and the readout panel passivation,2229

to the MM module construction.2230

A further step to improve the HV performance of the chambers is the so-called condi-2231

tioning procedure in High Voltage. This procedure consists in a slow ramp up of the HV2232

voltage applying an initial voltage of 400 V in the amplification region. It is slowly increased2233
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until it reaches the nominal working point of 570 V. Once the nominal HV is reached, a long2234

term stability test is performed and the behaviour of the chamber is monitored for several2235

days (also weeks).2236

HV setup and acquisition The final HV test is performed at Cosmic Ray Stand. All2237

the HV sections are connected to the CAEN power supply (PS) SY4527 through the 482238

independent HV channels board A7038AP, a Common Floating Return board which allows2239

on-detector grounding, reducing the noise level. In this setup it is possible to power all the2240

40 HV sections of the module independently, to have a full-granularity configuration.2241

The setting and monitoring of the main HV parameters is performed using the CAEN2242

interface GECO2020. It is the GEneral COntrol Software developed by CAEN for High2243

Voltage boards and systems, which brings the HV control and management via external2244

Host PC using a simple GUI.2245

The more interesting HV parameters are VMon (monitored HV) and IMon (monitored2246

current). These values are constantly recorded by a DCS code developed at LNF. The code2247

interfaces with the PS recording data each second using the CAEN HV Wrapper Library2248

functions. Grafana dashboards 1 is used to monitor the trend of the current for each HV2249

section. Figure 4.20 shows an example of the current monitoring in real-time.2250

Figure 4.20: HV monitoring system used at LNF to perform the HV test uses Grafana dashboard to monitor
the currents of different HV sections.

Procedure and Criteria The HV test is performed while flushing the chamber with2251

Ar:CO2 with a gas flux of ∼20 L/h. The HV ramp up starts when the gas RH reaches a2252

value < 10%. First of all the HV sections are switched on at 100 V to check there are no2253

shorts. Therefore each section is ramped up at 400 V, and then at steps defined by the2254

1open source analytical and visualisation tool
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following chain:2255

400V → 450V → 500V → 510V → 520V → 530V → 540V → 550V → 560V → 570V
(4.1.4)

For the first modules, in which low resistivity issue was present (then cured through the2256

passivation technique described in Section 4.2.4.3), the ramp up phase was very slow, taking2257

1-2 hours between one step and another. In the last modules, with higher strip resistivity,2258

this step became much faster (5-10 minutes each step).2259

This test is important also to evaluate which is the maximum HV value that a section2260

can reach, which can be lower than the nominal: 570 V. To identify the maximum HV value2261

for which a section is stable, some acceptance criteria have been defined. These are based2262

on the current drawn by the section and on the spark rate. The spark rate is the frequency2263

in which the HV section current goes above a defined current threshold. It is computed2264

defining a spark as an IMon value > 100 nA in a second. Then if a section draws a current2265

>100 nA for 6 seconds, it is counted as 6 sparks. The spark rate is defined as the number2266

of sparks per minute.2267

The HV sections can be flagged as GOOD, CONDITIONING or BAD sections based on2268

the following criteria:2269

• GOOD: if the section IMon value is < 10 nA and stable (spark rate ∼ 0) → The HV2270

value can be ramped up to the next step2271

• CONDITIONING: if the section IMon value shows rare instabilities (0 < spark/min2272

< 6) or few sparks order of hundreds nA → The section is left to condition at the2273

corresponding HV value2274

• BAD: if the section IMon value shows continuous instabilities (spark/min > 6)→ The2275

HV is lowered until the IMon value became stable again. The HV could be lowered by2276

5 V but also by 50 V if needed. The section is left at this HV value for several hours2277

and if it becomes stable, it can be ramped up again following the described procedure.2278

Figure 4.21 shows the three different behaviour described above. These criteria are2279

needed also to evaluate if a module has passed the requirements or not.2280

The ATLAS HV acceptance requirement for a MMmodule is that the 85% of the sections2281

have to pass the following criteria:2282

• Nominal HV of 570 V2283

• Spark Rate < 6/min2284

If a section fails even one of the requirements, it is not considered as accepted. For the SM1,2285

a module is accepted if at least 34/40 HV sections pass the requirements.2286
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(a) (b)

(c)

Figure 4.21: Different HV behaviour. Each plot show in red the monitored HV (VMon) and in blue the
monitored current (IMon). In (a) it is shown an example of a good sector. In particular in this plot it can
be seen also the ramp-up step at the beginning of the plot. In (b) it is shown an example of a sector which
shows a bad HV behaviour at the beginning. For this reason the HV has been lowered up to 500 V, when it
became again stable. Then the ramp up procedure has been performed again and the sector reached 570 V
showing a number of spark < 6/min, and it has been left at this HV value to condition. In (c) it is shown an
example of a bad behaving section. This plot shows the continuous HV drops due to the sparks which can
be recovered just lowering the HV up to 500 V, and finally show a spiky behaviour even at this HV value.
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4.1.3.5 Cosmic Ray Stand Test2287

The modules are then validated at the LNF Cosmic Ray Stand to estimate their perfor-2288

mances, in terms of efficiency of each layer. The experimental setup (Figure 4.22) consists2289

of:2290

• two array of plastic scintillators for the trigger coincidence, achieving a trigger rate of2291

50 Hz. The trigger logic is the OR between the scintillators on the same plane and2292

the AND between the two plane.2293

• 35 cm of iron absorber to cut muons <0.6 GeV2294

• MM Module2295

The module is equipped with 40 APV25 front-end electronic boards. The APV25 boards2296

have a signal sampling time of 25 ns, sent to the Scalable Readout System (SRS) to be read.2297

Figure 4.22: Experimental setup at the ATLAS LNF Cosmic Ray Stand.

The software efficiency is computed with a self-tracking algorithm. This method is able2298

to estimate the efficiency on the layer i by reconstructing the track on the other N −1 layer2299

(Figure 4.23). At LNF, for the SM1 modules, the events selected to reconstruct a track on2300

the i-layer requires 1 cluster on the other 3 layers. The efficiencies on the Eta and Stereo2301

layers are then estimated with the 3 over 4 method.2302

Efficiency on Eta Layer The track is reconstructed by using the cluster on the other2303

Eta layer and building a super-point (SP) from the Stereo layers, both for the precision2304
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coordinate η and the second coordinate φ. The super-point coordinates are defined:2305 
ηsp = `3 + `4

2 cos θ
φsp = `3 − `4

2 sin θ

(4.1.5)

where `3 and `4 are the local coordinates in the Stereo layers 3 and 4 respectively. The tracks2306

are selected with angles within ± 0.5 rad (geometrical acceptance) and the extrapolation of2307

the expected position on the Eta layer to be measured is done by looking for a cluster on2308

that layer within ± 10 mm from the expected position.2309

Efficiency on Stereo Layer The track is reconstructed using the clusters on the two Eta2310

layers, used to determine the precision coordinate η. The second coordinate φ is defined2311

building a super-point from the other Stereo layer and one of the Eta layer. The super-point2312

coordinates are:2313 
ηsp = `2

φsp = `2 cos θ − `4
sin θ

(4.1.6)

where `2 and `4 are the local coordinates in one of the Eta layers (layer 2 for example) and2314

in the other Stereo layer (layer 4 for example) respectively. Also in this case, the tracks are2315

selected with angles within ± 0.5 rad and the extrapolation of the expected position on the2316

Stereo layer to be measured is done by looking for a cluster on that layer in a window of ±2317

25 mm.2318

Figure 4.24 shows an example of 1D efficiency plot along the precision coordinate (X2319

corresponds to η) and the 2D efficiency map for Layer 1 and Layer 3 of one module.2320

Figure 4.23: The self-tracking algorithm is used to estimate the efficiency on the layer i reconstructing the
track on the other N − 1 layer. The method to estimate the efficiency on the Eta layer is shown on the left,
in which a super-point from the Stereo layer is used, instead on the right is shown the method used for the
Stereo layer (super-point from the other Stereo layer and one of the Eta layer).
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Figure 4.24: 1D e 2D efficiency plot per Layer 1 and Layer 3.

4.1.3.6 Results of SM1 modules produced by INFN2321

In this section, a summary of the QA/QC tests results on SM1 modules performed at2322

LNF is presented. In Figures 4.25-4.30, the summary of the QA/QC measurements on the2323

SM1 modules produced are reported.2324

The planarity measurements results are within the tolerance value of 200 µm for almost2325

all the module. In Figure 4.25b it is clear that the measurements on the two sides some-2326

times are quite different. This can be explained by possible defects on the external drift2327

panels, which impact on the measurement on one side, but not on the other. The planarity2328

measurements are indeed sensitive to possible defects on the external drifts and also on the2329

supports used for the measurement. For this reason, also modules that show values far from2330

the tolerance have been accepted.2331

The gas leak results also are in the tolerance, except for a couple of modules. Cosmic2332

rays tests showed good performances also for these chambers, then they can be accepted.2333

The ∆y (then ∆η in ATLAS coordinate) alignment results shows a couple of module2334

out of the tolerance. In this case, as explained in Section 4.1.3.3, it is possible to fully2335

reconstruct the geometry of the strips using also the other measurements performed on the2336

single panels and PCBs. Then also modules with alignments a bit outside the tolerance can2337

be accepted.2338
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The most important requirement on the HV: at least 85% of the HV sections at 570 V,2339

is respected by all the modules.2340

In Table 4.2, the status of all the SM1 modules is summarised. It shows the percentage2341

of the detector area which is set at nominal voltage of 570 V and the corresponding mean2342

efficiency of the module. The last column shows if the module has been disassembled because2343

it does not pass some validation criteria, or at LNF or at CERN, or if it has been integrated2344

on a Double-Wedge (defined in Section 3.2.1), which is labelled as A# or C#, if it belongs2345

to the NSW-A or NSW-C.2346
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Figure 4.25: Summary planarity measurements.
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Figure 4.27: Summary gas leak measurements.
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Figure 4.28: Summary ∆X measurements from rasfork.
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Figure 4.29: Summary ∆Y measurements from rasfork.
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SM1 Area at Mean Validation Where it isModule 570 V Efficiency at LNF

M01 - - - used for mechanical integration test
on the Wheel → Disassembled

M02 - - - used for electronics integration test
on the Wheel → Disassembled

M03 - - Yes Disassembled
M04 - - Yes Disassembled
M05 - - No Disassembled
M06 88.5 % 89.3 % Yes CERN on A14 (IP)
M07 100 % 95.1 % Yes CERN on C12 (HO)
M08 80.0 % 88.6 % Yes CERN on C12 (IP)
M09 87.8 % 89.9 % Yes CERN on A14 (HO)
M10 76.3 % 90.4 % Yes CERN on A04 (HO)
M11 87.3 % 91.5 % Yes CERN on C04 (HO)
M12 92.2 % 87.4 % Yes CERN on A16 (IP)
M13 100 % 96.3 % Yes CERN on A16 (HO)
M14 94.9 % 96.7 % Yes CERN on A08 (IP)
M15 100% in Ar:CO2 80:20 98.0 % Yes CERN on A08 (HO)
M16 - - No Disassembled
M17 100 % 96.2 % Yes CERN on A12 (HO)
M18 88.5 % 94.1 % Yes CERN on A12 (IP)
M19 89.8 % 91.8 % Yes CERN on A06 (IP)
M20 100 % 95.2 % Yes CERN on A06 (HO)
M21 100 % 92.2 % Yes CERN on A10 (HO)
M22 94.9 % 93.1 % Yes CERN on A02 (HO)
M23 100 % 94.8 % Yes CERN on A02 (IP)
M24 100 % 95.4 % Yes CERN on A10 (IP)
M25 100 % 94.4 % Yes CERN on C14 (IP)
M26 100 % 96.1 % Yes CERN on C10 (IP)
M27 91.1 % 91.5 % Yes CERN on C14 (HO)
M28 100% 96 % Yes CERN on C02 (HO)
M29 96.1 % 96.3 % Yes CERN on C10 (HO)
M30 100 % 96.1 % Yes CERN on A04 (IP)
M31 100% in Ar:CO2:Iso 93:5:2 90.8 % Yes CERN will be on C04 (IP)
M32 94.9 % 92.8 % Yes CERN on C16 (HO)
M33 94.9 % 96.2 % Yes CERN on C16 (IP)
M34 93.6 % 95.7 % Yes CERN will be on C08 (HO)
M35 93.6 % 94.4 % Yes CERN (spare)
M36 80.7 % 80.8 % Yes CERN on C06 (HO)
M37 100 % 94.1 % Yes CERN on C06 (IP)
M38 94.9 % 95.1 % Yes CERN on C08 (IP)
M39 100 % 93.8 % Yes CERN on C02 (IP)

Table 4.2: Summary validation table of all the SM1 modules assembled and tested at LNF.
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4.2 High Voltage stability studies on SM1 modules2347

The HV stability has been a critical part of the Micromegas commissioning. For this2348

purpose, a limited R&D program restarted addressing the main issues:2349

• Correlation of the currents with the humidity2350

• Mesh mechanical imperfections2351

• Residual ionic contamination on PCBs and panels2352

• Non – uniform resistivity on the anode PCBs2353

Several studies have been performed to overcome these issues and solutions have been2354

implemented in the module assembly workflow.2355

In the following sections some of these studies are described in details.2356

4.2.1 Relative humidity and gas flux2357

From the very first tests on the Micromegas modules, the impact of the relative humidity2358

inside the chamber on the HV behaviour has been observed to be not negligible. A relative2359

humidity higher than 15% leads to a contamination of the gas mixture, compromising the2360

performance of the chamber. To reduce this, a solution is to increase the gas flux up to 202361

L/h. At LNF usually several chambers are tested in parallel. To maximise the benefit of2362

the high gas flux, two SM1 modules are connected in series as in Figure 4.31. The relative2363

humidity is monitored with the RH sensor Vaisala connected at the output of each chamber.2364

In Figure 4.32, the variation of the RH in time of two chambers connected in series is shown.2365

It is clear the reduction of the RH from the increasing of the gas flow. The modulation of2366

the curves are due to the day-night cycle.2367

Figure 4.31: SM1 modules gas line connected in series. The output gas is monitored with RH sensor Vaisala.

4.2.2 Mesh Polishing2368

The imperfections, as small defects, on the meshes can sensitively change the electric2369

field in the amplification gap. Figure 4.33b shows the modification of the electric field due2370

to a single point defect of 2µm size, which can be 100 times larger than the nominal value.2371

As consequence, it has an impact on the High Voltage behaviour of the Micromegas, leading2372

to a sparky regime of the chamber.2373
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Figure 4.32: Relative humidity in time of the SM1 modules M3 and M4 connected in series (M3→M4). It
shows the decrease of the RH with the increase of the gas flux.

The effects of these imperfections can be mitigated and solved by polishing the mesh.2374

The polishing is performed on the finalised drift panels in two steps, with two different2375

grades of sand papers. The first step is done with grade 2500 sand paper to polish few2376

microns of wire and remove the wider imperfections. In the second step, a 10000 grade sand2377

paper is used to perform the precision polishing to uniform the mesh surface.2378

(a) Standard mesh pattern: wire diameter of 30 µm
and a pitch of 100 µm (then a edge-to-edge distance
of 70 µm) on the left. Simulation of the electric field

of this pattern.

(b) SEM image of a defect of 2µm size on the
micromesh on the left and simulation of the electric
field due to this single point defect on the right.

Figure 4.33: Comparison of mesh electric field simulation in presence of mesh imperfections with nominal.

4.2.3 Cleaning2379

During the PCB and panels production, organic residuals can deposit on the surfaces,2380

leading to instability problem in the High Voltage of the chambers. For this reason, a2381

cleaning procedure has been developed to guarantee the removal of the most of the organic2382
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residuals (Figure 4.34).2383

Figure 4.34: Residuals of the previous NGL treatment on the PCB.

The cleaning occurs with the panels placed in vertical position in a custom made washing2384

machine. Detergents are distributed on the whole panel surfaces with the use of soft brushes,2385

to properly remove the residuals that can be trapped on the pillar edges, and with warm tap2386

water (T∼ 40◦). Different detergents are used according to the panel: the Readout panel is2387

cleaned with micro crystal multipurpose cleaner Cif® cream detergent, the Drift panels with2388

NGL Cleaning Technology® 17.40 cleaner. Alternative cleaning procedure for the Readout2389

panels have been tested using caustic soda and pumice powder.2390

Measurements of the ionic contamination have been performed by ELTOS on the PCBs2391

with the Resistivity of Solvent Extract (ROSE) test, to test the presence and measure the2392

average concentration of soluble ionic contaminants, using different detergents. The test2393

results is reported in Table 4.3 in terms of total equivalent NaCl [mg/sq inch] for a non-2394

washed PCB, for a PCB immersed in a tank with caustic soda for 30 minutes and for one2395

hour, and finally a PCB cleaned only with Cif®. They show that the cleaning with Cif®2396

gives the best performance in terms of reduction of ionic contamination.2397

Test on PCB NaCl equivalent
Non-washed 209.6

Caustic Soda 30 min 165.0
Caustic Soda 1 hour 27.7

Only Cif ® 7.6

Table 4.3: PCB ionic contamination results from ROSE test.

The pumice powder is used to smooth the Readout panels edges before the passivation2398

(described in Section 4.2.4.3). It results in a deeper cleaning of the area, to avoid any2399

possible impurity to be trapped below the passivation, leading to bad HV behaviour.2400

The detergent is removed by rinsing the panels with warm tap water (T∼ 40◦) using2401

garden shower and a soft paint brush. Further rinsing is performed with 25-40 L/surface2402

of deionised water using a high pressure (∼ 60-70 bar) Kärcher®, kept at a safe distance2403

of 30-40 cm from the surface. This is to eliminate all remnants of the tap water and for2404
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the final mechanical action to remove sticky dirt, especially around pillars. Deionised water2405

is also sprayed inside the inlet/outlet of the gas distribution tubes, mounted on the Drift2406

panels, to check that sprays come out from the little holes along the tubes. After the rinsing2407

step, clean room tissues and nitrogen flux are used to remove water drops from assembly2408

holes, rims and gas tubes. The panels are then transported and mounted directly in the2409

drying station.2410

The drying station is a custom made structure able to host 5 panels in vertical position2411

(as much as needed for a MM module), located close to the clean room, where the module2412

will be assembled. It is equipped with a ventilation system to filter the air and the drying2413

temperature is around 40◦.2414

In Figure 4.35, the different steps of the cleaning procedure and the final stock of the2415

panels in the oven are shown.2416

Figure 4.35: Different steps of the cleaning procedure. Drift panels are washed with NGL and Readout panel
with CIF. Both are rinsed before with hot tap water and then with de-ionised water. Finally the washed
panels are put in the drying box at 40◦.

4.2.4 Resistivity of the Readout board2417

The resistive strips on the PCB are ink-printed on Kapton® support. Their layout2418

presents interconnections with a defined pattern, as shown in Figure 4.36. The resistive2419

pattern consists of strips congruent to the readout layer, but with an array of bridges2420

connecting each strip alternating with its top or bottom neighbour every 10 mm. This2421

yields a more homogeneous surface resistivity which is less effected by damages than single2422
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lines. Finally the strips are interrupted in their centre to divide the surface into two High2423

Voltage sectors, interconnecting all resistive lines.2424

Figure 4.36: The resistive strips on PCBs shows a defined pattern with an array of interconnection between
one strip and the next one at regular distance of 10 mm.

During the Micromegas chamber production, it has been observed that the layout of the2425

PCB has an impact on the HV behaviour of the section. This is due to the fact that this2426

layout leads to a non-uniformity of the resistivity on the board anyway.2427

In particular, the resistance values measured near the piralux rim, along the PCB edges,2428

are very low, below the acceptance threshold of 0.28 MΩ/sq. This fact itself does not2429

represent a problem, but in presence of a defect on the readout panel, or on the mesh, a low2430

resistivity area on the board becomes a weak point for the stability in HV, where sparks2431

occurs.2432

4.2.4.1 SM1 PCB Layout2433

For the SM1 modules there are 2 type of PCB: Eta and Stereo, of 5 different size.2434

Looking at the Gerber files of the two type of PCB (Figure 4.37), it can be seen that the2435

pattern of the interconnection bridges is different between Eta and Stereo. In particular for2436

the Stereo, the first line of interconnections near to the PCB edge ends below the piralux2437

rim, which is 1 cm wide. This means that the shortest strip (above the piralux line) on that2438

PCB is 1 cm long, leading to a lower value of resistance in that area.2439

4.2.4.2 Resistivity measurements2440

The resistivity measurements performed at CERN on the PCBs show that the minimum2441

value of the resistance measured in some cases goes below the acceptable threshold of 0.282442

MΩ/sq. A set of the measurements on PCB foils performed at CERN is showed in Figure2443

4.38. It shows both the minimum values and the average values of the resistance.2444

Further measurements are performed in Pavia, when the PCB are glued to the final2445

Readout panel. They measure the resistance both on the right and left side of the PCB,2446

given that they correspond to two different HV sections. Those measurements have been2447

correlated with the HV measurements performed at LNF for each section.2448
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(a) Layout of Eta PCB (b) Layout of Stereo PCB

Figure 4.37
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Figure 4.38
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From this study, a clear correlation can be seen between the minimum value of the2449

resistance on the PCB and the maximum HV value reached by that sector, as reported in2450

Figure 4.39. It shows that PCB with lower value of Rmin cannot reach the working point2451

at 570 V. In particular, looking at separate measurements of the Eta and Stereo PCBs, it2452

is evident that the worse HV sections are more frequently on the Stereo PCBs, sign of a2453

correlation of this behaviour with the PCB layout.2454
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Figure 4.39: Correlation between the resistance measurement performed at Pavia on the PCBs and the HV
value of the corresponding HV section measured at LNF. The plots on the bottom show the same statistics,
but splitted for Eta PCBs and Stereo PCBs.

The effect of the HV tests on the problematic PCBs has been investigated with several2455

visual inspections of the readout panels, when a problematic SM1 module has to be disas-2456

sembled. These inspections have shown that in many cases the damages due to the sparks2457

are localised on the resistive strips junctions crossing the piralux rim, where the resistance2458

is usually lower (Figure 4.40).2459

4.2.4.3 PCB Edge Passivation2460

To mitigate the problem of the low resistance along the PCB sides, the edge passivation2461

procedure has been developed for the SM1 modules and transferred to the other construction2462

sites. This procedure consists in the passivation of the region along the sides of the active2463

area through a deposit of a thin layer of araldite or polyurethane. The thickness of the area2464

which must be passivated varies from 0 to 3 cm, according to the distance from the PCB2465

edge in which the resistance value has a value above the threshold. Figure 4.41 shows the2466

steps of the passivation procedure.2467
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Figure 4.40: Damages due to the discharges along the piralux rim.

The Readout panels have to be cleaned both before and after the passivation step.2468

In particular, the pumice powder is used to clean the Readout panels edges before the2469

passivation, to avoid that impurities can be trapped below the passivation.2470

Figure 4.41: Different steps of the passivation procedure.

4.2.4.4 PCB circuit model2471

In this section, a study on the PCB layout and its relation with the resistance is pre-2472

sented. The idea is to build a model of the resistive PCB circuit to see the behaviour of the2473

resistance as function of the PCB layout.2474

The circuit of the PCB can be modelled from the pattern of the interconnection bridges2475

(this pattern is also called ladder): each interconnection represents a node of the circuit, and2476

each portion of strip, from one interconnection and the next one, represents a resistance.2477

An example of a real Eta PCB ladders layout is shown in Figure 4.42. The parameters of2478

the PCB are then:2479

• First interconnection distance d: it varies for each PCB and each strips, following a2480

given pattern related also to the angle of the PCB.2481

• Ladder step L: it is the distance between one interconnection on a strip and the next2482

interconnection presents on the neighbour strip. Its values is fixed to be 10 mm.2483
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• Resistivity ρ: it is the linear resistivity of the strip. It should be of the order of ∼102484

MΩ/cm.2485

Figure 4.42: Eta PCB ladder layout.

Simulation2486

A first step is to build a simulation of the PCB circuit. As such some simplifications2487

are needed. A first simplification can be done by assuming that the distance of the first2488

interconnection is equal to the ladder steps: d=L=10 mm. We can neglect the angle of the2489

PCB and then assume that all the strips have the same length, and also d is always long 102490

mm.2491

The simulation of the PCB circuit is shown in Figure 4.43. All the resistances in the2492

circuit are 1 MΩ. We are interested in modelling the resistance along the strip, which is2493

computed by powering the circuit with 1 kV. For this reason, looking at the central circuit2494

branch in the picture, at each step there are two resistance defined such as their sum is equal2495

to 1 MΩ. Varying the values of these two resistances and measuring the resistance at their2496

ends, it is possible to evaluate the effective resistance along the branch of the circuit based2497

on the position in which the measurement is performed. Focusing on the first four ladders,2498

the resistance as function of the distance from the coverlay in the simulation is shown in2499

Figure 4.44. It can be seen that at each step the resistance decreases when it comes close2500

to the next interconnection. The overall behaviour shows an enhancement of the resistance2501

with the coverlay distance.2502

Recursive Model2503

The next step is to develop a model to reproduce the simulated data. We can start from2504

a simple configuration, in which we want to measure the resistance value at some distance2505

from the coverlay, between the second and the third interconnection. A sketch of the circuit2506

is shown in Figure 4.45a. In this configuration, we are neglecting the contributions from2507

neighbour strips between the second and the third interconnection, taking into account only2508

the resistance at lower steps, given that we expect that their contribution is dominant.2509
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Figure 4.43: Simulation of the PCB circuit.
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Figure 4.44: Strip resistance as function of the distance from the coverlay in the simulated data.

Then in this scheme different resistance have been defined as follow:2510

Rd = ρ · d ; RL1 = RL2 = ρ · L ; Rx = ρ · (x− d− L) ; RLx = ρ · (2L+ d− x) (4.2.1)

where x is the distance from the coverlay in which we are measuring the resistance. In2511

Figure 4.45b and 4.45c, there are further simplification steps of the circuit, to obtain the2512

final equivalent circuit using the following resistance definitions:2513

Rdp = Rd || Rd ; RLp1 = (RL1 +Rdp) || (RL1 +Rdp) (4.2.2)

(a)
(b)

(c)

Figure 4.45: Sketch of the PCB circuit with approximation used to built the recursive model. The three
figure show the equivalent circuits of the first one (a) after the resistance re-definitions.

Since the very first tests, it was clear that this model is affected by many approximations,2514

as we are neglecting a huge part of the circuit. A way to compensate these approximations2515

is to add some scale factors (SF) to the resistances that do not belong to the strip in which2516

we are performing the measurement (Rx and RLx).2517

In this way, it is possible to extend this model also at further steps, above the third2518

interconnection, defining an recursive model represented by the circuit in Figure 4.46, in2519
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which the resistance along the strip is:2520

Rstrip,i = (Rxi +RLpi · SF1i) || (RLxi +RLpi · SF2i) (4.2.3)

Two scale factors are required at each step i, defining two effective resistances.2521

Figure 4.46: Sketch of the PCB circuit used to built the recursive model.

Figure 4.47 shows the simulated data fitted with the recursive model defined in Equation2522

4.2.3. In this fit, the first interconnection distance d was fixed at 10 mm, and the scale factors2523

and the resistivity were free. The resistivity value obtained from the fit is 1.083 MΩ/cm,2524

which shows the fit is able to recover the input value used in the simulation.2525
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Figure 4.47: Strip resistance as function of the distance from the coverlay in the simulated data fitted with
the recursive model.

Fit on experimental data2526

The final step of this study is to use this model to fit real resistance measurements performed2527

on a real PCB. The goal is to extract the distance of the first interconnection d from the fit2528

and see if the fit is able to recover the pattern periodicity of the strips in the PCB layout2529

(Figure 4.42).2530

The resistance of the strips along lines parallel to the coverlay at steps of 1 cm has2531

been measured isolating the neighbour strips. The measurements has been performed on2532
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45 strips, one every 10 mm. Figure 4.48 shows the resistance map of the PCB used for this2533

test.2534

Figure 4.48: 2D resistance map of an SM1 Eta PCB.

The measured data has been then fitted with the model described previously. In this2535

case, the scale factors has been fixed using the values obtained from the fit on the simulation.2536

This has been done assuming that these scale factors do not depend from the resistivity ρ2537

neither on the distance of the first interconnection d, which are the free parameters in the2538

data fit. The parameters fit results on the n-th strip are used as input to initialise the2539

parameters for the fit on the (n+ 1)-th strip.2540

Figure 4.49 shows the distance from the first interconnection extracted from the fit on2541

each measured strip. It is possible to see that the fit is able to recover the periodicity of the2542

ladder layout, even if the angle of the PCB has not been used in the model. Figure 4.502543

shows the fit on the data for four example strips. Finally, Figure 4.51 shows the distribution2544

of the resistivity values obtained from the fit. The values are in a range of 7-10 MΩ/cm2545

with a mean value around 8.5 MΩ/cm.2546
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Figure 4.49: First interconnection distance d obtained from the fit on the measured resistance along the
strips.
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Figure 4.50: Fit on the measured data for four example strips.
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Figure 4.51: Distribution of the linear resistivity ρ obtained from the fit.
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Conclusions2547

The goal of the study presented in this section was to find a model able to describe the2548

resistance along the strips of the readout PCB used for the Micromegas detector.2549

The PCBs are characterised by a specific layout in which the resistive strips are connected2550

at regular steps. This layout should uniform the resistance along the PCB and the pattern2551

of these interconnections has a crucial role at this end. Figure 4.52 shows the resistance as2552

function of the coverlay distance with and without the interconnections ("no ladder") in the2553

PCB layout. The interconnection case is represented with the model described previously2554

and different cases are reported, with different value of the first interconnection distance d:2555

1 cm, 2 cm and 3 cm, to show how the resistance changes with the tuning of the layout2556

parameters. It can be seen that the ladder layout leads to a uniformity of the resistance2557

along the strips with respect to the case with no ladder, but also that the distance of the2558

first interconnection plays an important role to have a resistance value high enough in the2559

area close to HV line, which has been demonstrated to be a weak point, in which sparks2560

can occur more frequently.2561
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Figure 4.52: Comparison between the resistance as function of the coverlay distance with (red line) and
without (black line) the interconnection pattern in the PCB layout. The three plots show different first
interconnection distance values: (a) 1 cm, (b) 2 cm and (c) 3 cm.
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4.3 Integration of SM1 module at CERN2562

Once the SM1 modules are validated at LNF, they are sent to CERN for the final2563

integration on the New Small Wheel. The integration workflow is show in Figure 4.53.2564

Figure 4.53: Micromegas modules integration workflow at CERN Building BB5.

The modules arrive at CERN Building BB5 where further gas tightness and High Volt-2565

age tests are performed on the chambers to ensure that they have not been damaged or2566

compromised during the transportation.2567

4.3.1 Irradiation Test at GIF++2568

On some of the modules, an irradiation test is performed at the Gamma Ray Irradiation2569

Facility (GIF++) [89]. This facility uses a 137Cs source of ∼ 14 TBq which provides a2570

spectrum of 662 keV photons. The chamber is then exposed to the photon flux and the2571

intensity depends on the distance of the chamber from the source. The intensity can be2572

further tuned using a set of filters, to guarantee a uniform irradiation per plane making the2573

facility especially suitable for large areas detectors, as the ATLAS Micromegas modules.2574

By applying a photon flux of 6.4 × 107 photons/cm2s−1, it is possible to induce a cur-2575

rent at the avalanche stage compatible to the one foreseen at the High-Luminosity LHC2576

operation, with an expected particle rate at the NSW surface of 15 kHz/cm2. Figure2577

4.54 shows the expected beam background rates from different sources at a luminosity of2578

3× 1034cm−2s−1 as function of the distance from the interaction point: cavern background2579

(both correlated and uncorrelated 2) and the pile-up events [7].2580

2Background hits in the muon spectrometer arise from low energy photons and neutrons. They are
generated by synchronous proton collisions with the bunch crossing that triggers the ATLAS data-taking
mechanism (correlated), or by collisions that happen one to several bunch crossing earlier (uncorrelated).
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Figure 4.54: Beam background rates from different sources at a luminosity of 3 × 1034cm−2s−1. The red,
blue and pink points are rates from pile-up events, uncorrelated cavern, background and correlated cavern
background, respectively [7].

In this way, it is possible to compute approximately the expected background rate for2581

each PCB, based on their distance from the interaction point, and the corresponding current2582

drawn from them, based on their area:2583

Ipcb = Rate× (e · 100 · 104)×Apcb (4.3.1)

where Rate(Hz/cm2) is the background rate, Apcb in the PCB area, e the electron charge,2584

100 is the expected number of primary electrons in 5 mm with Ar:CO2 93:7 gas mixture and2585

104 is the amplification factor. In Table 4.4, the expected background rate at the distance2586

corresponding to the centre of the PCB and the current drawn by it for both Small and2587

Large modules are reported.2588

PCB Rate (Hz/cm2) Small Module Large Module
I(µA) I(µA)

1 13450 2.8 3.9
2 5800 1.5 2.2
3 2750 0.9 1.3
4 1700 0.6 1.0
5 1000 0.4 0.7
6 650 0.3 0.5
7 350 0.2 0.3
8 275 0.2 0.2

Table 4.4: Current drawn by each PCB of both Small and Large modules based on the expected background
rate in ATLAS at luminosity of 3× 1034cm−2s−1.

For this reason, an attenuation scan is made on the module by changing the photon2589

flux, and recording the current induced. In this way, the HV stability can be studied to see2590

the chamber behaviour in high background environment. In Figure 4.55, an example of the2591
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attenuation scan of an SM1 HV section is reported. Up to now, no degradation effects have2592

been observed on the tested modules due to the irradiation.2593

Figure 4.55: Attenuation scan performed at GIF++ of Micromegas modules. In Figure 4.55 the monitored
current in time during the data taking is reported. The different steps show the increase of the mean
current drawn by the HV section using different filters: 22, 10, 6.9, 4.6 and 1. This numbers represents the
attenuation factor with respect to the photon flux emitted by the source at the peak of 662 keV.

4.3.2 Double-Wedge validation at BB52594

The modules which pass the acceptance criteria at the reception step in BB5 and at2595

GIF++, are then integrated in a Micromegas Double Wedge (DW). In particular, the SM12596

modules are part of the Small Double Wedges, which consist of two wedges, each one with2597

an SM1 module and a SM2 module positioned as in Figure 4.56a. In the same way, a Large2598

Double Wedge can be defined, which consists of two LM1 and two LM2 modules (Figure2599

4.56b).2600

(a) Small Wedge (b) Large Wedge

Figure 4.56: Example of (a) a Small and (b) a Large Wedge. A Double Wedge consists of 2 wedges back-to-
back to the other.

Once the Double Wedge is mechanically assembled, all the services are then installed2601

and the DW is equipped with the full read-out electronics, ready to be tested at the Cosmic2602

Ray Stand. The Double Wedge is positioned as in Figure 4.57.2603
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Figure 4.57: Cosmic Ray Stand setup at CERN. A Small Double Wedge is in place ready to take data.

4.3.2.1 High Voltage test2604

In a single Wedge there are 64 HV sections (40 HV section for the type 1 modules and2605

24 HV section for the type 2 modules). Thereby, in a Double Wedge, there are 128 HV2606

sections. These 128 HV sections are not powered separately, as in the usual configuration2607

used for the tests at the Construction Sites and the reception in BB5 or GIF++.2608

The final HV scheme distribution for the Micromegas modules in the NSW requires that2609

the HV sections of each layer are connected all together at the same HV channel in the2610

power supply. This configuration is achieved using a splitter box. One splitter box is used2611

to power one Wedge and it consists of 10 HV lines to power the readout and 2 HV lines2612

to power the drift. Then per module, there are 4 HV lines to power each layer, which are2613

called Main lines, and 1 HV line called Hospital line used to put the HV sections that2614

cannot reach the nominal HV value of 570 V.2615

Once a DW arrives at the Cosmic Ray Stand, it is connected to the gas line and it is2616

flushed at 50 L/h each wedge and splitted on the four layers. The gas flow goes from the2617

large basis of the type 2 chamber to the small basis of the type 1 chamber. The HV cables2618

are then plugged to the splitter box. When the relative humidity reaches a value below2619

13%, the HV test starts.2620

The test procedure is similar to the one implemented at LNF. The DW is slowly ramped2621

up until it reaches the nominal voltage of 570 V. Given that in the splitter box configuration2622

all the HV section of one layer are connected together to just one power supply channel,2623

it is important as first step to perform what is called section scan. This is performed by2624

powering each HV section separately to check its working HV value with respect to the2625

value obtained in the previous HV tests.2626

Once the HV map of the DW is obtained, it can be connected with the final HV scheme2627
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to the splitter box. The sections that can reach the working point 570 V are connected in2628

the main line, and the ones that cannot, are connected to the hospital line. It is powered2629

with an HV chosen as the one of the worst behaving section, with a minimum acceptable2630

value of 500 V. If an HV section has a value below 500 V, it is not connected at all. Figure2631

4.58 show an example of the HV map of the Double Wedge A14.2632
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Figure 4.58: Final HV map of the Double Wedge A14: (a) IP and (b) HO side.

The HV test is then performed, validating the HV stability in time for the DW. The2633

HV and the currents are monitored using a DCS system developed at CERN. The data are2634

recorded and then analysed to evaluated the spark rate, as done at LNF. A DW is considered2635

validated when the 80% of the sections are connected to the main line and show a stable2636

behaviour.2637

Figure 4.59 shows the percentage of the section connected at different HV values or2638

disconnected. The A04 DW had several problematic sections, for this reason the problematic2639

chamber on this DW have been substituted.2640
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Figure 4.59: Summary of the HV values applied at each section of the Small Double Wedges following the
splitter box scheme. The plot shows the percentage of the sections connected at a given HV value. The data
at 570 V have to be scales ×10.

New HV scheme: half-granularity2641

The HV scheme described using the splitter box with a MAIN line and an HOSPITAL line,2642

showed several limitations. If in the same chamber two HV sections have a maximum HV2643

reachable value 560 V and 500 V, both of them have to be set at the lower value (500 V),2644

leading to a loss in terms of chamber performance. This effect is more significant in DWs2645

with several HV sections that cannot reach the nominal value of 570 V. The other limitation2646

is the handling of the HV once the NSW will be in ATLAS: if a HV section will go in short2647

or its HV value need to be lowered, it means that all the other HV sections connected to2648

the same HV channel will be lowered or even switched off.2649

For this reason, a new HV scheme has been proposed and will be implemented on2650

ATLAS as final configuration. In this configuration, called half-granularity, the HV sections2651

are grouped together per PCB instead of per Layer, and there is no more Hospital line.2652

Then for each DW, 68 HV channels are needed to power the amplification gap: 20 HV2653

sections for type 1 modules (5 PCBs × 4 layers) and 12 HV sections for type 2 modules (32654

PCBs × 4 layers). In this way, if a HV section will go in short or need to be lowered, only2655

the corresponding PCB will be lowered or switched off.2656

In terms of chambers performance, this solution can lead to a lowering in the efficiency,2657

given that both HV section of a PCB need to be powered at same HV value. If before the2658

two sections of a PCB were powered at 500 V on one side and 570 V on the other side, now2659

they have to be powered both at 500 V. But the improvement that we obtain to manage2660

the HV of each PCB is significant once the chambers will be in the experiment. In any case,2661

DWs with several HV sections which cannot stay at nominal value, will gain also in terms2662

of performance.2663

As A04 DW showed some HV problems, its SM1-IP module has been substituted and2664

this DW has been the first one tested with the new HV scheme. Figure 4.60 shows the HV2665
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map of the HO side of the Double Wedge A04, in which the SM1 and SM2 modules are the2666

same before and after the replacement, tested both with old splitter box HV scheme and2667

with the new half-granularity configuration. Even if a couple of sections need to be lowered,2668

the overall HV picture is improved with respect to the old HV scheme. It will be possible2669

to further improve the picture once the DW is installed on the experiment.2670

Figure 4.61 shows the percentage of the section connected at different HV values or2671

disconnected with the new A04 DW tested with the new HV configuration.2672
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Figure 4.60: Comparison of the HV maps of the Double Wedge A04 HO side with the two different HV
scheme: (a) old splitter box and (b) new half-granularity configuration

4.3.2.2 Cosmics results2673

Finally the cosmic test is performed on the DW to validate its performance and estimate2674

its efficiency. The Cosmic Ray Stand in BB5 is shown in Figure 4.57 and it is composed2675

of two layers of scintillators for the trigger, achieving a rate of ∼ 105 Hz. The module is2676
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Figure 4.61: Summary of the HV values applied at each section of all the Small Double Wedges including
the new A04 tested with the half-granularity HV scheme. The plot shows the percentage of the sections
connected at a given HV value. The data at 570 V have to be scales ×10.

equipped with the final front-end electronics. For the ATLAS NSW, a custom Application2677

Specific Integrated Circuit (ASIC) called VMM has been developed. Each PCB of a MM2678

chamber is connected to two read-out boards, called MMFE8 which carries eight front-end2679

chips VMM of 64 channels each one.2680

A 3D self-tracking algorithm is used to reconstruct the track, requiring at least 5 layers2681

(of which at least two Eta and two Stereo) and excluding the layer under study. In Figure2682

4.62a, the hit map of the reconstructed track on a layer of a DW is shown.2683

Then the efficiency of each layer of the DW can be estimate, as shown in Figure 4.62b.2684

Figure 4.63 shows the measured layer efficiency as a function of the HV in the amplification2685

region for the layers of each DW.2686

(a) (b)

Figure 4.62: (a) Reconstructed track map and (b) efficiency map of software layer 0 (which corresponds to
Layer 1 of the IP-side modules) from the cosmic results on A02.

4.3.2.3 Summary2687

In Table 4.5, the status of the small Double Wedges of the NSW-A tested is summarised.2688

It reports the percentage of the HV sections at nominal voltage of 570 V and with values2689
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Figure 4.63: Measured layer efficiency as a function of the HV on the Small Double Wedges.

≥ 550 V and the corresponding mean efficiency of the full DW measured with cosmic data.2690

Small HV sections HV sections Mean Efficiency
Double Wedges at 570 V >550 V with cosmics

A14 85.9 % 88.2 % 88.1%
A12 90.6 % 90.6 % 90.8%
A10 93.8 % 93.8 % 94.5 %
A16 88.3 % 88.3 % 90.9%
A08 88.3 % 88.3 % 92.0 %
A02 93.0 % 93.0 % 94.5 %
A06 89.1 % 89.1 % 90.0 %
A04 59.3 % 76.6 % 85.0 %

Table 4.5: Summary validation table of the small Double Wedges for the NSW-A.

Expected segment reconstruction efficiency2691

From the efficiency scan performed as function of the HV for the Small Double Wedges2692

with cosmics for one DW layer, it is possible to build an average efficiency curve as function2693

of the HV and fit it with a logistic function or sigmoid to extract a theoretical expected2694

efficiency, εtheo:2695

εtheo(HV) = εmax
theo

1 + e−k(HV−HV0) (4.3.2)

where the free parameters in the fit are: the curve’s maximum εmax
th.exp, the HV value of the2696

sigmoid’s midpoint HV0 and the logistic growth rate k. Figure 4.64 shows the theoretical2697

efficiency curve for a layer of a small DW obtained from the average of the curves showed2698

in Figure 4.63, fitted with the sigmoid function.2699
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Figure 4.64: Average efficiency as a function of the HV of the Small Double Wedges.

From this theoretical efficiency, it is possible to build the expected efficiency maps for2700

all the layers of a DW knowing the HV applied at each HV section. Requiring specific2701

combination of the layers, it is possible to estimate the segment reconstruction efficiency2702

in the NSW using only the Micromegas chambers. Then three different working points are2703

defined:2704

• Loose: a segment is reconstructed if at least 4 layers over the total 8 layers are efficient.2705

A further selection is applied requiring that of the 4 layers, two must be Eta and the2706

other two must be Stereo, to be able to reconstruct also the second coordinate. The2707

2D map of the segment reconstruction efficiency (computed from the HV map) of the2708

NSW-A made by the only small sectors is shown in Figure 4.65a.2709

• Medium: a segment is reconstructed if at least 5 layers (over 8) are efficient. Also in2710

this case at least two Eta and two Stereo layers are required, but a further requirement2711

is made on the Stereo layers. One of the Stereo layers must have the strips tilted by2712

+1.5◦ and the other tilted by -1.5◦. The 2D segment reconstruction efficiency map of2713

the NSW-A is shown in Figure 4.65b.2714

• Tight: a segment is reconstructed if at least 6 layers (over 8) are efficient. In this2715

case at least three Eta and three Stereo are required to be efficient. The 2D segment2716

reconstruction efficiency map of the NSW-A for this working point is shown in Figure2717

4.65c2718

In the New Small Wheel pictures shown for the three working point, the green regions2719

are the ones with a segment reconstruction efficiency of at least 95 %. This picture has2720

been done considering only the Micromegas detectors. Then the inclusion of sTGC in the2721
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combination of the efficient layers will improve the segment reconstruction efficiency in the2722

experiment.2723
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Figure 4.65: 2D map of the segment reconstruction efficiency using the small Micromegas DWs of the NSW-A
for three different working points: (a) Loose, (b) Medium and (c) Tight. This efficiency has been computed
using the theoretical curve extrapolated from the average efficiency curve of the Small Double Wedges, based
on the HV maps of each DW.

The same computation can be performed also using the actual data measured at the2724

Cosmic Ray Stand in BB5. From the average efficiency measured of each layer, the same2725

combinations described above can be realised and the results are shown in Figure 4.66. In2726

this case, we do not have the segmentation in HV sections, but it is an average on the whole2727

DW area and this numbers come directly from cosmic data. The three different graphs2728

represent the three different working points, and each point is the segment reconstruction2729

efficiency of a single DW. It is possible to see that all the DW, averaging on their whole2730

area, have efficiencies higher than 97% for the Medium working point.2731
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Figure 4.66: Segment reconstruction efficiency of the Small Double Wedges computed from the experimental
efficiency measured from the cosmic data. The green, orange and red points represent the three working
points Loose, Medium and Tight respectively. The grey line represent the 97% efficiency level.
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Chapter 52732

The H → ZZ∗→ 4l decay channel2733
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2750

The H → ZZ∗ → 4l decay channel is referred to as the Golden Channel due to the2751

high signal-background ratio (∼ 2) and due to a clean signature for the triggering on the2752

high-pT leptons that comes from the Z bosons decays. The limit of this decay channel is2753

the low Branching Ratio (∼3%), which lowers the available statistics. However the increase2754

of the integrated luminosity to 139 fb−1, leads to a lowering of the statistic error on the2755

measurements, as it is the main contribution to the errors in this channel.2756

Four different final states can be distinguished in the 4` decay channel: µ+µ−µ+µ−2757

(4µ), e+µ−e+µ− (2e2µ), µ+µ−e+e− (2µ2e), e+e−e+e− (4e), where the first lepton pair is2758

defined to be the one with the di-lepton invariant mass closest to the Z boson mass (∼2759

91.2 GeV [90]). Leptons are reconstructed with high efficiency, high momentum and energy2760

resolution, which leads to an high invariant mass resolution for all four final states. As the2761

mass of the Higgs boson is less than twice the Z boson mass, only one intermediate Z boson2762

can be on-shell, while the other one has to be off-shell (Z∗).2763
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Figure 5.1: Feynman diagram of H → ZZ∗ → 4l decay channel.

There are three main SM background processes for this channel. The dominant con-2764

tribution is from the continuum (Z(∗)/γ∗) (Z(∗)/γ∗) production, with Z(∗) or γ∗ decaying2765

to lepton pairs. This production constitutes the irreducible background as it has the same2766

signature and similar event topology of the signal.2767

A much smaller contribution to total background is expected from the so-called reducible2768

background, which is from Z + jets and tt̄ production with two prompt leptons, where the2769

additional charged lepton candidates arise from decays of hadrons with b− or c−quark2770

content or misidentified jets as leptons; and WZ production. Finally minor backgrounds2771

are present with four or more correctly identified isolated leptons such as tribosons (VVV)2772

and all-leptonic tt̄+V .2773

Figure 5.2: Feynman diagrams for the dominant background processes in the H → ZZ∗ → 4l decay channel:
(a) (Z(∗)/γ∗) (Z(∗)/γ∗) continuum production, (b) Z + jets production and (c) tt̄ production.

5.1 Event samples2774

5.1.1 Data samples2775

For the analysis presented in this thesis, the Full Run 2 dataset, consisting of all proton-2776

proton collision data collected from 2015-2018 at
√
s = 13 TeV with a 25 ns bunch spacing2777

configuration, has been used. The data are subjected to quality requirements and events2778

recorded during periods when the relevant detector components were not operating normally2779
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are rejected. The events which pass the requirements build the dataset called "Good for2780

physics", which are the one used in the analyses. In Table 5.1 the integrated luminosity2781

of the proton-proton collision delivered in each year of the Run 2 data taking is shown,2782

together with the data recorded by the ATLAS detector and the one used in the analysis.2783

Integrated Luminosity [fb−1]
Data taking

period Delivered Recorded Good for physics Average pile-up
< µ >

2015 3.88 3.63 3.22 13.4
2016 38.0 35.5 33.0 25.1
2017 49.0 46.4 44.39 37.8
2018 62.1 60.0 58.5 36.1

Full Run 2 156 147 139 33.7

Table 5.1: The integrated luminosity for each year of the Run 2 data taking, as delivered by the LHC,
recorded by the ATLAS detector and analysed in this thesis. The corresponding average amount of pile-up
interactions is also shown.

5.1.2 Monte Carlo samples2784

The simulation of a particle scattering event in a Monte Carlo event generator is fac-2785

torised into several event phases. The hard process can be calculated in fixed order pertur-2786

bation theory in the coupling constants based on matrix element that can be provided by2787

Matrix Element generators (ME). The QCD evolution is described by Parton Showers (PS),2788

which connects the hard scale of coloured parton creation with the hadronisation scale where2789

the transition to the colourless hadrons occurs, and it also simulates the initial and final2790

state radiation. The generated events are then fully simulated using the ATLAS detector2791

simulation [91] within the GEANT4 framework [92]. The simulation of the additional pp2792

interactions (pile-up) is done in a separate step in the simulation chain where the minimum2793

bias events are superimposed on the simulated signal events.2794

For simulating both the 2015 and 2016 data-taking conditions, only one MC set has2795

been used (called mc16a campaign). Separate MC campaigns are used to simulate the2796

2017 (mc16d) and 2018 (mc16e) data-taking conditions.2797

5.1.2.1 Higgs signal samples2798

The production of the SM Higgs boson via gluon–gluon fusion (ggF), via vector-boson2799

fusion (VBF), with an associated vector boson (VH , where V is a W or Z boson), and with2800

a top quark pair (tt̄H) is modelled with the Powheg-Box v2 Monte Carlo (MC) event2801

generator [93–99]. Table 5.2 summarises the predicted SM production cross sections and2802

branching ratios for the H → ZZ(∗) → 4` decay for mH = 125 GeV together with their2803

theoretical accuracy.2804
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Production process Accuracy σ [pb]
ggF (gg → H) N3LO in QCD, NLO in EW 48.6± 2.4
VBF (qq′ → Hqq′) (approximate) NNLO in QCD, NLO in EW 3.78± 0.08
WH

(
qq̄′ →WH

)
NNLO in QCD, NLO in EW 1.373± 0.028

ZH (qq̄/gg → ZH) NNLO in QCD, NLO in EW 0.88± 0.04
tt̄H

(
qq̄/gg → tt̄H

)
NLO in QCD, NLO in EW 0.51± 0.05

bb̄H
(
qq̄/gg → bb̄H

)
NNLO (NLO) in QCD for 5FS (4FS) 0.49± 0.12

tH (qq̄/gg → tH) NLO in QCD 0.09± 0.01
Decay process NLO in QCD, NLO in EW B [· 10−4]
H → ZZ∗ 262± 6
H → ZZ(∗) → 4` 1.240± 0.027

Table 5.2: Predicted SM Higgs boson production cross sections (σ) for ggF, VBF and five associated pro-
duction modes in pp collisions for mH = 125 GeV at

√
s = 13 TeV [13, 26, 100–105, 107–129]. For bbH the

accuracy of calculations in the 4- and 5-flavour schemes (FS) is reported. The quoted uncertainties corre-
spond to the total theoretical systematic uncertainties calculated by adding in quadrature the uncertainties
due to missing higher-order corrections and PDF+αs. The decay branching ratios (B) with the associated
uncertainty for H → ZZ∗ and H → ZZ(∗) → 4`, with ` = e, µ, are also given.

For ggF, the PDF4LHC next-to-next-to-leading-order (NNLO) set of parton distribution2805

functions (PDF) is used, while for all other production modes, the PDF4LHC next-to-2806

leading-order (NLO) set is used [126].2807

The simulation of ggF Higgs boson production uses the Powheg method for merging2808

the NLO Higgs + jet cross section with the parton shower and the MiNLO method [130]2809

to simultaneously achieve NLO accuracy for the inclusive Higgs boson production. In a2810

second step, a reweighting procedure (NNLOPS) [131], exploiting the Higgs boson rapidity2811

distribution, is applied using the HNNLO program [132,133] to achieve NNLO accuracy in2812

the strong coupling constant αs.2813

The matrix elements of the VBF, qq̄ → VH and tt̄H production mechanisms are calcu-2814

lated to NLO accuracy in QCD. For VH production, the MiNLO method is used to merge2815

0- and 1-jet events [99, 130]. The gg → ZH contribution is modelled at leading order (LO)2816

in QCD.2817

The production of a Higgs boson in association with a bottom quark pair (bb̄H) is2818

simulated at NLO with MadGraph5_aMC@NLO v2.3.3 [134], using the CT10 NLO2819

PDF [135]. The production in association with a single top quark (tH+X where X is either2820

jb orW , defined in the following as tH) is simulated at NLO with MadGraph5_aMC@NLO v2.6.02821

using the NNPDF30 PDF set [129].2822

For all production mechanisms the Pythia 8 [136] generator is used for the H →2823

ZZ(∗) → 4` decay as well as for the parton shower modelling. The AZNLO set of tuned2824

parameters [137] is used, except for tt̄H, where, like for the tt̄ samples, the A14 tune [138]2825

is employed. The event generator is interfaced to EvtGen v1.2.0 [139] for simulation of the2826

bottom and charm hadron decays. All signal samples are simulated for a Higgs boson mass2827
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mH = 125 GeV.2828

The ggF sample is also generated with MadGraph5_aMC@NLO for additional checks.2829

This simulation has NLO QCD accuracy for zero, one and two additional partons merged2830

with the FxFx merging scheme [140,141], and top and bottom quark mass effects are taken2831

into account [142–144]. Higgs boson are decayed using Madspin [145,146].2832

The differential cross sections results reported in this thesis, for variables defined for2833

the events with at least one jets, are also compared with ggF predictions calculated with2834

RadISH, which provides resummation at N3LL+NNLO accuracy [147–151] and uses MA-2835

TRIX for the fixed-order calculation [152, 153], as well with ggF predictions obtained2836

from NNLOJET [154–156]. Instead the results for several of the variables that probe2837

the kinematics of the Higgs boson decay products include comparisons with Hto4l and2838

Prophecy4f. These two programs include the full NLO electroweak corrections to the2839

Higgs boson decay into four charged leptons [123–125,157–162].2840

The samples are normalised to cross sections obtained from the best available predictions2841

as provided in Refs. [13, 25, 26, 100, 121, 122, 127–129]. The SM branching ratio prediction,2842

taken from Prophecy4f [123,158], includes the full NLO EW corrections, and interference2843

effects which result in a branching ratio that is 10% higher for same-flavour final states (4µ2844

and 4e) than for different-flavour states (2e2µ and 2µ2e).2845

Beyond Standard Model samples For the BSM interpretation in the Pseudo-Observable2846

framework, described in Section 7.1.1, deviations from the SM are studied using a ggF sam-2847

ple generated with MadGraph5_aMC@NLO using the HPOprodMFV UFO model [30]2848

with FeynRules [163] at LO and the NNPDF23 PDF set. The sample is interfaced to2849

Pythia 8 using the A14 parameter set [138]. For studies of the Yukawa couplings de-2850

scribed in Section 7.1.2, the gluon-initiated component of the prediction is calculated using2851

RadISH, while MadGraph5_aMC@NLO is used for the quark-initiated component with2852

FxFx merging for 0- and 1-jet final states. For the interpretation within Effective Field The-2853

ory framework, described in Section 7.2, VBF+VH hadronic samples are generated at LO2854

QCD with MadGraph5_aMC@NLO. SMEFT model is implemented with SMEFTsim2855

package [27].2856

5.1.2.2 Background samples2857

The ZZ∗ continuum background from quark–antiquark annihilation is modelled using2858

Sherpa 2.2.2 [164–166], which provides a matrix element calculation accurate to NLO in αs2859

for 0- and 1-jet final states, and LO accuracy for 2- and 3-jet final states. The merging with2860

the Sherpa parton shower [167] is performed using the ME+PS@NLO prescription [176].2861

The NLO EW corrections are applied as a function of the invariant mass of the ZZ∗ system2862

mZZ∗ [168,169].2863

The gluon-induced ZZ∗ production is modelled by Sherpa 2.2.2 at LO in QCD for 0- and2864

1-jet final states. The higher-order QCD effects for the gg → ZZ∗ continuum production are2865

calculated for massless quark loops [170–172] in the heavy top-quark approximation [173],2866
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including the gg → H∗ → ZZ processes [174, 175]. The gg → ZZ∗ simulation cross section2867

is scaled by a K-factor of 1.7±1.0, defined as the ratio of the higher-order to leading-order2868

cross section predictions. Production of ZZ∗ via vector-boson scattering is simulated at LO2869

in QCD with the Sherpa 2.2.2 generator.2870

The WZ background is modelled using Powheg-Box v2 interfaced to Pythia 8 and2871

EvtGen v1.2.0 for the simulation of bottom and charm hadron decays. The triboson2872

backgrounds ZZZ, WZZ, and WWZ with four or more prompt leptons (denoted by V V V2873

hereafter) were modelled using Sherpa 2.2.2. The simulation of tt̄+Z events with both top2874

quarks decaying semileptonically and the Z boson decaying leptonically is performed with2875

MadGraph5_aMC@NLO interfaced to Pythia 8. The total cross section is normalised2876

to the prediction of Ref. [117]. The smaller tWZ, tt̄W+W−, tt̄t, tt̄tt̄ and tZ background2877

processes are simulated with MadGraph5_aMC@NLO interfaced to Pythia 8.2878

The modelling of events containing Z bosons with associated jets (Z+jets) is performed2879

using the Sherpa 2.2.1 generator. Matrix elements are calculated for up to two partons2880

at NLO and four partons at LO using Comix [165] and OpenLoops [166], and merged2881

with the Sherpa parton shower [167] using the ME+PS@NLO prescription [176]. The2882

NNPDF3.0 NNLO PDF set is used in conjunction with a dedicated set of tuned parton2883

shower parameters.2884

The tt̄ background is modelled using Powheg-Box v2 interfaced to Pythia 8 for parton2885

showering, hadronisation, and the underlying event, and to EvtGen v1.2.0 for heavy-flavour2886

hadron decays. For this sample, the A14 tune is used [177]. Simulated Z + jets and tt̄2887

background samples are normalised to the data-driven estimates described in Section 5.3.2.2888

5.2 Event Selection2889

5.2.1 Object Definitions2890

Electrons. They are reconstructed using the supercluster algorithm which is able to re-2891

cover the low energy radiated photons, as described in Section 2.3.2. It takes the information2892

from the Inner Detector (ID) and the Electromagnetic Calorimeter (ECal): topological clus-2893

ters from deposits in the EM calorimeter are matched to a well constructed ID track. A2894

Loose likelihood (LH) selection is applied, which maintains an high efficiency of about 95%.2895

The electrons are required to have ET > 7 GeV and |η| < 2.47.2896

Muons. They are reconstructed as tracks in the ID and the muon spectrometer (MS),2897

and their identification is primarily based on the presence of a matching track or tag in2898

the MS. In this analysis the Loose working point for muons is used, as described in Section2899

2.3.3. In this way the muons are required to have pT > 5 GeV and the Segment-tagged (ST)2900

muons are limited to the centre of the barrel region |η| < 0.1, instead for combined (CB)2901

muons the coverage is extended up to 2.5 < |η| < 2.7 (MS), for stand-alone (SA) muons the2902

coverage is only within 2.5 < |η| < 2.7. The calorimeter-tagged (CT) muons must to pass2903
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the Loose selection and have pT > 15 GeV. At most one calorimeter-tagged or stand-alone2904

or silicon-associated forward muon is allowed per event.2905

Jets. They are reconstructed from the output of the particle-flow algorithm using the2906

anti-kT algorithm with a radius parameter R = 0.4, as described in Section 2.3.4. They are2907

required to have pT > 30 GeV and |η| < 4.5, The contribution from pile-up jets is reduced2908

by applying a cut on the Jet-Vertex Tagger (JVT) discriminant. This is a multivariate2909

combination of the fraction of the total momentum of tracks in the jet associated with2910

the primary vertex and a track-based variable related to the scalar sum pT of the tracks2911

associated with the jet. For a discriminant value JVT< 0.59, the selection efficiency is2912

about 92% for hard scatter jets. Finally, the MV2c10 b-tagging algorithm is used to assign2913

a b-tagging weight to jets with |η| < 2.5, with a pseudo-continuous calibration applied.2914

Overlap Removal. It is necessary to require an overlap ambiguity removal to resolve2915

different objects that could be reconstructed from the same detector information. For2916

an electron and a muon which share the same ID track, if the muon is obtained from a2917

calorimeter-tagged reconstruction, it is rejected and the electrons is selected, otherwise the2918

electron is rejected. Additionally, the reconstructed jets which overlap with electrons or2919

muons in a cone of radius R = 0.2 are removed.2920

5.2.2 Event Selection2921

Events are required to have at least one vertex with two associated tracks with pT > 5002922

MeV. The primary vertex is chosen to be the reconstructed vertex with the largest ∑ pT . A2923

selection on the impact parameter of each lepton along the beam axis (z0) is applied, such2924

that the four leptons should come from the primary vertex. The lepton tracks must have2925

|z0 · sin θ| < 0.5 mm from the primary vertex. Further selection is applied on the transverse2926

impact parameter d0 to reject cosmic rays and to select leptons from non primary vertex:2927

d0 < 1 mm. Figure 5.3 shows a description of both impact parameter: longitudinal z0 and2928

transverse d0.2929

Figure 5.3: Sketch of the impact parameters definition.
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Four-lepton events are selected and classified according to their final state: 4µ, 2e2µ,2930

2µ2e, 4e. Higgs boson candidates are formed by selecting two same-flavour, opposite-sign2931

lepton pairs (a lepton quadruplet) in an event.2932

Quadruplet Selection. Multiple quadruplets within a single event are possible: for four2933

muons or four electrons there are two ways to pair the masses, and for five or more leptons2934

there are multiple ways to choose the leptons to form a quadruplets. The same-flavour2935

opposite-charge lepton pair with the mass closest to the Z boson mass is referred to as the2936

leading di-lepton pair (Z1). Its invariant mass is referred to as m12 and is required to be in2937

the range 50 GeV< m12 < 106 GeV. The second subleading (Z2), pair is chosen from the2938

remaining leptons as the pair closest in mass to the Z boson. The invariant mass (m34)2939

requirement is mthreshold < m34 < 115GeV, where mthreshold is 12GeV for the four-lepton2940

invariant mass m4` below 140GeV, rising linearly to 50GeV at m4` = 190GeV and then2941

remaining at 50GeV for all higherm4` values. In a proton-proton collision, the characteristic2942

of the hard scattering process between partons is the production of particles with high pT .2943

In this case, the four leptons produced are ordered in pT : the highest pT lepton in the2944

quadruplet must satisfy pT > 20 GeV, and the second and third leptons in pT order must2945

satisfy pT > 15 GeV and pT > 10 GeV respectively. All possible same-flavour opposite-2946

charge di-lepton combinations in the quadruplet must satisfy m4l > 5 GeV to remove events2947

containing J/ψ → ll (mJ/ψ = 3.097 GeV [90]). Finally all lepton pairs within the quadruplet2948

must have an angular separation of ∆R =
√

(∆y)2 + (∆φ)2 > 0.1.2949

Impact parameter and Vertex Selection. The requirements on the impact parameter2950

are applied to suppress the background from heavy-flavour hadrons. The impact parameter2951

significance |d0|/σd0 , is required to be lower than 3 for muons and 5 for electrons. In order2952

to further reduce the reducible background, the four leptons are required to be within the2953

same vertex, then a χ2 selection is applied: χ2/ndof < 6 for 4µ and χ2/ndof < 9 for the2954

other final states. These cuts maintain a signal efficiency of 99.5% rejecting 20-30% of the2955

Z + jets and tt̄ events.2956

Isolation requirement. These requirements are used in order to select signal events and2957

reject backgrounds. Usually they are track-based or calorimeter-based isolation criteria on2958

each leptons.2959

For the track-based isolation a new variable has been defined in Run 2. The pT of tracks2960

in a cone of radius ∆R around the lepton, which additionally satisfy a pT,threshold cut and2961

a primary vertex requirement or have |z0 · sin θ| < 3 mm, are summed to create this new2962

isolation variable. This variable is called pt(var)cone[cone]_TightTTVA_pt[pT cut], where2963

"cone" is the cone size and "pT cut" is the cutoff for including tracks in the calculation2964

(pT,threshold). In this analysis the values chosen are: pT>500 MeV and for leptons with2965

pT>33 GeV, the cone size decreases linearly with pT from ∆R=0.3 to a minimum cone size2966

of ∆R=0.2 at 50 GeV. For the calorimeter-based isolation, a new variable also has been2967
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defined and the major improvement is its pile-up robustness, which comes from the use of2968

the particle-flow method to calculate the calorimeter isolation. The new variable is called2969

newflowisol[cone] with "cone" as the cone size in which the usual∑ET is computed. In this2970

analysis, the cone size for the calorimeter-based isolation is fixed at ∆R=0.20.2971

To determine the best isolation working point (WP), several combinations of the pre-2972

vious variables have been studied, looking for the right balance between signal efficiency,2973

background rejection and pile-up robustness. The one chosen in this round of the analysis2974

is the FixedCutPFlowLoose, which is a particular triangular cut to combine the new "pt-2975

varcone" and the particle flow calorimeter isolation (newpflowisol) variables into a single2976

selection. The combination of the track isolation variable and the 40% of the calorimeter2977

isolation explained before is required to be less than 16% of the lepton pT .2978

Best Quadruplet. Multiple quadruplets may pass these selections, but only one per event2979

is selected as the candidate. Several criteria must be passed by the event to be chosen as2980

the best quadruplet, if more than one events satisfy the previous selection criteria:2981

• leading pair closest to the Z boson mass2982

• subleading lepton pair closest to the Z boson mass2983

• the quadruplet from the channel with highest efficiency. The signal selection efficien-2984

cies are 31%, 21%, 17% and 16%, in the 4µ, 2e2µ, 2µ2e and 4e channels, respectively.2985

• if more than one quadruplet has been selected (passed all the previous criteria), a2986

matrix element for the Higgs boson decay is computed and the quadruplet with largest2987

value selected as the final Higgs boson candidate.2988

Final State Radiation (FSR) Correction. The shape of the di-lepton invariant mass2989

spectrum in the Z → l+l− decays are affected by the final state radiation (FSR). This2990

radiation reduces the lepton energy leading to radiative tails in the four-lepton invariant2991

mass spectrum towards lower values. Collinear FSR photons and electrons candidates are2992

added to muons to the leading lepton pair (66 < m12 < 89 GeV). The non-collinear (far)2993

FSR candidates include only photon candidates, but they are added to both electrons and2994

muons from both leading and subleading lepton pair.2995

The FRS candidates are selected based on several criteria: the fraction f1 of energy2996

deposited in the front sampling of the calorimeter over the total energy to reduce background2997

from muon ionisation, the angular distance ∆Rcluster,µ between the candidate calorimeter2998

cluster and the muon, and the candidate ET which must be at least 1 GeV. The selection2999

criteria for FRS candidates are:3000

• Collinear FSR candidate with ET < 3.5 GeV: f1>0.2 and ∆Rcluster,µ< 0.083001

• Collinear FSR candidate with ET > 3.5 GeV: f1>0.1 and ∆Rcluster,µ< 0.153002
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• Non-collinear FSR candidate: ET > 10 GeV, ∆Rcluster,µ>0.15 and pass the Tight3003

identification selection and the FixedCutLoose isolation selection.3004

Only one FSR candidate is included in the quadruplet with preference given to collinear3005

FSR and to the candidate with highest ET . The candidate is rejected if the mass of the3006

lepton pair and the FSR particle is above 100 GeV. Approximately 3% of reconstructed3007

Higgs boson candidates have an FSR candidate and its impact on the expected invariant3008

mass distribution is shown in Figure 5.4.3009

90 100 110 120 130 140

[GeV]4lm

0

0.2

0.4

0.6

0.8

1

1.2

E
v
e

n
ts

/1
 G

e
V

Before FSR correction

After FSR correction

4l→ZZ* →H 
-1

= 13 TeV, 139 fbs

Events with a FSR candidate

Figure 5.4: Feynman diagrams for final state radiation in leptonic Z boson decays.

Finally, Higgs boson candidates in them4` range [115, 130]GeV are used for the analyses.3010

A comprehensive summary of all the cuts and requirements used in the event selection is3011

given in Table 5.3.3012

5.3 Background Estimation3013

The main backgrounds in the H → ZZ∗ → 4` analysis have been mentioned before.3014

They can be classified as the so-called irreducible background in which there are four prompt3015

and isolated leptons as the ZZ∗, tt̄+V and V V V ; and as the so-called reducible background3016

processes as Z + jets and tt̄ and WZ production, with non-prompt or misidentified leptons.3017

5.3.1 Irreducible Backgrounds3018

The main contribution comes from the ZZ∗ production via qq̄ annihilation, and then3019

from gluon fusion. In the previous analyses in this decay channel, this contribution was3020

estimated from Monte Carlo simulation. However, with the increasing Run 2 data statistics,3021

the normalisation for these processes can be obtained using a data-driven approach. The3022

details will be discussed in section 6.4.3.1.3023
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Lepton and Jets selection

ELECTRON
Loose likelihood quality electrons with hit in innermost layer with ET>7 GeV and |η|< 2.47

Interaction point constraint: |z0 · sin θ| < 0.5 mm (if ID track is available)

MUON
Loose identification with pT>5 GeV and |η|< 2.7

Calo-tagged with pT>15 GeV and |η|< 0.1, segment-tagged with |η|< 0.1
Stand-alone and silicon-associated forward restricted to 2.5|η|< 2.7

Combined, stand-alone (with ID hits if available) and segment tagged muons with pT>5 GeV
Interaction point constraint: |z0 · sin θ| < 0.5 mm (if ID track is available)

JETS
anti-kt jets with bad-loose identification, pT>30 GeV and |η|< 4.5

Jets with pT< 60 GeV and |η|< 2.4 and passing pile-up jet rejection requirements
at the 92% working point (JVT score >0.59)

Event Selection

QUADRUPLET
SELECTION

- Require at least one quadruplet of leptons consisting of two pairs of same
flavour opposite-charge leptons fulfilling the following requirements:
- pT threshold for three leading leptons: 20, 15 and 10 GeV
- At most one calo-tagged, stand-alone or silicon-associated muon per quadru-
plet
- Leading di-lepton mass requirement: 50 GeV <m12< 106 GeV
- Subleading di-lepton mass requirement: mthreshold <m34< 115 GeV
- Remove quadruplet if alternative same-flavour opposite-charge di-lepton gives
mll< 5 GeV
- ∆R(l, l′)>0.10 for all lepton pairs in the quadruplet
- Keep all the quadruplets passing the above selection

ISOLATION - Contribution from the other leptons of the quadruplet is subtracted
max(ptcone20_TightTTVA_pt500, ptvarcone30_TightTTVA_pt500)+
+0.4 · neflowisol20/pT < 0.16 (FixedCutPflowLoose)

IMPACT - Apply impact parameter significance cut to all leptons of the quadruplet
PARAMETER - For electrons: |d0/σd0 |< 5
SIGNIFICANCE - For muons: |d0/σd0 |< 3

VERTEX - Require a common vertex for the leptons
SELECTION - χ2/ndof < 6 for 4µ and χ2/ndof < 9 for others.

BEST - If more than one quadruplet has been selected, choose the quadruplet
QUADRUPLET with highest Higgs decay ME according to channel: 4µ, 2e2µ, 2µ2e, 4e

Table 5.3: Schematic summary of the selection criteria in order to select the four lepton candidates on the
H → ZZ∗ → 4l decay channel.
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The other relevant background are triboson processes (ZZZ, WZZ, and WWZ) and3024

they are taken directly from Monte Carlo simulation.3025

5.3.2 Reducible Backgrounds3026

The contribution of the reducible background is estimated using data-driven methods3027

by defining control regions (CRs) of data with enhanced background and suppressed sig-3028

nal contributions. These CRs are built by relaxing or inverting selections and/or lepton3029

identification requirements and the background composition in each of them can be studied3030

through different shape models. The expected yields of different backgrounds components3031

can be obtained performing a simultaneous fit in all the CRs. The estimation of these back-3032

ground in the Signal Region (SR) can be extrapolated from the CRs using Transfer Factors3033

(TF). These factors are determined from the ratio of the signal lepton efficiency to pass the3034

nominal selection and the efficiency to pass the relaxed or inverted selection requirement in3035

the given CR.3036

The dominant background components vary according to the flavour of the leptons of3037

the subleading lepton pair. As such the background analysis is performed separately for3038

the `` + µµ and `` + ee final states, where the `` comes from a on-shell Z boson. The3039

muon background comes mostly from heavy-flavour jets (HF) produced in association with3040

a Z boson or in tt̄ decays. The electron background also has a large contribution from3041

light-flavour jets (LF) produced in association with a Z boson that are misidentified as3042

electrons.3043

5.3.3 ``+ µµ background3044

The dominant contribution to the `` + µµ background is from Z production accom-3045

panied by leptons from semi-leptonic decays of heavy flavour hadrons. There is a smaller3046

contribution from Z production accompanied by leptons from in-flight decays of π/K from3047

light-flavour jets. The sum of these two components is denoted as Z+jets. Another contri-3048

bution is from top quark pair production tt̄ and diboson production WZ.3049

The estimation of these backgrounds is performed with a simultaneous fit in multiple3050

control regions. Each CR is enhanced with different sources of background and different3051

fitting model is used to estimated the contribution of each background component.3052

The control regions are orthogonal to the signal region and they are defined as below:3053

• Inverted d0 CR (enhanced in heavy-flavour jets): the subleading dilepton pair has3054

the d0 significance selection inverted for at least one lepton. This control region is3055

enhanced in Z+HF and tt̄ since leptons from heavy-flavour hadrons are characterised3056

by a large d0 significance.3057

• eµ+µµ CR (enhanced in tt̄): an opposite-charge different-flavour leading dilepton is3058

required. In this way the leading lepton pair cannot originate from a Z boson decay,3059

guaranteeing a pure tt̄ CR.3060
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• Inverted isolation CR (enhanced in light-flavour jets): the subleading dilepton pair is3061

required to pass the d0 significance selection but have at least one lepton failing the3062

standard isolation selection. This control region aims to enhance the Z+LF over the3063

Z+HF.3064

• Same-sign (SS) CR: the subleading dilepton are required to have same charge. This3065

same-sign control region is not dominated by a specific background.3066

Additionally, a further validation region called Relaxed CR, is used in the measurement,3067

though not in the fits. This is a higher-statistics region obtained by applying the standard3068

four-lepton analysis selection to the quadruplet, except that d0 and isolation selections are3069

not applied to the subleading lepton pair, as well as the vertexing cut is also not applied. It3070

includes also the SR, but is used to validate the normalisation of the background components3071

after the fit.3072

In table 5.4 the selection criteria in each CR are summarised.3073

Control Region Vertex m12 µµ requirements
Selection m34 d0 significance Isolation

Inverted d0 8 - - inverted 8

eµ+ µµ 8 OF OS SF (OS + SS) 8 8

Inverted isolation 4 - - 4 inverted
Same-Sign 8 - SF SS 8 8

Relaxed Region 8 - - 8 8

Table 5.4: Selection criteria of ``+µµ Control Regions and Relaxed Region. The check mark (4) and crosses
(8) indicate whether a requirement is applied or not. The flavour and sign of the dilepton pairs are defined
as SF = same-flavour, OF = opposite-flavour, SS = same-sign and OS=opposite-sign.

The data is then fitted to the shapes obtained from Monte Carlo in the different control3074

regions to get the normalisation of each background component in the data. The simulta-3075

neous fit is performed on the distribution of the leading dilepton mass m12, which allows a3076

good separation of the Z+jets and tt̄ components as the m12 distribution of the first forms a3077

Z peak while the latter is non-resonant. The tt̄ background shape is modelled by a 2nd order3078

Chebyshev polynomial in all CRs. The Z+HF and Z+LF jets resonant shape is described3079

by a Breit-Wigner (BW) function convolved with a Crystal Ball (CB) function in all the3080

CRs except the eµ+µµ one, in which the leading dilepton cannot originate from a Z decay,3081

so the non-resonant m12 is modelled with a first order polynomial.3082

The normalisation obtained from the fit is tested with data in the relaxed region and then3083

extrapolated to the signal region by the application of transfer factors to take into account3084

selection efficiencies and other selection effects. Figures 5.5a-5.5b show the distributions3085

of m12 for the contributing background components, compared to the data in two of the3086

CRs, after the fit has been performed (top panels) along with the fit pulls (bottom panels).3087
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Figure 5.5c shows the comparison between the data and the background estimation of the3088

fitting procedure expressed in the relaxed region.3089

Fit results together with the transfer factors and final SR estimates are shown in Ta-3090

ble 5.5.3091
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Figure 5.5: Distributions of m12 for the full Run2 data compared to the modelled background components in
the (a) inverted-d0 and (b) eµ+µµ CRs and in the (c) Relaxed region. The lower panels show the fit pulls.

In this table, the fit results in the relaxed region are shown with their statistical uncer-3092

tainty from the data. The transfer factors are shown with their statistical uncertainty, due3093

to the limited size of simulated samples, and their systematic uncertainty. This systemat-3094

ics come from the differences between data and simulation. To evaluate this uncertainty a3095

further control region has been defined, Z + µ, in which the isolation and d0 significance3096

efficiencies in data are studied to correct the Monte Carlo. In order to improve the Z+LF3097
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Background type Yields in Relaxed region Transfer Factor Yields in Signal region
tt̄ 3074± 45 0.0024± 0.0002 7.38± 0.11± 0.71

Z+jets (HF) 2862± 110 0.0043± 0.0004 12.39± 0.48± 1.11
Z+jets (LF) 277± 63 0.0108± 0.0011 2.98± 0.68± 0.30

WZ MC-based estimation 4.53± 0.52

Table 5.5: Final ``+µµ background estimates in the relaxed region for each of the contributing background
components, corresponding to the full m4l range. The second column shows the transfer factors to the SR
along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields
with both statistical and systematic uncertainties.

estimation, the relative contribution of the Z+LF with respect to the dominant Z+HF jets3098

background component is further enhanced in this control region. The Z+LF contribution3099

originates from Z boson production accompanied by muons from in-flight decays. These3100

are detected only in the muon spectrometer, while the π and K, from which the muons3101

should come, are detected in the inner detector. Then defining the muon momentum bal-3102

ance (pIDT − pMS
T )/pIDT , the Z+LF background can be enhanced requiring at least one muon3103

with a value greater than 0.2. In the Z+LF jets samples a significant data-MC differences3104

have been observed in the Z+µ control sample, then transfer factor for Z+LF is taken from3105

data.3106

Finally the WZ contribution is taken from MC in the SR.3107

5.3.4 ``+ ee background3108

The main background in the `` + ee process arises from the misidentification of light-3109

flavour jets as electrons, photon conversions and the semi-leptonic decays of heavy-flavour3110

hadrons. The estimation of the electron background is extracted from a control region,3111

denoted as 3`+X CR, where the first three leptons pass the full analysis selection, but the3112

identification criteria for the lower pT electron in the subleading pair are relaxed. In fact,3113

the X electron is only required to have a minimum number of hits in the ID and the same3114

charge as the other subleading electron, to ensure the orthogonality to the signal region,3115

and the d0 significance and vertex cut are applied.3116

The main contributions to ``+ ee background come from light jets with deposits in the3117

calorimeter. They are referred as fake electrons (f). The other contributions are electrons3118

coming from photon conversions or FSR (γ) and the ones which come from semileptonic3119

decays of heavy quarks (q).3120

The background estimation is targeted to discriminate the different components using3121

the nInnerPix observable, which counts the number of IBL hits. This variable have a good3122

discriminating power between electron backgrounds from γ and f+q, given that the first are3123

expected to populate nInnerPix = 0 in the distribution, instead the other sources are expected3124

to leave at least one hit in the IBL. Given that the f and q are not really discriminated3125

by this observable, the small q contributions is estimated from simulation, as well the small3126
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ZZ∗ contributions which populates this control region.3127

The estimation of each background component is obtained performing a template fit3128

based on the distribution of nInnerPix for events falling in this control region. The templates3129

are obtained fromMonte Carlo simulation in a further complementary control region denoted3130

as Z + X CR, which has much more statistics with respect to the 3` + X CR. In this CR3131

only one electron is required in addition to the leading lepton pair which has to satisfy the3132

same criteria as 3` + X CR except the vertex cut, which is not applied (given that we are3133

requiring less than four leptons).3134

In Table 5.6 the selection criteria in the two CR used in the ``+ee background estimation3135

are summarised.3136

Control Region Vertex m34 X requirements
Selection ID d0 significance Isolation

3`+X 4 SF SS relaxed 4 8

Z +X 8 - relaxed 4 8

Table 5.6: Selection criteria of `` + ee in 3` + X and Z + X control regions. The check mark (4) and
crosses (8) indicate whether a requirement is applied or not. The flavour and sign of the dilepton pairs
are defined as SF = same-flavour, OF = opposite-flavour, SS = same-sign and OS=opposite-sign. The ID
column represents the identification requirements.

The resulting shapes in Z + X CR for the observables used in the fit are shown in3137

Figure 5.6a. The plot also includes the template for electrons from heavy-flavour decays3138

that contribute in the 3` + X CR for comparison, even though this component is derived3139

directly from MC-simulated 3` + X events. The fit on the nInnerPix distribution described3140

above is performed on data combining the 2µ2e and 4e channels. The distributions of the3141

data and the fit result in the 3` + X CR are shown in Figure 5.6b: the lower panel shows3142

the fit pulls.3143

Finally the efficiency of a background object to pass the nominal electron selections is
used to extrapolate the fitted background yields in the 3`+X CR to the signal region. These
efficiencies are estimated as a function of theX pT and the number of jets in the event, which
are calculated separately from MC simulation in the Z+X CR and then corrected to better
reproduce the efficiencies measured in data. The final estimation for f and γ background
in the SR is obtained separately for the two components with the simple function:

NSR =
∑
i

si
∑
j

εij · wij ,

where the index i runs over the pT intervals and j over the njet intervals. ε is the efficiency3144

for the given background component, s is the corresponding pT efficiency scale factor and3145

w is the probability being f or γ background obtained from the fit. The fit results together3146

with the transfer factors and final SR estimates are shown in Table 5.7.3147
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Figure 5.6: In (a) templates used in the 3` + X fit to nInnerPix for the different sources of background (γ,
f), extracted from MC simulation in the Z + X control sample. The q component (real electrons from
heavy-flavour decays) is extracted from 3`+X events in simulation. All distributions are normalised to unit
area. In (b) data 3`+X events and result of the fit to nInnerPix, combining 2µ2e and 4e channels for the full
Run-2 dataset: the lower panel shows the fit pulls. The fit components modeling f and γ contributions are
also shown.

Background type Yields in 3`+X CR Transfer Factor Yields in Signal region
f 10451± 104 0.0016± 0.0003 14.79± 0.55± 2.33
γ 754± 34 0.0066± 0.0013 4.18± 0.73± 0.84
q (MC-based estimation) 12.10± 3.63

Table 5.7: Fit result for yields in the 3` + X CR with statistical errors, shown together with the transfer
factor used to extrapolate the yields to the SR. The SR yields for the f and γ components are quoted with
statistical uncertainty as returned from the data fit and systematic uncertainty of the efficiency and the fit.
For the q component that is not fitted in the data, the SR yield is taken directly from MC simulation and
is quoted with its total uncertainty.

5.4 Results3148

The observed number of events in each of the four decay final states, and the expected3149

signal and background yields are presented in Table 5.8. These events have passed the3150

event selection and fall in the signal region 115< m4` <130 GeV. The mass spectrum for3151

the FSR-corrected m4` is shown in Figure 5.7 for the signal region 115 − 130 GeV and3152

the larger 80 − 170 GeV region compared to the signal and background expectations. The3153

corresponding plots for the individual channels in the full mass range are given in Figure3154

5.8.3155
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Final Signal ZZ∗ Other Total S/B Observed
state Background Background expected
4µ 78± 5 38.0± 2.1 2.79± 0.18 119± 5 1.9 115

2e2µ 53.0± 3.1 26.1± 1.4 2.94± 0.19 82.0± 3.4 1.8 96
2µ2e 40.1± 2.9 17.3± 1.3 3.5± 0.5 60.9± 3.2 1.9 57
4e 35.3± 2.6 15.0± 1.5 2.73± 0.33 53.0± 3.1 2.0 42

Total 206± 13 96± 6 11.9± 0.9 315± 14 1.9 310

Table 5.8: The number of events expected and observed for a mH = 125GeV hypothesis for the four-lepton
final states in a window of 115 < m4` < 130GeV, using the FSR-corrected m4`. The columns show the
number of expected signal events, the number of expected irreducible and reducible background events, the
expected S/B ratio for each final state, and the number of observed events, for 139 fb−1 at

√
s = 13TeV.
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Figure 5.7: FSR-corrected m4` distribution of the selected candidates, compared to the background expec-
tation (a) in the low mass region and (b) in the whole mass spectrum of the analysis.
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Figure 5.8: FSR-correctedm4` distribution of the selected candidates for the different channels of the analysis,
compared to the signal and background expectations in the region 80− 170GeV: (a) 4µ, (b) 2µ2e, (c) 2e2µ,
(d) 4e. The contribution of the reducible background is also shown separately.
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3186

The measurements of the differential cross section of the Higgs boson in the H →3187

ZZ(∗) → 4` decay channel plays a crucial role in studying possible deviations from the3188

SM. This is due to the fact that the differential cross section can be expressed in terms of3189

variables sensitive to possible Beyond Standard Model effects. In this analysis the Full Run3190

2 dataset of 139 fb−1has been used.3191

The main goal of this analysis is to have a model-independent result to be more sensi-3192

tive to possible deviations from the SM. The cross section measurement is then performed3193

within a fiducial phase-space defined to mimic the selection described in Section 5.2 for the3194

reconstruction of Higgs boson decays in the four lepton final state. The signal is extracted3195

from a fit to the invariant mass distribution of the four lepton system.3196

The inclusive fiducial cross section measurement has been performed in different four3197

lepton finale states: 4µ, 4e, 2e2µ and 2µ2e. The combination in all final states and the total3198

cross section have been also measured. The differential fiducial cross section measurements3199

are performed on several variables of interest, which either describe the Higgs kinematics3200

or are sensitive to the details of the Higgs boson production and double-differential cross3201

section measurements are also presented. The variables used in the differential measurement3202

are described in Section 6.3 and they are sensitive to different Higgs boson properties and3203

to possible BSM effects in its couplings with the other SM particles. For example the3204

decay angles of the four leptons and the angle in the transverse plane of the two leading3205

jet are sensitive to the spin-CP properties of the Higgs boson. The transverse momentum3206

spectrum is very important to test the theoretical cross section predictions and it is sensitive3207

to the charm and bottom Yukawa couplings, and it is described in detail in Chapter 7. The3208

jet-related variables are sensitive to different production mechanisms and then to their3209

theoretical model. The fiducial inclusive and differential cross section results are presented3210

in Section 6.6. Further variables built to be sensitive to CP-odd effects have been studied3211

in this thesis and the preliminary expected results are reported in Section 6.7.3212

6.1 Analysis Strategy3213

The total cross section is defined as:3214

σtot = Ns

εtot ·BR · Lint
, (6.1.1)

where BR= 1.25 ± 0.03 × 10−4 [13] is the branching ratio of the H → ZZ∗ → 4` final3215

state, Ns is the number of observed signal events, Lint is the integrated luminosity, εtot3216

is the efficiency for detecting signal, taking into account for trigger, reconstruction and3217

identification efficiencies. This parameter is very model-dependent quantity since it takes3218

into account events which are outside the detector acceptance. Then the total cross section3219
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is a measurement extrapolated to regions of phase space in which the detector has no3220

sensitivity.3221

This model dependency can be removed factorising out the acceptance from the definition3222

of the detector efficiency:3223

εtot = A · εfid, (6.1.2)

where A is the fiducial acceptance and εfid the fiducial efficiency. In this way the fiducial3224

cross section can be defined as:3225

σfid = σtot · A ·BR = Ns

εfid · Lint
. (6.1.3)

The fiducial phase space is defined closely to the selection cuts used in reconstruction of the3226

Higgs boson decays to four lepton. The signal is unfolded at particle-level using the matrix3227

inversion method. This method allows to correct for detector efficiency and resolution taking3228

into account of migration effects between the bins of the distributions.3229

The cross sections in each bin of the differential distribution or in each final states for the3230

inclusive analysis, are measured performing a binned fit to the m4` distribution to extract3231

the number of signal events. The contribution of the non-resonant ZZ∗ background is3232

estimated by introducing a floating ZZ∗ normalisation, which is fitted simultaneously with3233

the signal in an extended mass window of 105 < m4` < 160 GeV.3234

Finally the possibility to perform a VBF fiducial cross section measurements has been3235

also studied. The key point of the measurement is to discriminate the VBF-like events from3236

the ggF-like ones during the fit to extract the cross sections. The ggF production represents3237

a background source in this case and its contribution can be constrained from the data as3238

it has been done for the ZZ∗ background by adding a floating ggF normalisation. The fit3239

is then performed on a variable build to distinguish all the three contributions: VBF, ggF3240

and ZZ∗. Tests on two different template variables have been performed and their results3241

are presented in Section 6.8.3242

6.2 Fiducial Selection3243

The fiducial selection is defined to mirror the reconstruction event selection described in3244

Section 5.2 in order to minimise the extrapolation outside of the detector acceptance.3245

Particles selection3246

Each event at truth-level simulation has a collection of finale states which are initially3247

classified using the Particle Data Group Identification (PDGID) [178] numbering schemes3248

stored in the High Energy Monte Carlo (HepMC) record [179], which traces the particle3249

evolution throughout the simulation.3250

Truth lepton definitions can be divided into three categories based on how QED radiation3251

effects are handled:3252

• Bare leptons are the stable leptons after QED Final State Radiation (FSR).3253
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• Born leptons are leptons before QED FSR.3254

• Dressed leptons are bare leptons in which the QED FSR recovery is mimicked, col-3255

lecting all stable photons inside a cone or jet algorithm around the charged lepton.3256

The photons for clustering are required to be stable, not come from hadron and have to be3257

within a ∆R of 0.1 from bare lepton.3258

In this analysis, dressed lepton have been used to describe the truth lepton kinematics.3259

This represents a difference with respect to the reconstructed event selection in which the3260

FSR correction is performed and it leads to a small non-overlap between the dressing and3261

FSR correction, but only 0.8% of events have an FSR with ∆R > 0.1 and only 0.003%3262

of events migrate in or out of our signal mass window due to FSR correction in the non-3263

overlapping region.3264

• Electrons. Electrons (e) are required to have peT > 5 GeV, |ηe| < 2.7 and to originate3265

from Z and W decays (not from hadron decays).3266

• Muons. The construction of muons (µ) is similar to electrons with the exception of3267

the kinematic and geometric cuts: pµT > 5 GeV, |ηµ| < 2.7.3268

• Jets. Particle-level jets (j) are reconstructed from final states neutral and charged3269

particles excluding those originating from the Higgs and leptonic vector boson decays.3270

Stable particles are clustered using the anti-kt algorithm [79] with radius parameter3271

R = 0.4. Each jet is required to have pT(j) > 30 GeV and |y(j)| < 4.4 and they are3272

removed if they are within a cone of size ∆R < 0.1 of any truth electron or muon. A3273

fiducial jet is labelled as a b-jet if there is a b-hadron within a cone around the jet axis3274

of radius ∆R = 0.3 with a transverse momentum greater than 5 GeV.3275

Higgs candidate3276

Once the particles are defined, the final quadruplet have to be defined. Only stable par-3277

ticles are considered in the formation of the fiducial volume and some fiducial selection3278

requirements are in common with the reconstructed event selection:3279

• two pairs of same flavour opposite sign (SFOS) truth lepton;3280

• the leading pair as the SFOS lepton pair with invariant mass closest to the PDG Z3281

mass (mZ) and the subleading pair as the second SFOS lepton pair with invariant3282

mass closest to the mZ ;3283

• the three leading leptons are required to have p`T >20, 15, 10 GeV respectively;3284

• the leading pair invariant mass must be 50 < m12 < 106 GeV;3285

• the subleading pair invariant mass must be 12 < m34 < 106 GeV (different from3286

reconstructed event selection in with the lower threshold is m4`-dependent);3287
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• the event is removed if m`i,`j ≤ 5 GeV (J/ψ veto);3288

• the quadruplet is required to have 105 < m4` < 160 GeV.3289

The mass window cut has been defined to optimise the ZZ∗ background estimation. In3290

cases where multiple Higgs candidates can be formed, the best candidate is selected using3291

a matrix element based method, as is done in the event selection described in Section 5.2.3292

This method reduce the possibility of a "lepton mispairing" due to additional lepton in the3293

final states which characterise the VH or tt̄H production signatures. The fiducial region3294

selection is summarised in Tab. 6.1.3295

Table 6.1: List of event selection requirements which define the fiducial phase space for the cross-section
measurement. SFOC lepton pairs are same-flavour opposite-charge lepton pairs.

Leptons and jets
Leptons pT > 5 GeV, |η| < 2.7
Jets pT > 30 GeV, |y| < 4.4

Lepton selection and pairing
Lepton kinematics pT > 20, 15, 10 GeV
Leading pair (m12) SFOC lepton pair with smallest |mZ −m``|
Subleading pair (m34) remaining SFOC lepton pair with smallest |mZ −m``|

Event selection (at most one quadruplet per event)
Mass requirements 50 GeV< m12 < 106 GeV and 12 GeV< m34 < 115 GeV
Lepton separation ∆R(`i, `j) > 0.1
Lepton/Jet separation ∆R(`i, jet) > 0.1
J/ψ veto m(`i, `j) > 5 GeV for all SFOC lepton pairs
Mass window 105 GeV< m4` < 160 GeV
If extra lepton with pT > 12 GeV Quadruplet with largest matrix element value

6.3 Variable Definitions3296

The H → ZZ(∗) → 4` decay channel is a very interesting channel to perform study of3297

the Higgs couplings due to the fact that the reconstructed events contain the full kinematic3298

information of the Higgs since all four leptons can be measured. The Higgs four-vectors can3299

be used to calculate the differential cross section of the Higgs as a function of any variable3300

of interest. The Higgs production properties can also be investigated with differential cross3301

section measurement in the variables related to jets present in the final states.3302

6.3.1 Higgs boson kinematic variables3303

The kinematics of the Higgs particle in a pp collision can be described by the trans-3304

verse momentum pT , azimuthal direction ΦH , and rapidity y. The decay to four leptons is3305

described by the invariant mass of the leading lepton pair m12, the invariant mass of the3306
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subleading lepton pair m34, and five decay angles (ΦH , Φ1, θ∗, θ1, θ2) between the leptons3307

as shown in Figure 6.1. The angular variable definitions can be found in [182].3308

Figure 6.1: Diagram of decay angles for the H → 4` decay.

This analysis measures the differential cross sections of:3309

• p4`
T , |y4`|: transverse momentum and rapidity of the four-lepton system;3310

• m12, m34: invariant mass of the leading and subleading lepton pair;3311

• | cos(θ∗)|: magnitude of the cosine of the decay angle of the leading lepton pair in the3312

four-lepton rest frame relative to the beam axis;3313

• cos(θ1), cos(θ2): production angles of the anti-leptons from the two Z bosons, where3314

the angle is relative to the Z vector;3315

• φ, φ1: two azimuthal angles between the three planes constructed from the Z boson3316

and leptons in the Higgs rest frame.3317

The Higgs boson differential transverse momentum cross section is of particular interest3318

as the theoretical cross section predictions have been studied extensively (see e.g. [105,106,3319

180,181]). In particular, the treatment of the top and bottom quark masses in the calculation3320

of the ggF production mode cross section can lead to order 10% differences in the differential3321

transverse momentum cross section [105,106]. The rapidity of the Higgs is a measure of the3322

relativistic angle between the x− y plane in the ATLAS coordinate and the direction of the3323

emitted Higgs and it can be used as constraint of the gluon Parton Distribution Function in3324

the ggF production at high parton momentum fraction. The invariant mass of the leading3325

and subleading lepton pair are sensitive to higher order electroweak (EW) corrections to the3326

Higgs boson decay, and to BSM contributions. These two variable and the angular variables3327

cos(θ1), cos(θ2), φ, and φ1 are investigated due to their sensitivity to the spin and parity of3328

the Higgs, as well as to the same-flavour pair final state interference and EW corrections.3329

In addition to the single observables listed, the observablem12 vs.m34 is built to perform3330

a double differential cross section measurement. This 2D variable captures the correlations3331
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between the leading and subleading lepton pair invariant mass. In a BSM Effective Field3332

Theory framework, such as the Pseudo-Observable one described in Section 1.1.2.3, with3333

extra contact couplings between the Higgs and the final lepton pairs that modifies the HZZ3334

vertex, m12 vs. m34 would be more sensitive than m12 or m34 on their own since their3335

contact term affects both distributions.3336

6.3.2 Jet-related variables3337

The measurement of the jet related variables probes both QCD radiation effects and3338

contributions from the various production modes of the Higgs boson.3339

In this analysis differential cross sections have been measured in:3340

• Njets, Nb−jets: jet and b-jet multiplicity;3341

• plead. jet
T , psublead. jet

T : transverse momentum of the leading and subleading jet, for events3342

with at least one and two jets respectively. The leading jet refers to the jet with the3343

highest pT in the event, while the subleading refers to the jet with the second-highest3344

pT;3345

• mjj , |∆ηjj | and ∆φjj : invariant mass, difference in pseudorapidity and signed differ-3346

ence in φ of the leading and subleading jets for events with at least two jets, defined3347

as:3348

∆φjj =


φj1 − φj2, if ηj1 > ηj2

φj2 − φj1, if ηj2 > ηj1

∆φjj + 2π, if ∆φjj < 0
(6.3.1)

The jet multiplicity is sensitive to different production mechanisms given that the frac-3349

tion of events coming from non-ggF production modes increases with jet multiplicity due3350

to the presence of hadronic decays of the particles produced in association with the Higgs3351

boson. It also provides sensitivity to the theoretical modelling of high-pT quark and gluon3352

emission. The transverse momentum of the jets directly probes the quark and gluon ra-3353

diation. The invariant mass of the two leading jets is also sensitive to the production3354

mechanisms of the Higgs boson. The ∆φjj variable is sensitive to spin-CP effects in the3355

HZZ production vertex in case of VBF or VH production mode.3356

Additional variables which combine the properties related to the kinematics of the Higgs3357

boson and the jets have been considered for the differential measurements:3358

• m4`j , pT4`j : transverse momentum and invariant mass of the four-lepton system and3359

leading jet, for events with at least one jet;3360

• m4`jj , pT4`jj : transverse momentum and invariant mass of the four-lepton system and3361

leading and subleading jets, for events with at least two jets.3362

The 4`+1j observables are sensitive to resummation effects: pT4`j is a "1/2-jet resolution3363

variable" that probes the second emission in Higgs+1 jet events. The 4` + 2j observables3364
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are instead sensitive to additional jet activity in the events: pT4`jj is a proxy for events with3365

≥ 3 jets, in particular of the third jet pT , instead m4`jj provides the energy scale of the3366

Higgs+2 jet process.3367

In addition to the single observables listed, the following double differential observables3368

are built using variables defined below: p4`
T vs. Njets, p4`

T vs. plead. jet
T , p4`

T vs. p4`j
T , p4`

T vs.3369

|y4`|, p4`j
T vs. m4`j , plead. jet

T vs. psublead. jet
T , and plead. jet

T vs. |ylead. jet| (where |ylead. jet| | is3370

the rapidity of the leading jet). These variables probes the effects of QCD resummation.3371

6.3.3 CP-odd sensitive variables3372

Several theories Beyond Standard Model require an extended Higgs sector featuring3373

several neutral Higgs boson of both even and odd CP-parity. The search of CP-violation in3374

the H → ZZ(∗) → 4` decay channel can be performed, by looking for an anomalous CP-odd3375

coupling in the HZZ decay vertex as well as in the VBF and VH production vertex (Figure3376

6.2). For this reason, observables sensitive to this effects have been defined.3377
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q

q

q

q

H
W, Z

W, Z

q

q

H

W, Z

W, Z

Figure 6.2: Feynman Diagram of the HZZ Higgs decay and VBF and VH Higgs production with effective
HV V vertex.

Asymmetric CP angular observables [183]. One possibility to study CP violation is3378

through angular-function asymmetries arising in case of CP violation effect. Six observable3379

angular-functions can be defined:3380

O1 = (~p2Z − ~p1Z) · (~p3H + ~p4H)
|~p2Z − ~p1Z ||~p3H + ~p4H |

≡ cos θ1 (6.3.2)
3381

O2 = (~p2Z − ~p1Z) · (~p3H × ~p4H)
|~p2Z − ~p1Z ||~p3H × ~p4H |

≡ − sinφ cos θ1 (6.3.3)
3382

O3 = O1O3aO3b ≡ cos θ1 sin θ2 cos θ2 sinφ (6.3.4)
3383

where: O3a = (~p4Z − ~p3Z) · (~p1H × ~p2H)
|~p4Z − ~p3Z ||~p1H × ~p2H |

and O3b = (~p3Z − ~p4Z) · (~p1H + ~p2H)
|~p3Z − ~p4Z ||~p1H + ~p2H |

(6.3.5)
3384

O4 = [(~p3H × ~p4H) · ~p1H ][(~p3H × ~p4H) · (~p1H × ~p2H)
|~p3H + ~p4H |2|~p1H + ~p2H ||~p3Z − ~p4Z |2|~p1Z − ~p2Z |/16 ≡ sin2 θ1 sin2 θ2 sinφ cosφ

(6.3.6)3385

O5 = [(~p4H × ~p3H) · ~p1H ][(~p1Z − ~p2Z) · ~p3Z ]
|~p3H + ~p4H ||~p3Z − ~p4Z |2|~p1Z − ~p2Z |2/8

≡ sin θ1 sin θ2 sinφ[sin θ1 sin θ2 cosφ−cos θ1 cos θ2]

(6.3.7)
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3386

O6 = [(~p1Z − ~p2Z) · (~p3H + ~p4H)][(~p3H × ~p4H) · ~p1H
|~p1Z − ~p2Z |2|~p3H + ~p4H |2|~p3Z − ~p4Z |/4

≡ sin θ1 cos θ1 sin θ2 sinφ (6.3.8)

Here ~pi, i=1,2,3,4 are the 3-moments of the final state leptons in the order `1 ¯̀1`2 ¯̀2. The3387

subscripts Z and H denote that the corresponding 3-vector is taken in the Z or in the Higgs3388

boson rest frames. Figure 6.3 shows the shape modification in presence of CP-odd coupling3389

at the VBF vertex for the O2 and O5.3390
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Figure 6.3: Shape modification in presence of CP-odd coupling at the VBF vertex for the O2 (a) and O5 (b).

Optimal Observables (OO) [184]. The lepton and jets variables alone could be not3391

sensitive at very low values of BSM couplings. Instead the matrix element of a physics3392

process contains all the kinematic information of an event. For this reason, a Matrix Element3393

(ME) based observable should provide maximal information for a process, combining all low-3394

level quantities (lepton and jets kinematics) into a higher-level observable.3395

Starting from the matrix element of the Higgs boson interaction as sum of CP-even3396

contribution from SM and a BSM CP-odd contribution, the squared amplitude can be3397

computed (which is the only physical observable quantity):3398

MMix(c) =MSM+MBSM(c) =⇒ |MMix(c)|2 = |MSM|2+2<(MSMM∗BSM(c))+|MBSM(c)|2

(6.3.9)
where c is the CP-odd couplings which parametrises a BSM hypothesis under which the3399

matrix elements are computed. It is possible to define several observables built on the ratios3400

of the matrix element. The Optimal Observable of first order in the BSM amplitude is3401

defined as the ratio of the interference term 2<(MSMM∗BSM(c)) and the squared amplitude3402

of the SM process:3403

OO1(c) = |MMix(c)|2 − |MSM|2 − |MBSM(c)|2
|MSM|2

(6.3.10)

The distribution of this observable has the interesting property of being symmetric for a3404
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Standard Model - like events and asymmetric if a CP-odd contribution is present. A second3405

observable can be defined as the second order in BSM amplitude Optimal Observable. It is3406

defined as the ratio of the pure BSM contribution matrix element and the SM one:3407

OO2(c) = |MBSM(c)|2
|MSM|2

(6.3.11)

This observable does not have an asymmetry in case of CP-odd contributions. Its results3408

are less sensitive given that it is not able to distinguish between CP-even and CP-odd3409

contributions. However, it brings additional information regarding the magnitude of the3410

coupling.3411

Furthermore, two different Optimal Observable of the first and second order can be3412

defined, based on which process we are computing the BSM matrix element, namely which3413

is the HV V vertex under investigation. If the BSM coupling is probed in the VBF vertex we3414

are defining the production only ME and then a production only OO, denoted as OO1,jj for3415

the first order. If the BSM coupling is probed in theH → 4` decay vertex we are defining the3416

decay only ME and then a decay only OO, denoted as OO1,4` for the first order. Figure 6.43417

shows an example of the distribution of the first order production only Optimal Observable3418

OO1,jj(c̃zz = 1), where c̃zz represents one of the CP-odd coupling constant in the Higgs3419

basis, described in Section 1.1.2.2, which is zero in the SM. It can be seen that for different3420

CP-odd coupling values the OO1,jj shape becomes asymmetric.3421
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Figure 6.4: Shape modification in presence of CP-odd coupling at the VBF vertex for the OO1,jj(c̃zz = 1).

6.4 Signal Extraction and Unfolding3422

The number of signal events is extracted performing a fit on the m4` distribution in a3423

mass window 105 < m4` < 160 GeV, constraining the ZZ∗ background normalisation from3424

data. The unfolding procedure is described in this section together with the definitions of3425

the main factors needed to unfold the observable distributions as the acceptance, detector3426
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response matrix and the fiducial leakage. Finally, the profile likelihood method used to3427

extract the cross sections from the observed events is described.3428

6.4.1 Fiducial definitions and Unfolding3429

6.4.1.1 Fiducial factors3430

In the previous section, the fiducial selection has been described. Then several quan-3431

tities in the fiducial phase space have to be defined to perform the fiducial cross section3432

measurement, such as the acceptance, the efficiency and the fiducial leakage. These factors3433

are defined in the following section and their behaviour for different production mode and3434

their combination has been investigated in all the four final states and in the inclusive one.3435

Fiducial acceptance3436

The fiducial acceptance is defined as the ratio between the events which pass the fiducial3437

selection NFid and the total number of generated events, NTot:3438

A = NFid
NTot

. (6.4.1)

The fiducial selection of the phase space is performed to minimise the extrapolation outside3439

of the detector acceptance. It selects the objects and the events based on the quantities3440

measurable experimentally and on the reconstruction level selection explained in Section 5.2.3441

The acceptance must be estimated from simulation given that is not possible to measure it3442

from data, introducing a model dependence in the cross section measurement. Figure 6.53443

shows the acceptance for different production modes in the four final states. The acceptance3444

values between the different final states are very close and they are within 10% for all the3445

Higgs production modes. In particular, for the tt̄H +tH production the fiducial acceptance3446

is higher than the other production modes due to the fact that this mechanism has a larger3447

lepton multiplicity . This results in a combinatorially increasing number of possible pairings,3448

leading to an higher efficiency for them12 andm34 requirements and then to a larger fiducial3449

acceptance.3450

Fiducial efficiency: correction factor3451

The detector fiducial efficiency is defined as the number of reconstructed events divided by3452

the number of fiducial events:3453

εfid = NReco
NFid

. (6.4.2)

and it is also called correction factor. It can be seen from Figure 6.6 that the detector3454

efficiency is significantly higher in the 4µ channel due to the higher reconstruction efficiency3455

for muons. The reduced detector correction factor in tt̄H +tH is the result of a decreased3456

reconstruction efficiency due to the lepton isolation requirements. The reconstructed leptons3457

are less isolated because of the presence of the additional jets (from top decays) within the3458

event and no isolation requirements are imposed at particle-level.3459
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Figure 6.5: Comparison of the acceptance at mH = 125 GeV using the dressed truth lepton definition in the
mass range 105 < m4` < 160 GeV for different production mode in the four final states.
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Figure 6.6: Comparing the fiducial efficiency at mH = 125 GeV using the dressed truth lepton definition in
the mass range 105 < m4` < 160 GeV for different production mode in the four final states.

Fiducial leakage: non-fiducial factor3460

Ideally the reconstructed events should be a subset of the fiducial events, but it is not true3461

due to the fact that there are some events which are not in the fiducial region at particle3462

level, but they are reconstructed inside anyway. This will cause a migration effects at the3463

edge of the fiducial region.3464

It is important to take into account of the fraction of the events which are outside the3465

fiducial region but they are reconstructed within the signal region. They represents events3466

produced by signal process, but they should be considered as background given that they3467

are outside the fiducial region. This quantity is called non-fiducial factor fnonfid, defined as3468

follows:3469
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fnonfid = Nreco −Nreco&fid
Nreco

. (6.4.3)

This contribution is expected to be of the order of 1-2% for all the production mode, as3470

show in Figure 6.7. The VH and tt̄H production have a larger leakage due to the increased3471

lepton multiplicity in their final states when the leptonic decay of the vector boson associated3472

or of W boson from top quark decay are considered.3473
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Figure 6.7: Comparing the fiducial leakage at mH = 125 GeV using the dressed truth lepton definition in
the mass range 105 < m4` < 160 GeV for different production mode in the four final states.

6.4.1.2 Unfolding3474

When we need to measure a quantity x , we actually measure a related quantity y. For3475

example, we are able to measure the transverse momentum of the 4-lepton system p4`
T , which3476

is related to the Higgs boson momentum pHT , that we are not able to measure directly. Then3477

an unfolding method is needed to extract the information at particle level (also referred as3478

truth level) from a distribution at reconstruction level, which corrects for detector effects3479

and for the transformation from a quantity y to a quantity x.3480

For this analysis, the detector response matrix has been used as unfolding method,3481

based on a binning scheme. The detector response matrix εi,j is defined as the number of3482

reconstructed events in a bin i that can be matched to a truth event in bin j, normalised to3483

the number of truth events in bin j. It represents the probability for an event with a given3484

true value of some observable, categorised in a given truth bin, to be reconstructed with a3485

different value, which is categorised in a different reconstructed event bin. The matrix is3486

represented as follow:3487

• Y-axis = xtruth and X-axis = xreco;3488

163



§6.4 Signal Extraction and Unfolding

• for each truth bin, the percentage of the reconstructed events in the corresponding3489

reconstructed event bin is reported;3490

The response matrix encodes the information about the correlation in the migration3491

between bins and also the reconstruction efficiency. This reconstruction efficiency has a3492

different definition with respect to the fiducial efficiency explained in the previous section.3493

This is due to the fact that in this case we are considering only the reconstructed events3494

which match with a truth event passing the fiducial selection. Then this efficiency is not3495

taking into account the fiducial leakage, which must be estimated separately.3496

The migration between different bins can be investigated defining the migration matrix,3497

in which the elements are not normalised to the total number of truth events, but just to3498

the number of truth events that match with reconstructed events.3499

The matrix unfolding method take into account of the detector effects only, but as it3500

is estimated from simulation, then it assumes a model of the signal composition for each3501

production mode. The kinematics of various production modes, as the two forward jets3502

well separated in rapidity characteristic of the VBF production, can cause events to fall in3503

and out of the fiducial volume. This has an impact of the response matrix and then it can3504

introduce a bias when the matrix is used to unfold the data.3505

Another limitation of this approach happens if the matrix is ill-conditioned. It means3506

that is characterised by a large condition number, which is defined as the ratio between the3507

maximum and the minimum singular values of the matrix. If the condition number is close3508

to 1, the matrix is considered well-conditioned. The ill-conditioning of the matrix can lead3509

to possible amplification of small fluctuations in the data. For this reason the condition3510

numbers of the matrices for all the variables has been computed and they resulting numbers3511

are all below 2.5, then the matrices are considered well-conditioned and will not be largely3512

affected by small fluctuations.3513

Alternative unfolding method: bin-by-bin correction factor3514

In the previous round of the fiducial cross section analysis in the H → ZZ∗ → 4` decay3515

channel with lower statistics (20.3 fb−1during Run 1 and 36.1 fb−1during early Run 2)3516

another unfolding method has been used: bin-by-bin correction factor Ci.3517

In this approach the reconstructed events are unfolded using the correction factor, which3518

has been defined previously as the fiducial efficiency, computed in each bin i of the distri-3519

bution, defined as:3520

Ci = N i
Reco
N i

Fid
. (6.4.4)

This unfolding method does not take into account of the migrations between the bins of3521

the distribution due to detector effects. This effect can be neglected in a regime in which the3522

statistical uncertainty is much higher than the systematics. Indeed this method is known3523

to introduce a systematic bias into the measurement because the correction factors are3524

derived from the signal simulation, which may or may not reproduce the true underlying3525
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distributions. This bias can be quantified as [185]:3526

< δµi >= si ×
((

µi
si

)
Model

−
(
µi
si

)
Truth

)
, (6.4.5)

where µi is the number of true events, si is the number of reconstructed signal events, and3527

< δµi > is the average bias in the i-th bin. This bias can be difficult to estimate as it3528

depends on the difference between the truth and the model, which is not known a priori.3529

However, it can also be shown that the bias is proportional to the off-diagonal terms of the3530

response matrix, εij :3531

< δµi >= si ×
∑
i 6=j

ε−1
ij

((
sj
si

)
Model

−
(
sj
si

)
Truth

)
. (6.4.6)

given that µi = ∑
j
ε−1
ij sj and when j = i the parenthesis in Equation 6.4.6 becomes zero.3532

Therefore, the size of this bias goes to zero as the response matrix becomes diagonal that3533

correspond to a small bin-to-bin migrations.3534

6.4.1.3 Unfolding Bias Studies3535

Bias test with Pseudo-data3536

The unfolding bias on the differential measurement can be estimated performing a test with3537

toys for each bin of the variable distribution. Each pseudo experiment is generated with3538

true cross section value varied in a range corresponding to the expected uncertainty of the3539

unfolded measurement of the tested bin. Then the reco-level pseudo dataset is obtained3540

by folding the truth-level distribution of the generated dataset, taking into account of the3541

detector effects using the migration matrix. The fit on the pseudo dataset in the given bin is3542

performed using the matrix unfolding method to estimate the corresponding cross section.3543

In this way, for each toy a relative bias can be defined as the difference between the3544

estimated cross section from the fit and the true cross section value. Generating 10000 toys3545

for each bin, the result is a mean relative bias, which can be reported as function of the true3546

cross section. Figures 6.8 show the biases computed for p4`
T , Njets, O1 and OO1,jj(c̃zz = 1)3547

distributions with two unfolding methods: matrix inversion and bin-by-bin correction factor.3548

The biases result very small for the matrix unfolding method. In case of a jet variable, as3549

the number of jets or the Optimal Observable, the bin-by-bin unfolding method show larger3550

biases overall, due to the large migrations between the bins. In all the cases, the biases are3551

comparable with the statistical uncertainties.3552

Unfolding BSM MC data3553

Another bias test which can be performed is to evaluate the limit of unfolding procedure3554

validity in case of data with BSM behaviour. The idea is to generate simulated BSM data3555

distribution and unfold them with the nominal SM response matrix, and compare this results3556

with the expected BSM cross sections.3557
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Figure 6.8: Mean cross section bias, as obtained from pseudo experiments tests on samples with different
true cross section, as a function of the true cross section for each bin of the variable (a) p4`

T , (b) Njets,(c) O1
and (d) OO1,jj(c̃zz = 1). The black and red continuous (dotted) lines show cross section bias for the matrix
and bin-by-bin unfolding methods when the truth cross-section is varied within the +1 (-1) sigma expected
statistical uncertainty, respectively. The shaded areas show the median statistical uncertainty as obtained
from ensemble tests with the true cross section (SM) equal to that used to derive the correction factors and
matrices.

The BSM contribution is given by the introduction of a CP-odd anomalous coupling in3558

the VBF vertex production. The simulated data are generated with LHCXSWG production3559

mode cross section predictions for the ggF, VH , tt̄H and bb̄H production and with BSM3560

VBF cross section predictions from Madgraph5_aMC@NLO SMEFT samples for different3561

BSM coupling values.3562

This test has been performed on the Optimal Observable OO1,jj(c̃zz = 1), which is3563

sensitive to CP-odd effects in the VBF vertex. The simulated data have been generated3564

for different coupling values c̃zz: ±1,±2,±5. Figure 6.9 shows the pre-fit distribution of3565

the BSM simulated data for two different coupling values c̃zz =+1 and c̃zz =+5, compared3566

with the SM expectation. In this test, just the qqZZ∗ background has been considered as3567

background process.3568

The unfolded results are shown in Figure 6.10, in which the Fit points represent the3569

BSM simulated data unfolded using SM input response matrices, and the Expected are the3570
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expected fiducial BSM cross sections values. On the bottom panel, the ratio between the3571

fit and the expected cross sections is reported. The behaviour is symmetric for the positive3572

and negative value of the coupling, as expected due to the features of the OO1,jj variable.3573

The results show that the discrepancy between the expected and fit cross sections is within3574

the relative uncertainty on the measurements. The extreme case of c̃zz = ±5 there is a3575

discrepancy between the cross sections of the order of 20-22% despite a relative uncertainty3576

of 15-19 % on the measurement.3577

Looking to the expected limits on the values of c̃zz from the analyses described in the3578

next chapter in Section 7.2, at the 95% CL, they are close to ± 2, then the unfolding3579

procedure is reliable inside the expected limits of an anomalous CP-odd coupling.3580
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Figure 6.9: The SM expected distributions of the OO1,jj(c̃zz = 1) in the range 105 < m4` < 160 GeV
compared with the BSM simulated data (black dots) for coupling value of (a) c̃zz = +1 and (b) c̃zz = +5.
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Figure 6.10: Differential cross section results of OO1,jj(c̃zz = 1) obtained using unfolding BSM simulated
data with SM response matrix compared with the BSM expected cross section in each bin for different
coupling values: (a) c̃zz = +1, (b) c̃zz = -1, (c) c̃zz = +2, (d) c̃zz = -2, (e) c̃zz = +5, (f) c̃zz = -5. In the
bottom panel the ratio between the fit and the expected cross sections is reported.
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6.4.2 Binning and Migration studies3581

The binning of the observables is defined using simulation. The basic criteria to choose3582

the number of bins and their width are to achieve an expected significance of at least 23583

sigma and to keep the event bin migration as low as possible. The expected significance is3584

defined as:3585

significance = S/
√
S +B, (6.4.7)

where S and B are the inclusive signal and background yields. Together with the previous3586

definition of the significance, also the significance versus the null hypothesis applicable in a3587

low stats regime Z0 can be computed, and it is defined as:3588

Z0 =
√

2((S +B) · ln(1 + S/B)− S) . (6.4.8)

In this section the binning choice and the migration studies of some selected observables3589

considered for the differential cross section measurements are reported. One of the selected3590

variables is the transverse momentum of the Higgs boson p4`
T from the Higgs kinematic3591

variables, given that there are several theoretical interest behind. In particular, the region3592

at low-pT is sensitive to charm and bottom Yukawa couplings. Constraint on these couplings3593

has been set in this thesis work and they are described in Section 7.1.2.3594

For the jet related variables the Njets andmjj are presented, given that they are very sen-3595

sitive to the Higgs production mechanisms, playing an important role in the VBF selection3596

used in this thesis for the CP-violation searches described in Section 7.2.3597

For the double-differential distribution, the selected variable is the invariant mass of3598

the leading di-lepton pair versus the invariant mass of the subleading di-lepton pair (m123599

versus m34). The differential measurement in this variable correspond to the amplitude3600

decay of the Higgs boson in the two Z boson system. This quantity is sensitive to possible3601

BSM effects which can be study with anomalous couplings defined in the Pseudo-Observable3602

framework. Constraints on these anomalous couplings have been set and they are described3603

in Section 7.1.1.3604

Higgs kinematic: p4`
T3605

Table 6.2 shows the binning choice performed for all the Higgs kinematic variables.3606

Looking a bit more in detail on the p4`
T variable, the binning choice for this has been3607

performed both to follow the previous criteria, but also to try to maximise the sensitivity3608

to possible BSM effects. Figure 6.11 shows the distributions of this variable together with3609

the binning choice and the expected yields for signal and backgrounds, estimated in the3610

mass range 115 < m4` < 130 GeV. Figure 6.12 shows the migration matrix and the response3611

matrix for this variable. For the kinematic variables in general the migration matrix is3612

nearly diagonal because the detector resolution is much smaller than the bin width. Bin-to-3613

bin migrations are of order of 20% or less for these variables. In this case, also the unfolding3614

technique based on bin-by-bin correction factor is well-defined and the expected bias on the3615

measurement is small, as showed in the previous section.3616
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Variable Bin Edges Nbins

pT 0, 10, 20, 30, 45, 60, 80, 120, 200, 350, 1000 GeV 10

m12 50, 73, 64, 85, 106 GeV 4

m34 12, 20, 24, 28, 32, 40, 55, 65 GeV 7

|y| 0.0, 0.15, 0.3, 0.45, 0.6, 0.75, 0.9, 1.2, 1.6, 2.0, 2.5 10

|cos(θ∗)| 0, 0.125, 0.25, 0.375, 0.5, 0.625, 0.75, 0.875, 1.0 8

cos(θ1) -1.0, -0.75, -0.50, -0.25, 0.0, 0.25, 0.50, 0.75, 1.0 8

cos(θ2) -1.0, -0.75, -0.50, -0.25, 0.0, 0.25, 0.50, 0.75, 1.0 8

φ −π, − 3π
4 , − 2π

4 , −π4 , 0,
π
4 ,

2π
4 , 3π

4 , π 8

φ1 −π, − 3π
4 , − 2π

4 , −π4 , 0,
π
4 ,

2π
4 , 3π

4 , π 8

Table 6.2: Binning chosen for Higgs kinematic variables of interest.
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0 27.02 32.95 0.91 0.01 0.8 3.5 4.2
1 37.15 23.36 1.87 0.17 1.5 4.7 6.2
2 29.03 12.78 1.68 0.13 2.0 4.4 6.1
3 30.82 11.40 2.01 0.29 2.3 4.6 6.6
4 20.91 6.33 1.16 0.28 2.7 3.9 5.7
5 18.75 4.28 1.10 0.36 3.3 3.8 5.8
6 20.92 3.25 0.93 0.60 4.4 4.1 6.7
7 15.44 1.36 0.48 0.37 7.0 3.7 6.5
8 5.43 0.26 0.03 0.10 14.1 2.3 4.6
9 0.77 0.03 0.01 0.01 17.2 0.9 1.8

Figure 6.11: Distribution and binning choice for pT : for each bin, signal and background yields are reported
for 115 < m4` < 130 GeV together with S/B and expected significance values. A SM Higgs with mH =
125 GeV has been assumed.
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Figure 6.12: (a) Migration and (b) response matrix for p4`
T , evaluated using signal MC

(mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of 105 < m4` < 160 GeV (summing over
all production modes). Only reconstructed events that have been matched to truth events are included.

Jet variables: Njets and mjj3617

Table 6.3 shows the binning choice performed for all the jet variables.3618

Variable Bin Edges Nbins

Njets =0, =1, =2, ≥3 4
Nb−jets 0 jets, 0 b-jets, ≥1 b-jets 3
plead. jet
T Njets=0, 30, 60, 120, 350 GeV 4

psublead. jet
T Njets=0, 30, 60, 120, 350 GeV 4
mjj Njets < 2, 0, 120, 450, 3000 GeV 4
∆ηjj Njets < 2, 0, 1, 2.5, 9 4
∆φjj Njets < 2, 0, 1

2π, π,
3
2π, 2π 5

Table 6.3: Binning chosen for jet variables of interest.

The measurement of the jet multiplicity and other jet properties allow to probe several3619

feature of the Higgs production modes, as for example the VBF production which is char-3620

acterised by the presence of two forward jets at high pT. For this reason the di-jet variables3621

are very interesting given that they can be used to discriminate a process which come from3622

ggF, VBF production or VH production. For example applying a cut on mjj at 120 GeV,3623

we can distinguish events which come from the hadron decay of the vector boson produced3624

in association with the Higgs in the VH production (mjj <120 GeV), or events which most3625

probably come from a VBF production (mjj >120 GeV).3626

Figures 6.13 and 6.14 show the distributions of Njets and mjj variables together with the3627

binning choice and the expected yields for signal and backgrounds, estimated in the mass3628

range 115 < m4` < 130 GeV. For the pT of the jets and di-jet variables, the underflow bin has3629

been considered, in order to consider migrations with Njet = 0 or Njet < 2 cases, given that3630

those variables are defined for events with one, two or more jets. Figures 6.15 - 6.16 show3631

the migration matrices and the response matrices for these variables. The variables related3632
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to the jets have off diagonal terms of the migration matrix often > 30%. For this reason3633

to response matrix unfolding is more suitable choice given that it takes these off-diagonal3634

elements into account.3635
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Figure 6.13: Distribution and binning choice for Njets: for each bin, signal and background yields are
reported for 115 < m4` < 130 GeV together with S/B and expected significance values. A SM Higgs with
mH = 125 GeV has been assumed.
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Figure 6.15: (a) Migration and (b) response matrix for Njets, evaluated using signal MC
(mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of 105 < m4` < 160 GeV (summing over
all production modes). Only reconstructed events that have been matched to truth events are included.

10

20

30

40

50

60

70

80

90

100

97.44 31.13 20.94 20.81

1.27 61.47 5.44 1.64

0.94 6.44 71.08 5.52

0.36 0.96 2.53 72.03

<2jetsN 0-120 120-450 450-3000

[GeV] (reco)
jj

m

<2
jets

N

0-120

120-450

450-3000

[G
e

V
] 

(t
ru

th
)

jj
m

= 13 TeVs 4l→ZZ* →H 

(a) mjj Migration Matrix

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.42 0.01 0.01 0.01

0.08 0.33 0.04 0.01

0.04 0.03 0.35 0.02

0.03 0.01 0.02 0.42

<2jetsN 0-120 120-450 450-3000

[GeV] (reco)
jj

m

<2
jets

N

0-120

120-450

450-3000

[G
e

V
] 

(t
ru

th
)

jj
m

= 13 TeVs 4l→ZZ* →H 

(b) mjj Response Matrix

Figure 6.16: (a) Migration and (b) response matrix for mjj, evaluated using signal MC
(mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of 105 < m4` < 160 GeV (summing over
all production modes). Only reconstructed events that have been matched to truth events are included.
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Double-differential: m12 vs. m343636

In this analysis six pairs of variables have been considered for the double-differential cross3637

section measurements. The binning choices for these variables are summarised in Table 6.43638

Variable Bin Edges Nbins

pT,4` vs. Njets Njets = 0 pT,4` {0, 15, 30, 120, 350}
Njets = 1 pT,4` {0, 60, 80, 120, 350} 12
Njets = 2 pT,4` {0, 120, 350}
Njets ≥ 3 pT,4` {0, 120, 350}

m12 vs. m34 m12 < 82 m34 < 32
m12 < 74 m34 > 32
m12 > 74 m34 > 32 5
m12 > 82 24 < m34 < 32
m12 > 82 m34 < 24

pT,4` vs. |y| 0.0 < |y| < 0.5 pT,4` {0, 45, 120, 350}
0.5 < |y| < 1.0 pT,4` {0, 45, 120, 350} 12
1.0 < |y| < 1.5 pT,4` {0, 45, 120, 350}
1.5 < |y| < 2.5 pT,4` {0, 45, 120, 350}

pT,4` vs. pT,lead.jet Njets = 0
30 < pT,lead.jet < 60 pT,4` {0, 80, 350} 7
60 < pT,lead.jet < 120 pT,4` {0, 120, 350}
120 < pT,lead.jet < 350 pT,4` {0, 120, 350}

pT,4` vs. pT,4`,j Njets = 0
0 < pT,4`,j < 60 pT,4` {0, 120, 350} 5

60 < pT,4`,j < 350 pT,4` {0, 120, 350}
pT,4`,j vs. m4`,j Njets = 0

120 < m4`,j < 220 0 < pT,4`,j < 350
220 < m4`,j < 350 pT,4`,j {0, 60, 350} 5
350 < m4`,j < 2000 0 < pT,4`,j < 350

plead. jetT vs. psublead. jetT Njets = 0
plead. jetT {30, 60, 350} Njets = 1

30 < plead. jetT < 60 30 < psublead. jetT < 60 6
60 < plead. jetT < 350 30 < psublead. jetT < 60
60 < plead. jetT < 350 60 < psublead. jetT < 350

plead. jetT vs. |ylead. jet| Njets = 0
30 < plead. jetT < 120 0.0 < |ylead. jet| < 0.8
30 < plead. jetT < 120 0.8 < |ylead. jet| < 1.7
30 < plead. jetT < 120 |ylead. jet| > 1.7 6
120 < plead. jetT < 350 0 < |ylead. jet| > 1.7
120 < plead. jetT < 350 |ylead. jet| > 1.7

Table 6.4: Binning choices for the double differential variables.

For the m12 vs. m34 variable, total of five bins are defined. Table 6.5 shows the binning3639

chosen as well as expected signal and background yields and significance per bin. Figure3640

6.17a shows the expected signal and backgrounds distribution for each bin of m12 vs. m34.3641

Figure 6.18 shows the migration matrix and the response matrix for this variable.3642
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Bin m12 and m34 values [GeV] Signal ZZ Z+jets/tt̄ tt̄V + V V V S/B significance Z0

0 m12 < 82 and m34 < 32 18.22 11.37 1.54 0.48 1.4 3.2 4.2
1 m12 < 74 and m34 > 32 26.61 5.94 1.96 0.41 3.2 4.5 6.9
2 m12 > 74 and m34 > 32 29.71 5.92 0.79 0.21 4.3 4.9 7.9
3 m12 > 82 and 24 < m34 < 32 69.68 18.32 1.72 0.42 3.4 7.3 11.3
4 m12 > 82 and m34 < 24 62.03 54.45 4.17 0.81 1.0 5.6 7.0

Table 6.5: Binning and expected signal and background yields for m12 vs. m34.
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(a) and the corresponding bin boundaries (b). A SM Higgs with mH = 125 GeV has been assumed, with a
luminosity of 138.9 fb−1.
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Figure 6.18: (a) Migration and (b) response matrix for for m12 vs. m34, evaluated using signal MC
(mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of 105 < m4` < 160 GeV (summing over
all production modes). Only reconstructed events that have been matched to truth events are included.
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Preliminary studies on CP-sensitive variables3643

The CP-odd angular observables are variables related to the kinematics of the Higgs boson3644

decay into four leptons. In particular they are a combination of the leptons and Z decay3645

angles. The migration matrices for these variables looks nearly diagonal. Except for the3646

O1, the other variables show a matrix with far-off diagonal elements. This effect can be3647

explained by a mis-pairing of the leptons in the final states 4µ and 4e. As these variables3648

are defined as function of sinφ as described in Section 6.3.3, a mis-pairing of the leptons3649

between the leading and the subleading lepton pair can lead to a mis-reconstruction of the3650

φ angle, and subsequently of sinφ. In Figure 6.19 the migration matrices and the response3651

matrices for O2 and O5 variables are shown, both computed in the expanded mass range3652

105 < m4` < 160 GeV, given that it is the one used in the unfolding.
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Figure 6.19: Migration and response matrices for or the CP-odd angular observable O2 (a and c) and
O5 (b and d), evaluated using signal MC (mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of
105 < m4` < 160 GeV (summing over all production modes). Only reconstructed events that have been
matched to truth events are included.
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The Optimal Observables studied are the jet related OO1,jj . They are defined for3654

events with at least two jets. The underflow bin with Njets < 2 has been considered in3655

the distribution to take into account the migrations with Njets < 2 cases. For the OO1,jj3656

variables, the migrations are much larger than the CP angular observables, where the off-3657

diagonal terms can be >30%. These values are reached when events at truth-level with <23658

jets are reconstructed as events with at least 2 jets. In case of ggF events, almost all of3659

these mis-reconstructed events are from pileup jets. Instead in case of VBF events, about3660

80% of them are from pileup jets, the other 20% comes from smearing effects on jet-pT and3661

different jet-η cut in fiducial and reconstructed event selection (the fiducial cut is |η| < 4.43662

instead the cut at reconstruction level is |η| < 4.5).3663

For the OO1,jj(c̃zz = 1) variable, different binning choices has been studied to find3664

the best compromise between the bins migration and the statistical uncertainties in the3665

cross section measurements. Three different configurations for the binning choice have been3666

tested:3667

A) [Njets < 2,−10.0,−0.50, 0.0, 0.50., 10]3668

B) [Njets < 2,−10.0,−0.75, 0.0, 0.75., 10]3669

C) [Njets < 2,−10.0,−1.0, 0.0, 1.0., 10]3670

Looking to the shape of the OO1,jj variable (as in Figure 6.4a and 6.4b), the outer bins3671

have lower statistics, hence larger outer bins can lead to lower errors. The yields for the3672

three different cases are shown in Table 6.6. At the same time, Figure 6.20 shows that larger3673

outer bins lead to larger migrations. As consequence, the best compromise for the binning3674

choice for OO1,jj variable is [Njets < 2,−10.0,−0.75, 0.0, 0.75., 10]. In Figure 6.21, the3675

migration matrix are reported together with the response matrix computed in the expanded3676

mass range 105 < m4` < 160 GeV.3677

Bin (S+B) case A (S+B) case B (S+B) case C
1 10.84 7.77 5.90
2 15.08 18.0 20.02
3 15.16 18.0 20.09
4 10.86 7.81 5.93

Table 6.6: Total Signal+Background (S+B) yields in each OO1,jj(c̃zz = 1) bin are reported for the three
different binning choices (the underflow bin is not shown) in the mass range 105 < m4` < 160 GeV.

The final bin choice for the CP-sensitive variable distributions studied are summarised3678

in Table 6.7.3679

In this preliminary study, for the CP-odd angular observables only the qqZZ∗, Z + jets3680

and tt̄ have been considered in the background (ggZZ∗,V V V and tt̄V are not included).3681

For the Optimal Observable only the qqZZ∗ has been considered.3682

Figures 6.22 and 6.23 show the distributions of O2 and O5 variables respectively and3683

Figure 6.24 shows the distributions of the Optimal Observables OO1,jj(c̃zz = 1), together3684
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with the binning choice and the expected yields for signal and backgrounds, estimated in3685

the mass range 115 < m4` < 130 GeV.3686
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Figure 6.20: Migration matrices for the Optimal Observable OO1,jj(c̃zz = 1) using two different binning
choices: (a) [Njets < 2,−10.0,−1.0, 0.0, 1.0., 10] and (b) [Njets < 2,−10.0,−0.50, 0.0, 0.50., 10]. In the second
case in which the external bin width is 9.5, the migration is larger with respect to first case with a bin width
of 9; and the central bins show diagonal elements <60%. Figure 6.21a shows the middle case with binning
choice [Njets < 2,−10.0,−0.75, 0.0, 0.75., 10], with an acceptable level of migration of the central bins.
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Figure 6.21: Migration matrix (a) and response matrix (b) evaluated using signal MC
(mc16a+mc16d+mc16e) at mH = 125 GeV for mass window of 105 < m4` < 160 GeV (summing over
all production modes) for the Optimal Observable OO1,jj(c̃zz = 1). Only reconstructed events that have
been matched to truth events are included.
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Variable Bin Edges Nbins
O1 -1.0, -0.75, -0.50, -0.25, 0.0, 0.25, 0.50, 0.75, 1.0 8
O2 -1.0, -0.75, -0.50, -0.25, 0.0, 0.25, 0.50, 0.75, 1.0 8
O3 -0.50, -0.225, -0.125, -0.05, 0.0, 0.05, 0.125, 0.225, 0.50 8
O4 -0.50, -0.35, -0.225, -0.10, 0.0, 0.10, 0.225, 0.35, 0.50 8
O5 -0.50, -0.375, -0.25, -0.125, 0.0, 0.125, 0.25, 0.375, 0.50 8
O6 -0.50, -0.35, -0.225, -0.10, 0.0, 0.10, 0.225, 0.35, 0.50 8

OO1,jj(c̃zz = 1) Njets < 2, -10.0, -0.75, 0.0, 0.75, 10.0 5

Table 6.7: Binning chosen for CP-odd angular observables and Optimal Observables OO1,jj .
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6 26.00 11.25 1.07 - 2.1 4.2 5.9
7 25.71 10.48 1.03 - 2.2 4.2 6.0

Figure 6.22: Distribution and binning choice for O2: for each bin, signal and background yields (ggZZ∗,
ttV +V V V not included) are reported for 115 < m4` < 130 GeV together with S/B and expected significance
values.
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0 13.36 4.85 0.15 - 2.7 3.1 4.6
1 22.02 8.57 0.32 - 2.5 4.0 5.7
2 28.56 12.51 1.21 - 2.1 4.4 6.2
3 38.08 20.16 3.35 - 1.6 4.9 6.5
4 38.18 20.06 3.30 - 1.6 4.9 6.5
5 28.64 12.39 1.31 - 2.1 4.4 6.2
6 22.02 8.60 0.33 - 2.5 4.0 5.7
7 13.33 4.80 0.22 - 2.7 3.1 4.6

Figure 6.23: Distribution and binning choice for O5: for each bin, signal and background yields (ggZZ∗,
ttV +V V V not included) are reported for 115 < m4` < 130 GeV together with S/B and expected significance
values.
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Bin Signal ZZ Z+jets/tt̄ tt̄V + V V V S/B significance Z0

0 163.07 84.14 - - 1.9 10.4 14.4
1 6.81 0.96 - - 7.1 2.4 4.3
2 14.60 3.39 - - 4.3 3.4 5.6
3 14.65 3.39 - - 4.3 3.4 5.6
4 6.81 1.00 - - 6.8 2.4 4.3

Figure 6.24: Distribution and binning choice for OO1,jj(c̃zz = 1): for each bin, signal and background yields
(only qqZZ∗) are reported for 115 < m4` < 130 GeV together with S/B and expected significance values.

6.4.3 Cross section extraction3687

The cross section measurement is performed with a fit on the m4` distribution to extract3688

the number of signal events in each bin of the differential distribution of the observable under3689

test or in each decay final state for the inclusive fiducial cross section measurement. The3690

number of the expected events Ni in each observable reconstruction bin i (final state for the3691

inclusive measurement), expressed as a function of m4` is given by:3692

Ni(m4`) =
∑
j

rij · (1 + fnonfid
i ) · σfid

j · Pi(m4`) · Lint +Nbkg
i (m4`) , (6.4.9)

where σfid
j is the fiducial cross section in bin j, defined as in Equation 6.1.3, and represents3693

the Parameter of Interest (POI) that can be extracted from the likelihood fit using this3694

signal parametrisation.3695

The first part of the Equation 6.4.9 represents the number of signal events in bin i. The3696

term Pi(m4`) is the m4` signal shape, given by the fraction of the signal expected events in3697

the bin i as function of them4`. The normalisation factors are the integrated luminosity Lint,3698

the detectors response matrix rij and the non-fiducial factor fnonfid
i defined as in Equation3699

6.4.3. Both the response matrix and the non-fiducial factor are determined from simulation,3700

sum over all production modes. Nbkg
i (m4`) represents instead the background contribution.3701

Given this signal parametrisation, the inclusive and differential cross section measure-3702

ment for each category can be extracted defining different POI.3703

For the inclusive fiducial cross section measurement, four categories, corresponding to3704

the four final states (4µ, 4e, 2e2µ, 2µ2e) are defined, then in this case the σfid
j correspond to3705

the cross section in each final state j. The fiducial cross sections in the four final states can3706

be summed to obtain and inclusive fiducial cross section, or can be combined assuming the3707

SM ZZ∗ → 4` relative branching ratios. The latter combination is more model dependent,3708

but benefits from a smaller statistical uncertainty. Finally, also the total cross section can be3709
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measured extrapolating the combined inclusive cross section to the full phase space. Then3710

the following POIs are defined:3711

• fiducial cross section per final state (category i):3712

POIfs,i = [σtot × BR(H → 4`)i]×Ai = σfid
fs,i; (6.4.10)

where BR(H → 4`)i and Ai correspond to the branching ratio and the acceptance in3713

each final state and the fit is performed on the corresponding m4` distribution.3714

• fiducial cross section for 4` (4µ+ 4e) and 2`2` (2e2µ+ 2µ2e):3715

POI4` = σtot × [BR(H → 4`)4e ×A4e + BR(H → 4`)4µ ×A4µ] = σfid
4` ; (6.4.11)

3716

POI2`2` = σtot × [BR(H → 4`)2e2µ ×A2e2µ + BR(H → 4`)2µ2e ×A2µ2e] = σfid
2`2`;
(6.4.12)

• inclusive fiducial cross section as sum of all final states (i):3717

POIsum =
∑
i

σtot × BR(H → 4`)i ×Ai = σfid
sum; (6.4.13)

• inclusive fiducial cross section as combination of all final states (i):3718

POIcomb = [σtot × BR(H → 4`)i]× Ā = σfid
comb; (6.4.14)

where Ā is the acceptance averaged on the four final states;3719

• total cross section:3720

POItot = σtot. (6.4.15)

The differential cross section measurement for each bin i can be measured defining the3721

following POI:3722

POIi = [σtot × BR(H → 4`)]×Ai = σfid
i . (6.4.16)

In this case the event selected are not categorised in final states, so the inclusive m4`3723

distribution is used in the fit.3724

6.4.3.1 Background estimation3725

Fitting ZZ∗ normalisation with data3726

The ZZ∗ normalisation is extracted from data, unlike the previous analysis [186] in which3727

this contribution was estimated from MC. The introduction of a floating normalisation with3728

respect to a fixed one increases the statistical error in the nominal mass region between 115-3729

130 GeV. A widening of the m4` window to 105 < m4` < 160 GeV showed an improvement3730

of the relative errors. As such normalisation factors for ZZ∗ contribution are introduced3731
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and they are profiled during the fit on the m4` to extract the ZZ∗ normalisation from the3732

sidebands.3733

The m4` distribution has 33 bins: thirty bins of 0.5 GeV size in the range 115-1303734

GeV, and further three sideband bins 105-115 GeV, 130-135 GeV and 135-160 GeV to fit3735

simultaneously the ZZ∗ normalisation.3736

For the total and fiducial cross sections in different final states, the same normalisation3737

factor is used for the ZZ∗ contribution. In the differential cross sections, the number of ZZ∗3738

normalisation factors are different for each variable. In principle they should be as much3739

as the number of bins of the observable distribution, but they also introduce a degradation3740

of the errors. For the ZZ∗ estimations the bins are merged together until the degradation3741

of the relative uncertainty on the expected cross section is under 5% of the uncertainty3742

considering just one ZZ∗ normalisation factor. The same normalisation factor is applied in3743

each bin of the observable distribution that has been merged.3744

Reducible background3745

The Z + jets and tt̄ are estimated using data-driven methodology already described in3746

Section 5.3.2. Several control regions are defined with enhanced background components.3747

In this way the expected yields of different backgrounds components can be estimated in3748

thos regions and their contribution in the signal region extrapolated with Transfer Factors.3749

For the ``µµ background, the shapes of the observables used in the differential cross-3750

section analysis are obtained by performing the fits separately in each bin of the distribution.3751

In some bins, the fit fails due to low statistics, in which case the model shape parameters3752

are fixed to those from the inclusive fit. In the case of bins in the tails of distributions where3753

no transfer factor can be obtained, the TF from the last bin where it is possible to calculate3754

one is used. For the ``ee background, the shapes are obtained following the method used3755

in the inclusive estimation.3756

6.4.3.2 Statistical Method3757

In this section, the statistical method used to extract the best estimation of the cross3758

section σfid from the total number of events, as well as the 68% confidence level (which3759

corresponds to ±1σ uncertainty on the measurement) is described. The method is based on3760

maximum likelihood estimator, which is calculated by maximising the likelihood function3761

L.3762

The number of observed events produced for a given luminosity, defined as nobs, can be3763

described as a random variable which follows a Poisson distribution:3764

Poisson(nobs|nexp = ns + nb) = (ns + nb)n
obs

nobs! ens+nb ; (6.4.17)

where nexp = ns + nb are the expected number of events, sum of the signal and background3765

events.3766

The number of the background events is sum of each background component nb = ∑bkg
i nib.3767
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Given that the m4` distribution for signal and background events have different shapes,3768

the two contributions can be extracted by the maximum likelihood method with a binned3769

template fit on m4`. Then the likelihood function can be defined as follow:3770

L(nobs,m4`|ns, nb) = Poisson(nobs|ns + nb)× P (m4`|ns, nb) (6.4.18)

where P (m4`|ns, nb) is the modelling of the signal and different backgrounds:3771

P (m4`|ns, nb) = ns
ns + nb

Fs(m4`|ns) + nb
ns + nb

bkg∑
i

F ib (m4`|nib) (6.4.19)

where Fs and F ib are respectively the probability distribution function for the m4` shape of3772

signal and i− th background.3773

Including systematic uncertainties in the fit, they are considered as nuisance parameters,3774

which are parameters we are not interested to extract but which add additional degrees of3775

freedom to the analysis. Then gaussian constraints on the systematic uncertainties is added3776

to the likelihood. The gaussian constraint is defined as Gaus(Θk|θk, αk), where Θk is the3777

random variable (which can be the systematic variation for a measured quantity) with mean3778

θk and standard deviation αk.3779

Then the final likelihood function is:3780

L(nobs,m4`|ns, nb) = Poisson(nobs|ns + nb)× P (m4`|ns, nb)×
syst∏
i

Gaus(Θk|θk, αk) (6.4.20)

in which the ns + nb term corresponds to the number of events described by the Equation3781

6.4.9.3782

To deal with the nuisance parameters when extracting the best fit value of the fiducial3783

cross section σfid, the profile likelihood ratio fit is used. It is defined:3784

λ(m4`|σfid) = L(m4`|σfid,
ˆ̂
θ)

L(m4`| ˆσfid, θ̂)
(6.4.21)

where, for a given parameter x (which is θ in this case), the numerator denotes the con-3785

ditional likelihood estimator of x, (i.e., ˆ̂x is the value of x that maximises the likelihood3786

function for a given σfid), and the denominator denotes the maximised (unconditional) like-3787

lihood estimator. The effect of the nuisance parameters is to broaden the profile likelihood3788

ratio, which is a function of σfid, reflecting the loss of information originated from the3789

inclusion of systematic uncertainties.3790

The profile likelihood ratio is evaluated within the RooFit/RooStats framework [187,3791

188], and it is also used to determine the upper and lower limit on the cross section within3792

a 68% confidence level interval. This result relies on the assumption that the negative loga-3793

rithm of the profile likelihood multiplied by a factor 2, −2 lnλ, behaves as a χ2 distribution3794
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with one degree of freedom (asymptotic approximation). Then for each parameter of inter-3795

est, a scan of the −2 lnλ is performed while profiling all other parameters (they are fitted3796

to the values that minimise the negative log likelihood for each value of the POI).3797

6.5 Systematic Uncertainties3798

The systematic uncertainties include experimental uncertainties, such as those in ob-3799

ject reconstruction, identification, isolation, resolution, and trigger efficiencies, as well as3800

theoretical uncertainties related to the modelling of the signal and background processes.3801

The impacts of the experimental and theoretical uncertainties on the measurements are3802

summarised in Table 6.8.3803

6.5.1 Experimental uncertainties3804

The experimental uncertainties can be categorised into normalisation and shape system-3805

atic uncertainties. The normalisation systematic uncertainties impact only the expected3806

yields and they originate from uncertainties on the reconstruction of lepton and jets, identi-3807

fication, isolation and trigger efficiencies. The shape systematic uncertainties impact on the3808

variable shape given that they are related to the energy scale and resolution measurement3809

of lepton and jets.3810

Two of the experimental uncertainties that affect the predicted yields are the ones re-3811

lated to the integrated luminosity and pile-up modelling. The uncertainty in the integrated3812

luminosity is 1.7% and affects the signal yields and simulated background estimates when3813

not constrained by the sidebands. The uncertainty due to pile-up modelling ranges between3814

1% and 2%.3815

Lepton uncertainties.3816

The electron and muon reconstruction and identification efficiency uncertainties are ap-3817

proximately 1.0–2.0% and < 1.0% respectively. The uncertainty in the expected yields due3818

to the muon and electron isolation efficiencies is also considered, and is approximately 1%.3819

Lepton energy momentum scale and resolution uncertainties have impacts smaller than 1%3820

and then have not been considered on the presented results.3821

Jets uncertainties.3822

The impact of uncertainties in the jet energy scale and resolution (of between 1% and3823

3%) is only relevant for the jet-related differential cross-section measurements, where their3824

impact is typically between 3% and 5%, and is negligible in the other measurements. The3825

uncertainty on the efficiency of the b-tagging algorithm is at the level of a few percent over3826

most of the jet pT range [189].3827
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Reducible background uncertainties.3828

The uncertainties affecting the data-driven measurement of the reducible background3829

can be classified into three sources: statistical uncertainty of the fit in the CR, overall3830

systematic uncertainty for each of ``µµ and ``ee originates from the difference between3831

data and simulation, and a shape systematic uncertainty which varies with the differential3832

variable. Impacts from these sources of uncertainty range from less than 1% to a maximum3833

of around 3%. The inclusive reducible background estimate has a relatively small (3%)3834

statistical uncertainty, which has minimal impact on the cross section.3835

6.5.2 Theory Uncertainties3836

Theory uncertainties account for the uncertainty on theoretical modelling of signal and3837

background processes, such as the choice of the renormalisation and factorisation scales3838

(QCD scale), missing higher-order corrections, parton shower, PDF+αs uncertainties. For3839

the cross sections extrapolated to the full phase space, an additional uncertainty (2.2%)3840

related to the H → ZZ∗ branching ratio [123,124] is included in the measurement.3841

Signal theory uncertainties.3842

For measurements of the cross section, the impact of these theory systematic uncertain-3843

ties on the signal comes from their effects on the response matrix.3844

QCD renormalisation and factorisation scales. The effect of the renormalisation3845

(µR) and factorisation (µF ) scales choices are obtained by varying µR and µF simultaneously3846

between 0.5 and 2 times their nominal value (8 total variations). This is done for VH and3847

tt̄H process.3848

For the ggF production mode, QCD scale uncertainty from the factorisation and renor-3849

malisation scales, resummation scales, and migrations between N -jet phase-space bins are3850

considered [107, 190–193]. The impact of QCD scale variations on the Higgs boson pT dis-3851

tribution as well as the uncertainty of the pT distribution in the 0-jet bins are also taken3852

into account. Higher-order impacts on the pT distribution predictions due to treating the3853

top quark mass as infinite in the heavy-quark loop are accounted for by comparing these3854

predictions with finite-mass calculations.3855

For the VBF production mode, the uncertainty due to missing higher orders in QCD3856

are considered, including migration effects in number of jets, transverse momentum of the3857

Higgs boson, transverse momentum of the Higgs boson and leading dijet system, and the3858

invariant mass of the two leading jets as outlined in the scheme presented in Ref. [194].3859

Alternative parton distribution functions. Uncertainties related to the choice of PDF3860

set are evaluated by taking the Hessian error of the PDF4LHC variations [126], which is3861

a combination of the eigenvector variations of the baseline (NNPDF3.0) and the central3862
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values of alternative (MMHT2014 and CT14) PDF sets. The Hessian error is given by3863

∆X =
√∑

i

(Xi+ −Xi−)2 (6.5.1)

where Xi+ and Xi− are the up and down PDF variation in the set.3864

Parton shower simulation uncertainties. The effects of parton shower and multiple-3865

parton interaction modelling uncertainties on the acceptance are estimated using tune eigen-3866

vector variations within the nominal parton shower generator tune, as well as using an al-3867

ternative parton shower generator. The uncertainties from the parton shower tune in the3868

nominal generator are estimated using the automated shower variations in Pythia 8 of the3869

renormalisation scales µFSRR and µISRR for QCD emissions in final and initial state state ra-3870

diations, respectively. The parton shower uncertainties have also been evaluated comparing3871

between acceptances calculated with Pythia 8 and Herwig 7 parton showering algorithms.3872

ZZ∗ background uncertainties.3873

Since the ZZ∗ process normalisation is constrained by performing a simultaneous fit3874

of sideband regions enriched in this contribution together with the signal region, most of3875

the theoretical uncertainty in the normalisation for this background vanishes. This is not3876

more valid in cases where the cross-section bins are merged into a single ZZ∗ bin, where3877

the relative normalisation uncertainties are included.3878

As for the signal theory uncertainties, also the ZZ∗ background is affected by the un-3879

certainties related to the theory predictions. The uncertainties on missing information from3880

higher-order terms in QCD are estimated by varying the factorisation and renormalisation3881

QCD scales by a factor of two. The impact on the PDF uncertainty is estimated using3882

the alternative PDF of the NNPDF3.0 PDF set. Uncertainties due to the parton shower3883

modelling for the ZZ∗ process are considered as well. The impact of these uncertainties is3884

below 2% for all the fiducial differential cross sections.3885

In addition, the m4` shape obtained from Sherpa is compared with that obtained3886

from Powheg and MadGraph5_aMC@NLO and the difference is taken as an additional3887

source of systematic uncertainty. In each m4` bin, the largest difference between Sherpa3888

and Powheg or MadGraph5_aMC@NLO is used, and the systematic uncertainty is3889

determined by interpolating between these shapes. Typically, Sherpa and Powheg have3890

the largest difference in the predicted m4` shape, with the impact linearly varying from3891

approximately ±10% at low m4` to ∓2% at high m4`.3892

The uncertainty in the gluon-induced ZZ∗ process is taken into account as well by chang-3893

ing the relative composition between the quark-initiated and gluon-initiated ZZ∗ compo-3894

nents according to the theoretical uncertainty in the predicted cross sections.3895
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Unfolding systematics3896

Unfolding-related uncertainties arise from uncertainties in the production mode compo-3897

sition that affect the response matrices, as well as from uncertainties in the bias introduced3898

by the unfolding method.3899

Higgs mass. The effect of the uncertainty of the Higgs mass on the acceptance and3900

response matrix is evaluated by shifting the nominal values mH to the ±1σ experimental3901

uncertainty on mH (±240 MeV) and re-evaluating these factors.3902

Signal composition. This uncertainty is related to the relative fraction of each produc-3903

tion mode of the Higgs. It is assessed by varying the production cross sections within their3904

measured uncertainties taken from the measured ratios and correlations between the ggF3905

and the VBF, WH , ZH , tt̄H production modes (Ref. [195]). The impact is less than 1%.3906

Bias. This uncertainty is estimated from the bias test described in 6.4.1.3. The impact3907

of this uncertainty is typically negligible in distributions such as p4`
T , where the response3908

matrix is largely diagonal, but can be of the order of 10% in distributions with larger bin3909

migrations, such as Njets.3910

6.5.3 Ranking plot3911

In order to understand the impact of each individual source of systematic uncertainty,3912

a so-called ranking of nuisance parameters (NPs) is performed.3913

Firstly, the unconditional fit of the statistical model on the data is performed to extract3914

the best fit value of the POI (the cross sections) and also the variations of each nuisance3915

parameters corresponding to one standard deviation (±1σ) are determined. Then the value3916

of a given parameter is fixed to ±1σ away from the nominal (it is referred as the pulling of3917

the NP) and the fit is performed again with this fixed value, extracting a new fit result for3918

the POI. This procedure is performed for each systematic uncertainty. Then the impact of3919

a given systematic corresponds to the difference between the value of the fitted cross section3920

from the unconditional fit and from the fit with the NP pulled to ±1σ.3921

The rank of the impacts of each systematic uncertainty is called ranking plot. The3922

ranking plots for the cross section measured in the p4`
T bin 1 and Njets bin 3 are reported as3923

an example in Figure 6.25. Regarding the experimental systematics, for the Higgs kinematic3924

variables the systematics with larger impact is the uncertainty on the integrated luminosity;3925

for the jet-related variables instead the jet energy scale uncertainties have a relevant impact.3926
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Observable Stat. Syst. Dominant systematic components [%]
unc. [%] unc. [%] Lumi. e/µ Jets Other Bkg. ZZ∗ Th. Sig. Th. Comp.

σcomb 9 3 1.7 2 < 0.5 < 0.5 1 1.5 < 0.5
σ4µ 15 4 1.7 3 < 0.5 < 0.5 1.5 1 < 0.5
σ4e 26 8 1.7 7 < 0.5 < 0.5 1.5 1.5 < 0.5
σ2µ2e 20 7 1.7 5 < 0.5 < 0.5 2 1.5 < 0.5
σ2e2µ 15 3 1.7 2 < 0.5 < 0.5 1 1.5 < 0.5
dσ / dp4`

T 20–46 2–8 1.7 1–3 1–2 < 0.5 1–6 1–2 < 1
dσ / dm12 12–42 3–6 1.7 2–3 < 1 < 0.5 1–2 1–2 < 1
dσ / dm34 20–82 3–12 1.7 2–3 < 1 1–2 1–8 1–3 < 1
dσ / d|y4`| 22–81 3–6 1.7 2–3 < 1 < 0.5 1–5 1–3 < 1
dσ / d|cos θ∗| 23–113 3–6 1.7 2–3 < 1 1–2 1–7 1–3 < 0.5
dσ / dcos θ1 23–44 3–6 1.7 2–3 < 1 < 0.5 1–3 1–2 < 1
dσ / dcos θ2 22–39 3–6 1.7 2–3 < 1 < 0.5 1–3 1–3 < 1
dσ / dφ 20–29 2–5 1.7 2–3 < 1 < 0.5 1–3 1–2 < 0.5
dσ / dφ1 22–33 3–6 1.7 2–3 < 1 < 0.5 1–2 1–3 < 0.5
dσ / dNjets 15–37 6–14 1.7 1–3 4–10 < 0.5 1–4 3–7 1–4
dσ / dNb−jets 15–67 6–15 1.7 1–3 4–5 1–3 1–2 3–9 1–4
dσ / dplead. jet

T 15–34 3–13 1.7 1–3 4–10 < 0.5 1–2 1–5 < 0.5
dσ / dpsublead. jet

T 11–67 5–22 1.7 1–3 2–12 < 1 1–3 2–15 1–5
dσ / dmjj 11–50 5–18 1.7 1–3 1–11 < 0.5 1–3 2–15 1–2
dσ / dηjj 11–57 5–17 1.7 1–3 2–10 < 0.5 1–2 2–14 1–4
dσ / dφjj 11–50 4–18 1.7 1–3 2–9 < 0.5 1–3 2–14 1–6
dσ / dm4`j 15–66 4–19 1.7 1–3 3–9 < 0.5 1–6 3–14 1–8
dσ / dm4`jj 11–182 5–67 1.7 1–3 4–24 < 0.5 1–5 2–35 1–9
dσ / dp4`j

T 15–76 6–13 1.7 1–3 2–8 < 1 1–5 3–9 1–3
dσ / dp4`jj

T 11–76 5–27 1.7 2–3 2–9 1–2 1–4 3–17 1–12
d2σ / dm12 dm34 16–65 3–11 1.7 2–3 < 1 1–2 1–9 1–3 1–2
d2σ / dp4`

T d|y4`| 23–63 2–13 1.7 1–3 1–2 < 1 1–6 1–5 1–2
d2σ / dp4`

T dNjets 23–93 4–193 1.7 2–14 2–25 1–3 1–7 1–12 1–92
d2σ / dp4`j

T dm4`j 15–41 4–12 1.7 1–3 2–8 < 0.5 1–5 2–9 < 1
d2σ / dp4`

T dp4`j
T 15–53 3–10 1.7 1–3 2–8 < 1 1–2 2–6 1–2

d2σ / dp4`
T dplead. jet

T 15–84 3–21 1.7 1–3 2–18 1–10 1–3 2–9 1–3
d2σ / dplead. jet

T d|ylead. jet| 15–38 3–11 1.7 1–3 2–9 < 0.5 1–2 1–4 1–2
d2σ / dplead. jet

T dpsublead. jet
T 15–63 5–22 1.7 1–3 4–15 < 0.5 1–4 3–11 1–7

Table 6.8: Fractional uncertainties for the inclusive fiducial and total cross sections, and ranges of systematic
uncertainties for the differential measurements. The columns ‘e/µ’ and ‘Jets’ represent the experimental
uncertainties in lepton and jet reconstruction and identification, respectively. The Z + jets, tt̄, tXX (Other
Bkg.) column includes uncertainties related to the estimation of these background sources. The ZZ∗ theory
(ZZ∗ th.) uncertainties include the PDF and scale variations. Signal theory (Sig th.) uncertainties include
PDF choice, QCD scale, and shower modelling of the signal. Finally, the column labelled ‘Comp.’ contains
uncertainties related to production mode composition and unfolding bias which affect the response matrices.
The uncertainties have been rounded to the nearest 0.5%, except for the luminosity uncertainty, which has
been measured to be 1.7%.
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Figure 6.25: Ranking plots for (a) p4`
T and (b) Njets distribution for response matrix unfolding. Only the

first 15 most highly ranked parameters are shown. The pink rectangles correspond to the pre-fit impact on
the cross section σ̂ instead the blue rectangles to the post-fit impact, in case that the NP is fixed to +1σ
(empty rectangles) or -1σ (filled rectangles) away from the nominal values θ0. The impact of each nuisance
parameter ∆σ on the cross section is computed by comparing the nominal best-fit value σ with the result of
the fit when fixing the considered nuisance parameter to its best fit value θ̂, shifted by its pre-fit (post-fit)
uncertainties ±∆θ(±∆θ̂). The impact on the cross section with fixed NP to ±1σ, ∆σ/σ̂ refers to the scale on
the top axis, and the ±1σ impact of each NP is written on the side of rectangles. The black points show the
pulls of the nuisance parameters relative to their nominal values, θ0. These pulls and their relative post-fit
errors (θ̂ − θ0)/∆θ, refer to the scale on the bottom axis.

6.6 Results3927

In this section the fiducial inclusive and the differential cross section measurements of3928

the variables described previously in this chapter (p4`
T , Njets, mjj and m12 vs. m34) are3929

presented. The results of all the other variables are reported in Appendix A.3930

Measured data yields3931

The observed number of events in each of the four decay final states, and the expected3932

signal and background yields before fitting the data (pre-fit) in the mass range 115 < m4` <3933

130 GeV, are presented in Tables 6.9. Figure 6.27 shows the expected and observed four-3934

lepton invariant mass distributions in the inclusive final state 4` in the signal mass window3935

105 < m4` < 160 GeV. Figure 6.28 shows the expected and observed four-lepton invariant3936

mass distributions in each final state.3937
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Final Signal ZZ∗ Other Total Observed
state background backgrounds expected
4µ 78± 5 38.0± 2.1 2.85± 0.18 119± 5 115

2e2µ 53.0± 3.1 26.1± 1.4 2.98± 0.19 82.0± 3.4 96
2µ2e 40.1± 2.9 17.3± 1.3 3.6± 0.5 61.0± 3.2 57
4e 35.3± 2.6 15.0± 1.5 2.91± 0.33 53.2± 3.1 42

Total 206± 13 96± 6 12.2± 1.0 315± 14 310

Table 6.9: Expected (pre-fit) and observed numbers of events in the four decay final states after the event
selection, in the mass range 115< m4` <130 GeV. The sum of the expected number of SM Higgs boson
events and the estimated background yields is compared with the data.
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Figure 6.27: The observed and expected (pre-fit) distributions four lepton invariant mass distribution for
the selected Higgs boson candidates in the inclusive final state in the mass range 105 < m4` < 160 GeV. The
uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of
the SM cross section for the signal and ZZ∗ background.
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(d) m4e

Figure 6.28: The observed and expected (pre-fit) distributions four lepton invariant mass distribution for the
selected Higgs boson candidates in the range of 115 < m4` < 130 GeV for the different decay final states (a)
4µ, (b) 2e2µ, (c) 2µ2e and (d) 4e. The uncertainty in the prediction is shown by the hatched band, which
include the theoretical uncertainties of the SM cross section for the signal and ZZ∗ background.

The expected and the observed distribution of the variable previously described in this3938

section, are shown in Figures 6.29-6.32. In each figure are shown the distribution of the3939

events selected both in the enlarged mass window 105 < m4` < 160 GeV and in the signal3940

mass window 115 < m4` < 130 GeV3941
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Figure 6.29: The observed and expected (pre-fit) distributions of p4`
T in the range of (a)105 < m4` < 160

GeV and (b) 115 < m4` < 130 GeV. The black dots depict pre-fit data while the blue, red and violet (and
yellow) areas represent the signal, the ZZ∗ background and the reducible background, respectively. In (b)
the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties
of the SM cross section for the signal and ZZ∗ background.
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Figure 6.30: The observed and expected (pre-fit) distributions of Njets in the range of (a)105 < m4` < 160
GeV and (b) 115 < m4` < 130 GeV. The black dots depict pre-fit data while the blue, red and violet (and
yellow) areas represent the signal, the ZZ∗ background and the reducible background, respectively. In (b)
the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties
of the SM cross section for the signal and ZZ∗ background.
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Figure 6.31: The observed and expected (pre-fit) distributions of mjj in the range of (a)105 < m4` < 160
GeV and (b) 115 < m4` < 130 GeV. The black dots depict pre-fit data while the blue, red and violet (and
yellow) areas represent the signal, the ZZ∗ background and the reducible background, respectively. In (b)
the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties
of the SM cross section for the signal and ZZ∗ background.
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Figure 6.32: The observed and expected (pre-fit) distributions ofm12 vs. m34 in the range of (a)105 < m4` <
160 GeV and (b) 115 < m4` < 130 GeV. The black dots depict pre-fit data while the blue, red and violet (and
yellow) areas represent the signal, the ZZ∗ background and the reducible background, respectively. In (b)
the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties
of the SM cross section for the signal and ZZ∗ background.
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6.6.1 Inclusive cross section results3942

The fiducial inclusive cross sections of the H → ZZ(∗) → 4` process are presented in3943

Figure 6.33 and Table 6.10. The left panel in Figure 6.33a shows the fiducial cross sections3944

for the four individual decay final states: 4µ, 4e decays (hereafter referred to as same3945

flavour), and 2µ2e, 2e2µ decays (hereafter referred to as different flavour). The middle3946

panel shows the cross sections for same- and different-flavour decays, which can provide3947

a probe of same-flavour interference effects, as well as the inclusive fiducial cross sections3948

obtained by either summing all 4` decay final states or combining them assuming relative3949

SM branching ratios.3950

The data are compared with the SM prediction after accounting for the fiducial accep-3951

tance as determined from the SM Higgs boson simulated samples (see Section 5.1.2).3952

The combined inclusive fiducial cross section is extrapolated to the full phase space,3953

as shown in the right panel of Figure 6.33a, using the fiducial acceptance as well as the3954

branching ratios, with the uncertainties described in Section 6.5. The total cross section is3955

also compared with the cross sections predicted by NNLOPS, MadGraph5_aMC@NLO-3956

FxFx (MG5-FxFx) and Hres 2.3 [105, 106] for ggF, while for all other production modes3957

the predictions described in Section 5.1.2 are used. For ggF, all generators predict cross3958

sections that are lower than the N3LO calculation.3959
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Figure 6.33: (a) The fiducial cross sections (left two panels) and total cross section (right panel) of Higgs
boson production measured in the 4` final state. The fiducial cross sections are shown separately for each
decay final state, and for same- and different-flavour decays. The inclusive fiducial cross section is measured as
the sum of all final states, as well as by combining the per-final-state measurements assuming SM ZZ∗ → 4`
relative branching ratios. The error bars on the data points show the total uncertainties, while the systematic
uncertainties are indicated by the boxes. The shaded bands around the theoretical predictions indicate the
PDF and scale uncertainties. (b) The correlation between the fiducial cross sections for the four individual
decay final states and the ZZ∗ normalisation factor.
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Table 6.10 shows also the p-values, quantifying the probability of compatibility of the3960

measurements and the SM predictions. Given that the statistical analysis assume the asymp-3961

totic approximation in which the NLL behaves as a χ2 distribution with one degree of free-3962

dom, the p-value is defined as the probability that a χ2 distribution is greater than the3963

results of the χ2 test performed on the data. In this case it can be defined as:3964

p-value =
∫ ∞
NLL( ˆσobs)

χ2(NLL) dNLL where NLL = −2 ln L(m4`|σfid,pred,
ˆ̂
θ)

L(m4`| ˆσfid, θ̂)
(6.6.1)

The probability of compatibility of the measured fiducial cross section (σcomb) and the3965

Standard Model expectation is at the level of 67%.3966

Cross section [fb] Data ± (stat.) ± (syst.) Standard Model prediction p-value [%]
σ4µ 0.81 ±0.12 ±0.03 0.90± 0.05 46
σ4e 0.62 ±0.17 ±0.05 0.90± 0.05 14
σ2µ2e 0.74 ±0.15 ±0.05 0.80± 0.04 67
σ2e2µ 1.01 ±0.15 ±0.03 0.80± 0.04 15
σ4µ+4e 1.43 ±0.21 ±0.05 1.81± 0.10 10
σ2µ2e+2e2µ 1.75 ±0.21 ±0.06 1.61± 0.09 51
σsum 3.18 ±0.31 ±0.11 3.41± 0.18 49
σcomb 3.28 ±0.30 ±0.11 3.41± 0.18 67
σtot [pb] 53.5 ±4.9 ±2.1 55.7± 2.8 66

Table 6.10: The fiducial and total cross sections of Higgs boson production measured in the 4` final state.
The fiducial cross sections are given separately for each decay final state, and for same- and different-flavour
decays. The inclusive fiducial cross section is measured as the sum of all final states (σsum), as well as by
combining the per-final-state measurements assuming SM ZZ∗ → 4` relative branching ratios (σcomb). For
the total cross section (σtot), the Higgs boson branching ratio at mH = 125 GeV is assumed. The p-values
indicating the probability of compatibility of the measurement and the SM prediction are shown as well.

6.6.2 Differential cross section measurement3967

Cross section results with data and Asimov comparison3968

Here the cross section results in each variable bin are presented. This results are obtained3969

using data from Run 2 and from the Asimov dataset [196].3970

The Asimov dataset is used to understand the performance in terms of statistical error3971

on the fiducial measurement for each parameter of interest. The Asimov dataset is generated3972

assuming SM expectation for signal (mH = 125 GeV) and ZZ∗ background and reducible3973

background, implicitly assuming that the nuisance parameters are set to their nominal3974

values (then the systematics are set to be zero). Minimising the Negative Log Likelihood3975

from generated Asimov data the expected cross section ˆσfid and its uncertainty can be3976
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estimated. This procedure relies on the assumption that the asymptotic approximation for3977

which −2 lnλ behaves as a χ2 is true. Then the PDF of ˆσfid from which the Asimov data3978

are generated is set to behave as a χ2 distribution with one degree of freedom. In this way3979

the minimum of −2 lnλ( ˆσfid) is the "truth" σfid.3980

Figure 6.34 shows the scans of the Negative Log Likelihood in the first three bin of the3981

Higgs pT as example. The cross section results as well as their relative errors (including3982

systematics) in each bin of the variables, described in Section 6.4.2, are shown in Tables 6.11-3983

6.14.3984
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Figure 6.34: Negative log likelihood scans of the cross sections in the first three bin of the p4`
T distribution for

response matrix unfolding using data (in black) and the Asimov dataset (in blue) with luminosity 139 fb−1 for
105 < m4` < 160 GeV has been considered. Expected and observed cross sections are reported. Systematic
uncertainties are included.

POI XS inj [fb] XS asimov
fit [fb] Rel. Error [%] XS data

fit [fb] Rel. Error [%]

σbin0 0.45 0.45 ±0.14± 0.02 ±31.1± 4.4 0.52 ±0.14± 0.02 ±26.9± 2.8

σbin1 0.62 0.62 ±0.15± 0.02 ±24.1± 3.2 0.55 ±0.15± 0.02 ±27.2± 3.6

σbin2 0.49 0.49 ±0.13+0.03
−0.02 ±26.5+6.1

−4.1 0.32 ±0.12+0.02
−0.01 ±37.5+6.2

−3.1

σbin3 0.53 0.53 ±0.13± 0.02 ±24.5± 3.8 0.47 ±0.12+0.02
−0.01 ±25.5+4.3

−2.1

σbin4 0.36 0.36 ±0.10+0.02
−0.01 ±27.8+5.6

−2.8 0.222 ±0.085+0.011
−0.006 ±38.3+5.0

−2.7

σbin5 0.32 0.32 ±0.09± 0.01 ±28.1± 3.1 0.17 ±0.08± 0.01 ±45.9+8.1
−6.4

σbin6 0.34 0.34 ±0.09± 0.01 ±26.5± 2.9 0.55 ±0.11+0.02
−0.01 ±20.0+3.6

−1.8

σbin7 0.230 0.230 ±0.065+0.009
−0.006 ±28.2+3.9

−2.6 0.287 ±0.072+0.011
−0.007 ±25.0+3.8

−2.4

σbin8 0.073 0.073 +0.038
−0.029

+0.004
−0.002

+52.0
−39.7

+5.4
−2.7 0.125 +0.047

−0.037
+0.006
−0.003

+37.6
−29.6

+4.8
−2.4

Table 6.11: Expected and observed cross sections in each category of p4`
T using the Asimov dataset and data,

assuming an integrated luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus systematic
uncertainties.
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POI XS inj [fb] XS asimov
fit [fb] Rel. Error [%] XS data

fit [fb] Rel. Error [%]
σbin0 1.85 1.85 ±0.26± 0.12 ±14.0± 6.5 1.75 ±0.26± 0.12 ±14.9± 6.8
σbin1 0.95 0.95 ±0.22± 0.06 ±23.1± 6.3 0.83 ±0.21± 0.06 ±25.3± 7.2
σbin2 0.43 0.43 ±0.15± 0.04 ±34.9± 9.3 0.40 ±0.15± 0.04 ±37.5± 10.0
σbin3 0.18 0.18 ±0.09± 0.04 ±50.0± 22.2 0.29 ±0.10± 0.04 ±34.5± 13.8

Table 6.12: Expected and observed cross sections in each category of Njets using the Asimov dataset and
data, assuming an integrated luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus
systematic uncertainties.

POI XS inj[fb] XS asimov
fit [fb] Rel. Error [%] XS data

fit [fb] Rel. Error [%]
σbin0 2.81 2.81 ±0.29± 0.13 ±10.3± 4.6 2.57 ±0.29± 0.12 ±11.3± 4.7
σbin1 0.20 0.20 ±0.10± 0.04 ±50.0± 20.0 0.21 ±0.11± 0.04 ±52.4± 19.0
σbin2 0.27 0.27 ±0.11± 0.04 ±40.7± 14.8 0.21 ±0.10± 0.04 ±47.6± 19.0
σbin3 0.14 0.14 ±0.06± 0.02 ±42.8± 14.3 0.25 ±0.08± 0.02 ±32.0± 8.0

Table 6.13: Expected and observed cross sections in each category of mjj using the Asimov dataset and data,
assuming an integrated luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus systematic
uncertainties.

POI XS inj [fb] XS asimov
fit [fb] Rel. Error [%] XS data

fit [fb] Rel. Error [%]

σbin0 0.30 0.30 ±0.12± 0.02 ±40.0± 6.7 0.18 ±0.12± 0.02 ±66.7± 11.1

σbin1 0.40 0.40 ±0.09± 0.02 ±22.5± 5.0 0.50 ±0.11± 0.03 ±22.0± 6.0

σbin2 0.47 0.47 ±0.11+0.03
−0.02 ±23.4+6.4

−4.3 0.49 ±0.11+0.03
−0.02 ±22.4+6.1

−4.1

σbin3 1.17 1.17 ±0.18+0.05
−0.03 ±15.4+4.3

−2.6 1.14 ±0.18+0.04
−0.03 ±15.8+3.5

−2.6

σbin4 1.07 1.07 ±0.21+0.05
−0.03 ±19.6+4.7

−2.8 0.83 ±0.20+0.04
−0.03 ±24.1+4.8

−3.6

Table 6.14: Expected and observed cross sections in each category of m12 vs. m34 using the Asimov dataset
and data, assuming an integrated luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus
systematic uncertainties.

Differential cross section results3985

The measured differential production cross sections for the transverse momentum p4`
T of3986

the Higgs boson, the number of jets Njets, the invariant mass of the di-jet system mjj and3987

the double-differential distribution m12 vs. m34 are shown in Figures 6.35-6.38. For the3988

double-differential distribution m12 vs. m34 also the differential cross section distributions3989

in the two different ``µµ and ``ee final states are reported. These results have been used to3990

put constraints on effective BSM Higgs couplings in one of the Pseudo-Observable scenarios3991

investigated in Section 7.1.1. The correlation matrices between the measured cross sections3992

and the ZZ∗ background normalisation factors are shown in all figures along with the cross-3993

section measurements.3994
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The data are compared with SM expectations constructed from the ggF predictions3995

provided by NNLOPS and MadGraph5_aMC@NLO-FxFx. Certain distributions re-3996

lated to the production of the Higgs boson also include a comparison with the predictions3997

from NNLOJET and RadISH and some of the measurements related to the Higgs boson3998

decay are compared also with predictions from Hto4l and Prophecy4f. The ggF predic-3999

tions from MadGraph5_aMC@NLO-FxFx and NNLOPS are normalised to the N3LO4000

prediction while the normalisations for NNLOJET and RadISH are to their respective4001

predicted cross sections. All the other Higgs boson production modes (labelled as XH) are4002

normalised to the most accurate SM predictions. The error bars on the data points show4003

the total uncertainties, while the systematic uncertainties are indicated by the boxes. The4004

shaded bands on the expected cross sections indicate the PDF and scale uncertainties. This4005

includes the uncertainties related to the XH production modes. The central panel of the4006

figures shows the ratio of different predictions to the data, and the grey area represents4007

the total uncertainty of the measurement. Finally the bottom panel shows the ratios of4008

the fitted values of the ZZ∗ normalisation factors to the predictions from MC simulation4009

discussed in Section 5.1.2. As indicated by the horizontal error bars, the ZZ∗ normalisation4010

is estimated in each of the first three p4`
T bins separately, while the next two bins share a4011

common estimation factor, as do the last five bins. For the Njets and mjj the last two bins4012

share a common normalisation factor, as the first two bins of m12 vs. m34. The figures4013

include the p-values quantifying the probability of compatibility of the measurements and4014

the SM predictions.4015
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Figure 6.35: (a) Differential fiducial cross section for the transverse momentum p4`
T of the Higgs boson, along

with (b) the corresponding correlation matrix between the measured cross sections and the ZZ∗ background
normalisation factors.

The p-value for the differential cross section measurement is computed from the Equation4016
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§6.6 Results

6.6.1, considering the full likelihood as the product of the likelihood of each bin, and the4017

σfid,pred in each bin is fixed to the cross sections predicted by theory. Under the asymptotic4018

assumption NLL(σfid,pred) behaves as a χ2 with the number of degrees of freedom equal to4019

the number of bins.4020
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Figure 6.36: (a) Differential fiducial cross section for the number of jetsNjets, along with (b) the corresponding
correlation matrix between the measured cross sections and the ZZ∗ background normalisation factors.
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Figure 6.37: (a) Differential fiducial cross section for the di-jet invariant mass mjj, along with (b) the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure 6.38: (a) Differential fiducial cross section for the leading vs. subleading Z boson mass m12 vs. m34, in
(a) inclusive final state and split in (c) ``µµ and (d) ``ee final states, along with the corresponding correlation
matrix between the measured cross sections and the ZZ∗ background normalisation factors ( (b) inclusive
and (e) splitted final states).
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6.7 Preliminary expected results on CP sensitive variables4021

In this section, the preliminary expected results for the CP-odd angular variables O24022

and O5 and the Optimal Observables OO1,jj(c̃zz = 1) are presented. The expected results4023

of the other CP-odd variable as shown in Appendix B. The expected distributions of these4024

variables in the mass window 105 < m4` < 160 GeV are shown in Figure 6.39. The black4025

dots correspond to the Asimov dataset. The expected cross section value in each bin and the4026

corresponding uncertainty (including systematics) from the Asimov data fit are shown in4027

Tables 6.15 - 6.17. Finally the expected differential cross section for those variables are shown4028

in Figures 6.40 - 6.42. They show the Asimov data results compared with SM prediction4029

from the ggF production provided by NNLOPS. The correlation matrices between the4030

expected cross sections and the ZZ∗ background normalisation factors are also reported in4031

all the figures along with the cross section measurements.4032
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Figure 6.39: The expected (pre-fit) distributions of (a) O2, (b) O5 and (c) OO1,jj(c̃zz = 1), in the range
of 105 < m4` < 160 GeV. The black dots depict pre-fit asimov data while the blue, red and violet areas
represent the signal, the ZZ∗ background and the reducible background, respectively.
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POI XS inj [fb] XSasimov
fit [fb] Rel. Error [%]

σbin0 0.43 0.43± 0.10 +0.02
−0.01 ±23.2 +4.6

−2.3

σbin1 0.43 0.43± 0.11 +0.02
−0.01 ±25.6 +4.6

−2.3

σbin2 0.43 0.43± 0.11 +0.02
−0.01 ±25.6 +4.6

−2.3

σbin3 0.41 0.41± 0.10 +0.02
−0.01 ±24.4 +4.9

−2.4

σbin4 0.41 0.41± 0.10 +0.02
−0.01 ±24.4 +4.9

−2.4

σbin5 0.43 0.43± 0.11 +0.02
−0.01 ±25.6 +4.6

−2.3

σbin6 0.43 0.43± 0.11 +0.02
−0.01 ±25.6 +4.6

−2.3

σbin7 0.43 0.43± 0.10 +0.02
−0.01 ±23.2 +4.6

−2.3

Table 6.15: Expected cross sections in each category of O2 using the Asimov dataset, assuming an integrated
luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus systematic uncertainties.

POI XS inj [fb] XSasimov
fit [fb] Rel. Error [%]

σbin0 0.216 0.216+0.078
−0.066

+0.009
−0.005

+36.1
−30.8

+4.0
−2.1

σbin1 0.359 0.359± 0.098 +0.014
−0.008 ±27.3 +3.9

−2.4

σbin2 0.47 0.47± 0.11 +0.02
−0.01 ±23.4 +4.0

−2.7

σbin3 0.64 0.64± 0.13 ±0.02 ±20.3 +3.7
−2.6

σbin4 0.64 0.64± 0.13 ±0.02 ±20.3 +3.7
−2.6

σbin5 0.47 0.47± 0.11 +0.02
−0.01 ±23.4 +4.0

−2.7

σbin6 0.359 0.359± 0.098 +0.014
−0.008 ±23.7 +3.9

−2.4

σbin7 0.214 0.214+0.077
−0.066

+0.008
−0.004

+36.1
−30.8

+3.8
−2.1

Table 6.16: Expected cross sections in each category of O5 using the Asimov dataset, assuming an integrated
luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus systematic uncertainties.

POI XS inj [fb] XSasimov
fit [fb] Rel. Error [%]

σbin0 2.82 2.82± 0.29 ±0.11 ±10.4 +4.3
−3.6

σbin1 0.094 0.094+0.056
−0.044

+0.007
−0.005

+59.5
−46.9

+7.1
−5.8

σbin2 0.20 0.20± 0.10 ±0.03 ±50.0 ±15.0

σbin3 0.20 0.20± 0.10 ±0.03 ±50.0 ±15.0

σbin4 0.095 0.095+0.056
−0.044

+0.007
−0.006

+59.6
−47.0

+7.4
−6.1

Table 6.17: Expected cross sections in each category of OO1,jj(c̃zz = 1) using the Asimov dataset, assum-
ing an integrated luminosity of 139 fb−1 for 105 < m4` < 160 GeV, with full statistical plus systematic
uncertainties.
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Figure 6.40: (a) Expected results for differential fiducial cross section for O2 observable, along with (b) the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure 6.41: (a) Expected results for differential fiducial cross section for O5 observable, along with (b) the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure 6.42: (a) Expected results for differential fiducial cross section for OO1,jj(c̃zz = 1) optimal observable,
along with (b) the corresponding correlation matrix between the measured cross sections and the ZZ∗
background normalisation factors.

6.8 Prospects: VBF Fiducial cross section measurement4033

A feasibility study has been performed to have a VBF fiducial cross section measurement.4034

The idea is to select the VBF-like signal without applying any further cut on the event4035

selection, but building a PDF able to discriminate the dominant ggF production from the4036

VBF one and also to estimate the ggF contribution itself, as the fit of m4` has been used to4037

extract the ZZ∗ background in the measurement described in the previous section.4038

Given that the expected VBF events with the Full Run 2 dataset in the mass window4039

105 < m4` < 160 GeV are 17.0 ± 0.8 [197], we do not have enough statistics to perform4040

a fiducial differential measurement in this production mode. Anyway, the prospect of this4041

measurement at higher luminosity (300 fb−1with Run 3 and 3000 fb−1with HL-LHC) has4042

been also investigated with the OO1,jj(c̃zz = 1) observable in two differential bins.4043

This study has been performed mainly to evaluate the sensitivity to this kind of mea-4044

surement, only the ggF and VBF production has been considered as signal (VH , tt̄H and4045

bb̄H are not included) and with only qqZZ∗ background process as background (ggZZ∗,4046

Z + jets, tt̄, V V V and tt̄V are not included). Also the systematic uncertainty have not4047

been considered in this test, but their impact is expected to be negligible with respect to4048

the statistical uncertainty due to the low statistics regime.4049
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§6.8 Prospects: VBF Fiducial cross section measurement

6.8.1 Signal Extraction4050

This test has been performed using the OO1,jj(c̃zz = 1) observable, defining two bins:4051

Njets < 2 and Njets ≥ 2. This is not a real differential distribution in OO1,jj(c̃zz = 1), but4052

it is an inclusive measurement in the phase space in which the variable is defined, namely4053

for events with at least 2 jets.4054

Two different variables to build the PDF for the fit have been tested: mjj vs. ∆ηjj and4055

the Neural Network used as discriminant observable in the 2-jet category for the STXS4056

analysis [197]: NN2j
V BF . The mjj vs. ∆ηjj template distribution has been built applying4057

cuts on mjj and ∆ηjj to maximise the VBF contribution in the bins, in a mass window4058

115 < m4` < 130 GeV. Figure 6.43 shows the 2D distribution of the ggF signal and VBF4059

signal respectively.4060

The choice to build a PDF from the mjj vs. ∆ηjj is based on the idea to have a PDF4061

related to simple kinematic variables, reducing possible theoretical uncertainties on the4062

estimation and minimising the model dependency. On the other hand, the use of the Neural4063

Network improves the discrimination of the VBF signal from the ggF one, at the cost of a4064

more model dependent measurement.4065

0 500 1000 1500 2000 2500 3000

jjm

0

1

2

3

4

5

6

7

8

9jj
η∆

2

4

6

8

10

12

14

0 500 1000 1500 2000 2500 3000

jjm

0

1

2

3

4

5

6

7

8

9jj
η∆

0.5

1

1.5

2

2.5

3

ggF Signal VBF Signal

Figure 6.43: 2D events distribution for the ggF signal (on the left) and VBF signal (on the right) in
mjj vs. ∆ηjj , in a mass region 115 < m4` < 130 GeV.

The number of the expected events N≥2 jets in the bin Njets ≥ 2, expressed as a function
of mjj vs. ∆ηjj , but is the same function for NN2j

V BF , is given by a formula inspired to the
one used for the all production mode measurement:

Ni=≥2 jets(mjj∆ηjj) =
∑
j

rij · (1 + fnonfid
i ) · σVBF−fid

j · Pi(mjj∆ηjj) · L+ (6.8.1)

+NggF−bkg
i (mjj∆ηjj) +NZZ−bkg

i (mjj∆ηjj) (6.8.2)
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where the bin i = Njets ≥ 2 and j runs over the two bins Njets < 2 and Njets ≥ 2.4066

The VBF fiducial cross section to extract from the fit is σVBF−fid
j . In this case the4067

signal events are the VBF events. The ggF production represents a background source4068

and its contribution is treated similarly as the ZZ∗ background: NggF−bkg
i (mjj∆ηjj) and4069

NZZ−bkg
i (mjj∆ηjj). The term Pi(mjj∆ηjj) is the mjj vs. ∆ηjj shape used in the fit to4070

extract the VBF cross section and simultaneously estimate the background normalisation.4071

The number of the expected events N<2 jets in the bin Njets < 2 is computed using the4072

Equation 6.4.9, performing the fit on m4` as in this region VBF events are not expected and4073

there are not enough jets to build an alternative template distribution for the fit.4074

The measurement is performed with a simultaneous fit on both Njets < 2 and Njets ≥ 24075

bins, even if just in the Njets ≥ 2 bin the VBF fiducial cross section measurement can be4076

really measured.4077

6.8.2 Floating background normalisations4078

The ZZ∗ background normalisation is estimated from the data (in this case just pre-4079

liminary results are shown, then the estimation is performed on the Asimov data), as done4080

with the all production mode measurement. An additional bin to the template distri-4081

bution is added, containing all the events in the sidebands 105 < m4` < 115 GeV and4082

130 < m4` < 160 GeV to perform this measurement, given that these sidebands are ZZ∗4083

enriched.4084

The ggF signal instead gives its main contribution in the signal region 115 < m4` <4085

130 GeV. Its normalisation can also be constrained from data, introducing floating normal-4086

isation factors to the ggF contribution in the fit. This method leads to an enhancement of4087

the statistical error, for this reason also the estimation with fixed ggF normalisation factor4088

are reported.4089

The mjj vs. ∆ηjj and NN2j
V BF distributions in the bin Njets ≥ 2 are shown in Figure4090

6.44. The last bin of the template represents the sideband-bin and all the contributions4091

from ggF, VBF and ZZ∗ processes are reported together with the full signal distribution.4092

It can be seen that the Neural Network has a better discriminating power with respect to4093

the mjj vs. ∆ηjj distribution.4094

6.8.3 Expected Results4095

Table 6.18 shows the expected results of the VBF fiducial cross section measurement4096

in the bin Njets ≥ 2, performing the fit both on mjj vs. ∆ηjj and NN2j
V BF and both with4097

floating and fixed ggF normalisation factor. The results show that the sensitivity for this4098

measurement is very low. The best sensitivity reached is about 70% and it is obtained4099

performing the fit on the NN2j
V BF and extracting the ggF contribution from MC (fixed4100

normalisation factor).4101
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POI XSasimov
fit [fb]

Relative Error ggF factor float [%] Relative Error ggF factor fixed [%]

Fit on mjj vs. ∆φjj Fit on NN2j
V BF Fit on mjj vs. ∆φjj Fit on NN2j

V BF

σVBF
≥2 jets 0.131 +84.0

−115
+77.8
−114

+79.4
−73.3

+73.3
−67.2

Table 6.18: Expected results for the Fiducial VBF cross section measurement in the bin Njets ≥ 2 for
different tested configurations.

Prospects on differential cross section measurement4102

The possibility to perform a differential measurement with higher statistics has been inves-4103

tigated. The study has been performed always on the OO1,jj(c̃zz = 1) observable defining4104

two differential bins, besides the underflow bin:4105

[Njets < 2,−10.0, 0.0, 10.0] (6.8.3)

Following the same strategy to extract the signal and to estimate the ggF and ZZ∗4106

background, the expected results with enhanced statistics have been estimated, scaling the4107

luminosity up to 300 fb−1and 3000 fb−1. Figure 6.45 shows the profile likelihood fit with the4108

corresponding cross section measurement in the two differential OO1,jj(c̃zz = 1) bins at 1394109

fb−1, 300 fb−1and 3000 fb−1, both fitting mjj vs. ∆ηjj and NN2j
V BF . The ggF background4110

normalisation is constrained from data by adding one floating normalisation parameter. As4111

for the inclusive study, systematic uncertainties are not considered, even if their impact at4112

higher luminosity could have a larger impact with respect to the Run 2.4113

As expected, the sensitivity at 139 fb−1is too low to perform this measurement. At Run4114

3, with 300 fb−1, an improvement of the sensitivity is expected, with a reduction on the4115
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statistical uncertainty of about 30%, then with a sensitivity of 80% of the measurement in4116

each bin. At 3000 fb−1, the statistical uncertainty in each bin is expected to be reduced of4117

a further 70%, reaching a sensitivity of 30% at 1σ.4118
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Figure 6.45: Expected results for the fiducial differential VBF cross section measurement in OO1,jj(c̃zz = 1)
bins at 139 fb−1, 300 fb−1and 3000 fb−1and for different template fit variable: mjj vs. ∆ηjj (a and c) and
NN2j

V BF (b and d). Only statistical uncertainties have been considered.
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Chapter 74119

Limits on Beyond Standard Model4120

Physics from H → ZZ∗→ 4l decay4121

channel4122
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4133

7.1 Interpretation of the differential cross section measure-4134

ments4135

In this section, the interpretation of the results shown in the previous Chapter 6 are4136

presented. The results have been used to constrain possible Beyond Standard Model contact4137

interaction of the Higgs or Z boson with leptons, or non-Standard Model values of the b-4138

and c− quark Yukawa couplings.4139

7.1.1 Pseudo-Observables4140

Limits are set on modified Higgs boson interactions within the framework of Pseudo-4141

Observables [15]. In this analysis, the couplings related to the both flavour universal and4142

flavour violating contact-interaction of the Higgs decay are considered as outlined in [30].4143

The considered scenarios are:4144
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§7.1 Interpretation of the differential cross section measurements

1. Linear EFT-inspired: (κZZ vs. εZ`(R)), where εZ`(L) = 0.48 εZ`(R) [29], εZe(R,L) =4145

εZµ(R,L) and other ε→ 0.4146

2. Flavor universal contact terms: (εZ(R) vs. εZ(L)): where εZe(L) = εZµ(L), εZe(R)4147

= εZµ(R), κZZ = 1 and other ε→ 0.4148

3. Flavor non-universal vector contact terms: (εZe(R) vs. εZµ(R)), where εZe(L) =4149

εZe(R), εZµ(L) = εZµ(R), κZZ = 1 and other ε→ 0.4150

4. Flavor non-universal axial contact terms: (εZe(R) vs. εZµ(R)), where εZ`(L) =4151

-εZ`(R), κZZ = 1 and other ε→ 0.4152

Figure 7.1 shows the Feynman diagrams of the process involved in these scenarios, based4153

on the equations derived in Section 1.1.2.3. The contact terms have the same Lorentz4154

structure as the SM term, therefore, the angular distributions are not modified and the4155

contact terms only affect the di-lepton invariant mass spectra. Other Pseudo-Observables4156

affecting the angular distributions, such as ε(CP )
ZZ , ε(CP )

Zγ and ε(CP )
γγ , are not considered in this4157

analysis. Assuming the SM values for all but the tested parameters, limits are set on the4158

contact-interaction coupling strength.4159

Figure 7.1: Feynman diagrams Pseudo-Observables.

The unfolded observable that is sensitive to modifications and able to probe this contact4160

terms is m12 vs. m34.4161

Figures 7.2-7.3 show some examples of how the m12 and m34 shape changes for different4162

coupling values. It can be observed that κZZ has no impact on the shape modification, given4163

that it only affect the overall normalisation of all h→ 4` decays and consequently can only4164

be probed through its effects on the total rates. The contact terms operators, which couple4165

the Higgs to the intermediate boson and two leptons, impact of the shape of the dilepton4166

masses. These could arise via a heavy Z ′ that is integrated out, or via other mechanisms4167

that might not even involve two intermediate bosons.4168
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(f) m34 in εZ`(R)

Figure 7.2: Modification of the m12 and m34 spectra in 2e2µ final state for different value of κZZ , εZ`(R) and
εZ`(L) coupling values in inclusive four lepton final state.
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(d) m34 in εZµ

Figure 7.3: Modification of the m12 and m34 spectra for non-universal flavour couplings εZe (with εZ`(L) =
εZ`(R)) in ``ee final state and εZµ (with εZ`(L) = -εZ`(R)) in ``µµ final state.

7.1.1.1 Signal parametrisation and validation4169

In Section 1.1.2.3 the decay amplitude of an on-shell Higgs boson in four lepton final4170

states has been expressed as function of the POs. If we consider a decay channel h→ 2e2µ,4171

the double differential decay distribution in q1 (m12) and q2 (m34) leads to a quadratic4172

polynomial function in k= (kZZ , εZeL, εZµL, εZeR, εZµR), therefore the decay amplitude4173

can be written as a function of the POs as follows:4174

d2Γh→2e2µ
dm12dm34

=
∑
j≥i

Aijkikj (7.1.1)

The total cross section in each bin of them12 vs. m34 distribution can then be parametrised4175
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§7.1 Interpretation of the differential cross section measurements

as a quadratic function of the POs. However, the acceptance depending on the coupling4176

value can change this form. The acceptance variation as function of the coupling with re-4177

spect to the SM expectation has been studied in each bin and it is shown in Figure 7.4. It4178

changes less than 5% across the coupling values. This small variations can be taken into4179

account by directly parametrising the fiducial cross section with a quadratic function.4180

The fiducial cross section in each bin has been calculated by simulating a grid of coupling4181

values for a given parameter. These values are then fitted with a 2D quadratic function. For4182

the Linear EFT-inspired and universal contact terms scenario, the fit has been performed4183

in the inclusive final state. For the two non-universal lepton flavour scenarios the fit has4184

been done in ``ee and ``µµ final states separately.4185

(a) Linear EFT-inspired (b) Flavour universal contact terms

(c) Flavour non-universal vector contact terms (d) Flavour non-universal axial contact terms

Figure 7.4: Acceptance variation in the inclusive fiducial phase space as a function of the POs for linear-EFT
inspired and flavour universal contact terms scenarios in inclusive final state and flavour non-universal with
vector and axial contact terms scenarios in the ``ee and ``µµ final states.

Figure 7.5 shows the ratio between the predicted cross section at a given coupling value4186

over the predicted Standard Model cross section as function of one coupling, while scanning4187

the other. Figure 7.6 shows the 2D fit of the cross section with the parabolic function. The4188

equations themselves can be found in Appendix C.1.4189
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Figure 7.5: Modification of the predicted XS in the inclusive fiducial phase space as a function of the POs
for linear-EFT inspired and flavour universal contact terms scenarios in inclusive final state and flavour
non-universal with vector and axial contact terms scenarios in the ``ee and ``µµ final states.
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(a) Linear EFT-inspired

(b) Flavour universal contact terms

(c) Flavour non-universal vector contact terms

(d) Flavour non-universal axial contact terms

Figure 7.6: Modification of the predicted XS in 2D coupling space in differential bins on m12 vs m34 as a
function of the POs in linear-EFT inspired and flavour universal contact terms scenarios in inclusive final
state and flavour non-universal with vector and axial contact terms scenarios in the ``ee and ``µµ final
states. White dots are the Montecarlo points, while the orange surface is the fitted 2D quadratic function.
The fit residuals are shown on the right plots.

215



§7.1 Interpretation of the differential cross section measurements

In the lepton flavour violation scenarios the different coupling values only impact the4190

cross section in the final states in which the sub-leading lepton pair has the same flavour as4191

the anomalous contact coupling. Different εZµ change the cross sections in the ``µµ decay4192

channel, but εZe has no impact on this final state.4193

To extract the expected exclusion limits on the couplings in each scenario, the parametri-4194

sation of the cross sections are incorporated into the likelihood. The detail of the statistical4195

analysis are described in the Section 7.1.1.2.4196

To check the validity of the parameterisation, additional points are generated around4197

the expected 68% and 95% limits. For these, the expected exclusion is calculated using4198

the parametrised function (NLL(XSparam)) and the unfolded results for each simulated point4199

(NLL(XSMC)). For all interpretations the difference between the two methods has been4200

evaluated:4201

∆NLL = NLL(XSparam)−NLL(XSMC)
NLL(XSparam) (7.1.2)

and it results < 5%, as shown in Figure 7.7. Figure 7.8 shows the simulated points around4202

the expected 68% and 95% limits for the Linear-EFT inspired and flavour universal contact4203

scenarios.4204
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Figure 7.7: Percent difference between the two exclusion methods for all the interpretation scenarios.
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§7.1 Interpretation of the differential cross section measurements

Figure 7.8: Generated point around the expected 68% and 95% limits for the Linear-EFT inspired and
flavour universal contact term scenarios.

7.1.1.2 Statistical Analysis and Coverage Studies4205

The cross section parametrisation is implemented in the likelihood function in Equation4206

6.4.20 through the cross sections σfid
j in Equation 6.4.9. The new Parameters of Interest4207

(POI) are the Pseudo-Observables (which will be referred to simply as general κ in this4208

section for simplicity).4209

The profile likelihood ratio is used as statistical test, which is always computed with re-4210

spect to a given hypothesis (corresponding to the denominator in the Equation 6.4.21). The4211

profile likelihood ratio is computed with respect to the best fit value from the parametrised4212

model with κ the couplings σ(κ̂):4213

− 2 lnλ = −2 ln L(σ(κ), ˆ̂
θ(κ))

L(σ(κ̂), θ̂)
. (7.1.3)

The double-differential cross section measurements in m12 vs m34 are performed in five4214

m12 vs m34 bins, which are then mapped to an exclusion plane in 2 coupling dimensions (24215

POI) to determine the 68% and 95% confidence level interval in the two couplings under4216

investigation in a given scenario.4217

The profile likelihood ratio method relies on the assumption that the quantity −2 lnλ4218

behaves as a χ2 distribution, and the number of degrees of freedom (DOF) is given by the4219

number of POI that we are fitting. In this case, it should behave as a χ2 distribution with4220

two degrees of freedom.4221

To validate this assumption, ∼10000 toy datasets have been generated at the Standard4222

Model point (κ = 1 and ε=0) and then fitted to extract the corresponding coupling values4223

and check the coverage. Figure 7.9 show the results of the coverage test. The 2D plots4224

show the distribution of the toy results distributed in the 2D coupling phase space together4225

with the expected confidence level at 68% and 95%. The distribution of the −2 lnλ is also4226

reported with a χ2 fit function to check the number of degrees of freedom.4227
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Figure 7.9: The right plots show the 2D distribution of the toys generated at SM point together with the
expected confidence level at 68% and 95%. The left plots show the distribution of the −2 lnλ with a χ2 fit
function to check the number of degrees of freedom.
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§7.1 Interpretation of the differential cross section measurements

It can be seen that for some scenarios the fitted number of degrees of freedom is far4228

from the expected value of 2, and the distribution of the fitted coupling points in the 2D4229

phase space is not uniform as expected. These effects are related to the model used for4230

the cross section parametrisation. For example in the flavour non-universal vector contact4231

term scenario, the cross section model in Figure 7.5c shows a minimum when the Beyond4232

Standard Model cross section is equal to the Standard Model one. This means that all the4233

downward fluctuations of the data cannot be absorbed by the parametrisation, and all the4234

toys with cross section values below the SM expectation, provide coupling values close to4235

the minimum of the model. All the points in Figure 7.9c accumulate around εZe = 0 and4236

εZµ = 0.4237

An alternative statistical approach has been used to provide the limits on the POs which4238

is able to deal with the downward fluctuation of the data and respect the coverage and the4239

asymptotic approximation.4240

The profile likelihood ratio is computed with respect to the best fit value from the cross4241

section measurements in m12 vs m34 bins σ̂:4242

− 2 lnλ = −2 ln L(σ(κ), ˆ̂
θ(κ))

L(σ̂, θ̂)
. (7.1.4)

The conditional fit (numerator) is the same as the previous approach. But the uncon-4243

ditional fit (denominator) is now computed to extract the cross sections from m12 vs m344244

distribution and not more the couplings κ. In this case, the POIs are the 5 cross sections4245

in m12 vs m34 bins for the lepton flavour universal scenarios, and 10 POIs for the lepton4246

flavour non-universal scenarios given that the measured is performed in the two final states4247

``µµ and ``ee. In this case, the profile likelihood ratio should behaves as a χ2 distribution4248

with 5 or 10 degrees of freedom.4249

Also in this case, ∼10000 toy datasets have been generated at the Standard Model point4250

(σi = σexp
i ) and then fitted to extract the corresponding cross section values and check the4251

coverage.4252

Figure 7.10 show the distribution of the −2 lnλ fitted with a χ2 function to check the4253

number of degrees of freedom. It can be seen that the number of degrees of freedom is close4254

to the expected values. The number of DOF obtained from these fits in all the scenarios4255

have been used to calibrate the limits in the exclusion plots. The number of degrees of4256

freedom obtained with the two approaches are summarised in Table 7.1.4257

After adjusting the number of DOF, a further check of coverage has been done, given4258

that in this case the toys generated in the cross section phase space cannot be mapped to4259

the coupling phase space. To check the coverage in the coupling space, toy datasets have4260

been generated at each couple of coupling value (PO1, PO2). A negative log-likelihood dis-4261

tribution has been built for each toy dataset and an exclusion area at the point (PO1, PO2)4262

has been computed from the integral of the NLL distribution with values greater than the4263

NLL obtained from the usual conditional fit −2 lnL(σ(κ), ˆ̂
θ(κ)).4264

Figure 7.11 show an example of this check performed on the Linear-EFT inspired sce-4265
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(a) Linear EFT-inspired (b) Flavour universal contact terms

(c) Flavour non-universal vector contact terms (d) Flavour non-universal axial contact terms

Figure 7.10: Distribution of the −2 lnλ of the toys generated at SM point with a χ2 fit function to check the
number of degrees of freedom.

Scenario #DOF PO model #DOF XS measurements
Linear - EFT inspired 1.93 4.74
LFU contact term 1.44 4.76

LFV vector contact term 1.43 9.72
LFV axial contact term 2.01 9.79

Table 7.1: Number of DOF obtained from toys with the two statistical approaches for the Pseudo-Observable
scenarios.

nario. The blue line correspond to the 68% and 95% CL obtained from the profile likelihood4266

fit and the orange are the CL obtained from the percentage of toys excluded (32% and 5% re-4267

spectively), and they match. Examples of the NLL distribution at given points (PO1, PO2)4268

with the NLL value from the conditional fit (red line) are also reported. This further test4269
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(c) NLL toy in κZZ = 0.9, εL = 0

Figure 7.11: a 2D toy scan performed generating toys in a grid of 50x50 points (κZZ , εL). The blue line
correspond to the 68% and 95% CL obtained from the profile likelihood fit and the orange are the CL
obtained from the percentage of toys excluded (32% and 5% respectively). NLL distribution in b (κZZ =
1.02, εL = −0.1) and c (κZZ = 0.9, εL = 0) with the NLL value from the conditional fit (red line)

validate the respect of the asymptotic approximation of the second approach.4270

7.1.1.3 Systematics4271

The impact of the systematics was investigated by varying the renormalization and4272

factorization scale in Madgraph. These variation are approximately the same across all4273

coupling values across all bins sensitive to modification. Examples of the systematics for4274

different scenarios are shown in Figure 7.12.4275

These systematics modify the production modes, therefore, we can apply this as a flat4276

systematic for each bin of m12 versus m34. However, as the MC is at NLO accuracy,4277

the derived scale variation are significantly large. Instead, we choose to apply the Higgs4278

systematics recommended by the LHCXSWG as the theoretical uncertainty as they are4279

calculated at a higher order and have an approximately 5% impact across the mass spectrum.4280

221



§7.1 Interpretation of the differential cross section measurements

m12m34 bin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
id

 X
S

/S
M

0.6

0.8

1

1.2

1.4

1.6

1.8

2

mur_0p5muf_0p5
mur_0p5muf_1
mur_0p5muf_2
mur_1muf_0p5
mur_1muf_1
mur_1muf_2
mur_2muf_0p5
mur_2muf_1
mur_2muf_2

4l→ZZ →H 

Linear EFT-inspired

m12m34 bin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
id

 X
S

/S
M

0.6

0.8

1

1.2

1.4

1.6

1.8

2

mur_0p5muf_0p5
mur_0p5muf_1
mur_0p5muf_2
mur_1muf_0p5
mur_1muf_1
mur_1muf_2
mur_2muf_0p5
mur_2muf_1
mur_2muf_2

4l→ZZ →H 

Flavour universal contact terms

m12m34 bin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
id

 X
S

/S
M

0.6

0.8

1

1.2

1.4

1.6

1.8

2

mur_0p5muf_0p5
mur_0p5muf_1
mur_0p5muf_2
mur_1muf_0p5
mur_1muf_1
mur_1muf_2
mur_2muf_0p5
mur_2muf_1
mur_2muf_2

4l→ZZ →H 

Flavour non-universal vector contact
terms

m12m34 bin

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

F
id

 X
S

/S
M

0.6

0.8

1

1.2

1.4

1.6

1.8

2

mur_0p5muf_0p5
mur_0p5muf_1
mur_0p5muf_2
mur_1muf_0p5
mur_1muf_1
mur_1muf_2
mur_2muf_0p5
mur_2muf_1
mur_2muf_2

4l→ZZ →H 

Flavour non-universal axial contact
terms

Figure 7.12: Systematic variations for all the interpretation scenarios.

7.1.1.4 Results4281

In this section, the expected and observed results are reported with both statistical4282

approaches described in the previous section. They are shown in Figure 7.13 and in all4283

the plots the p-value is reported. It represents the probability of compatibility between the4284

data and the m12 vs m34 prediction corresponding to the best-fit values of POs, in each4285

scenario. It is computed from the unconditional fits performed with the two approaches:4286

the "PO model" approach provides the best-fit values of POs instead the "XS measurement"4287

approach provides the best-fit of the cross sections, then:4288

p-value =
∫ ∞
NLL( ˆσobs)

χ2(NLL) dNLL where NLL = −2 ln L(σ(κ̂), θ̂)
L(σ̂, θ̂)

(7.1.5)

In this way, the exclusion limits of the "XS measurement" approach (NLLσ) and the exclusion4289

limits of the "PO model" (NLLκ) can be related given that the two negative log-likelihood4290

are related:4291

CL(NLLσ) = p-value× CL(NLLκ) ⇒ L(σ(κ), ˆ̂
θ(κ))

L(σ̂, θ̂)
= L(σ(κ̂), θ̂)
L(σ̂, θ̂)

× L(σ(κ), ˆ̂
θ(κ))

L(σ(κ̂), θ̂)
(7.1.6)
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(c) Flavour non-universal vector contact terms
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Figure 7.13: Observed (black line) and expected (blue line) exclusion plots for the four scenarios with the
two statistical approaches: "PO model" on the right and "XS measurement" on the left. The dashed line
represents the 68% CL and the continuous line the 95% CL.
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The final results have been provided in the "PO model" approach, given that it provides4292

limits to the best fit of the POs, which is a BSM measurement of the couplings, together4293

with the p-value with respect to the data. Figure 7.14 shows the observed results. The4294

corresponding 95% confidence intervals for each of the parameters are listed in Table 7.2.4295
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Figure 7.14: Observed exclusion plots for the four scenarios. The dashed line represents the 68% CL and
the continuous line the 95% CL.

Further checks: profiled Asimov test4296

The observed exclusion limits in Section 7.1.1, based on the profile likelihood ratio test,4297

shows different shapes with respect to the expected limits. For example, in the universal4298

contact terms scenario, the 68% CL shows a discontinuity for coupling value (εL, εR) around4299

(-0.20,-0.05). To verify that this effect is due to the statistical fluctuations, Asimov datasets4300

have been generated with the observed cross sections and several checks have been done on4301

the bins with the most significant fluctuations. We expect that the effect of these fluctuations4302

is linked to the quadratic model used to parametrise the cross section as function of the4303
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Interpretation Parameter best-fit value 95% confidence interval

EFT-inspired εL = 0.03 [−0.25, 0.17]
κZZ = 0.93 [0.51, 1.16]

Flavour non-universal vector εZe = -0.005 [−0.097, 0.082]
εZµ = 0.054 [−0.131, 0.114]

Flavour non-universal axial-vector εZe = -0.022 [−0.056, 0.012]
εZµ = 0.008 [−0.016, 0.033]

Table 7.2: Confidence intervals for the scenarios considered in the Pseudo-Observables framework. Based
on the observed 2D exclusion contours, 1D exclusion intervals are provided for the EFT-inspired, flavour
non-universal vector, and flavour non-universal axial-vector scenarios. The observed limits are calculated
while profiling the other parameters of interest. For the EFT-inspired interpretation, the limits are derived
assuming κZZ ≥ 0. This constraint has no impact on the limit as the analysis is not sensitive to the sign of
this parameter.

coupling values, making them more or less probable, depending on the observed cross section4304

values.4305

Looking at the cross section results in the universal contact term scenario in Table 7.3,4306

the observed cross section in bin 1 has been chosen for this test given that it is 29% higher4307

than the expected. Three different asimov datasets have been generated, changing the value4308

of this injected cross section from the expected cross section value to the 29% higher. The4309

injected cross section values chosen are then 1, 1.2, 1.29 times the expected value. The4310

results are shown in Figure 7.15. The fluctuations of the cross section measurements in this4311

bin result in the break of 68% CL for the coupling values (εL, εR) ∼ (−0.20.,−0.05) for4312

which the model shows a minimum (Figure 7.17 - on the left). Similar effect can be seen4313

in the Linear-EFT scenario (Figure 7.16), in which we have miss the 68% CL around the4314

couplings values corresponding to a minimum of the model (Figure 7.17 - on the right).4315

This test has been done also in the non-universal scenarios. Looking at the cross sections4316

in Table 7.4, the one in bin 3 has been used for the test, because it is 42% lower in the4317

``ee final state than the expected. As for the flavour universal contact term scenario, three4318

asimov datasets have been generated, injecting a cross section in bin 3 equal to 1, 0.8, 0.584319

times the expected value and the results are shown in Figure 7.18 and Figure 7.19. In this4320

case the fluctuations of the cross sections result in a shift of the exclusion limits in the axial4321

scenario, and in a change of the εZe limit in the vector case, due to the asymmeric shape of4322

the model in the first case (Figure 7.20 - on the top) and to the parabolic behaviour around4323

the SM value in the second case (Figure 7.20 - on the bottom). In these scenarios, the check4324

has been done also changing the bin 3 cross section in ``µµ final state, that is 19% higher4325

than the expected, and the exclusion limits change in the opposite way with respect to the4326

previous case.4327
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Figure 7.15: Observed exclusion limits (black lines) compared with ones obtained from the asimov dataset
(blue lines) generated with σbin1incl equal to 1 (on the left), 1.2 (in the center), 1.29 (on the right) times the
expected value, and the others XS equal to the SM value, in the universal contact terms scenario.
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Figure 7.16: Observed exclusion limits (black lines) compared with ones obtained from the asimov dataset
(blue lines) generated with σbin1incl equal to 1 (on the left), 1.2 (in the center), 1.29 (on the right) times the
expected value, and the others XS equal to the SM value, in the Linear-EFT scenario.
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Figure 7.17: Modification of the predicted cross section in bin1 of m12 vs. m34 distribution as function of
the εL for Linear-EFT (on the left) and universal contact terms (on the right) scenarios.
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Figure 7.18: Observed exclusion limits (black lines) compared with ones obtained from the asimov dataset
(blue lines) generated with σbin3``ee equal to 1 (on the left), 0.8 (in the center), 0.58 (on the right) times the
expected value, and the others XS equal to the SM value, in the non-universal axial contact terms scenario.
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Figure 7.19: Observed exclusion limits (black lines) compared with ones obtained from the asimov dataset
(blue lines) generated with σbin3``ee equal to 1 (on the left), 0.8 (in the center), 0.58 (on the right) times the
expected value, and the others XS equal to the SM value, in the non-universal vector contact terms scenario.
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Figure 7.20: Modification of the predicted cross section in bin1 of m12 vs. m34 distribution as function of
the εZe in ``ee final states for the non-universal axial (on the left) and vector (on the right) contact terms
scenarios.
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POI XS Exp [fb] XS Obs [fb] Rel. Error XSObs
XSExp

σbin0incl 0.30+0.13
−0.12 0.19+0.13

−0.11
+68.6%
−59.0% 0.63

σbin1incl 0.40+0.10
−0.09 0.51+0.12

−0.10
+22.9%
−20.3% 1.29

σbin2incl 0.47+0.13
−0.110 0.49+0.13

−0.11
+25.5%
−22.2% 1.04

σbin3incl 1.17+0.20
−0.184 1.14+0.20

−0.18
+17.7%
−16.1% 0.97

σbin4incl 1.07+0.23
−0.211 0.83+0.21

−0.19
+25.5%
−22.8% 0.78

Table 7.3: Expected and observed cross sections in each category of m12 vs. m34 distribution in the inclusive
final state, using data corresponding to an integrated luminosity of 139 fb−1. The columns correspond to the
parameter of interest, the expected and the observed cross section with errors, the corresponding relative
errors listed in percentage and the ratio between the observed and expected cross sections.

POI XS Exp [fb] XS Obs [fb] Rel. Error XSObs
XSExp

σbin0``µµ 0.15+0.08
−0.07 0.07+0.07

−0.05
+100%
−65.7% 0.47

σbin1``µµ 0.20+0.07
−0.06 0.26+0.07

−0.06
+29.0%
−24.7% 1.31

σbin2``µµ 0.24+0.08
−0.07 0.26+0.08

−0.07
+30.7%
−26.4% 1.10

σbin3``µµ 0.59+0.12
−0.11 0.70+0.13

−0.12
+18.6%
−16.9% 1.19

σbin4``µµ 0.54+0.13
−0.12 0.48+0.13

−0.12
+27.5%
−25.0% 0.89

σbin0``ee 0.15+0.11
−0.09 0.12+0.11

−0.09
+92.7%
−74.8% 0.83

σbin1``ee 0.20+0.08
−0.07 0.24+0.09

−0.08
+38.5%
−31.2% 1.23

σbin2``ee 0.24+0.11
−0.09 0.23+0.11

−0.09
+46.4%
−37.8% 0.99

σbin3``ee 0.58+0.18
−0.16 0.34+0.15

−0.13
+44.2%
−38.1% 0.58

σbin4``ee 0.54+0.19
−0.17 0.38+0.17

−0.15
+44.9%
−38.7% 0.72

Table 7.4: Expected and observed cross sections in each category of m12 vs. m34 distribution in the ``ee and
``µµ final states, using data corresponding to an integrated luminosity of 139 fb−1. The columns correspond
to the parameter of interest, the expected and the observed cross section with errors, the corresponding
relative errors listed in percentage and the ratio between the observed and expected cross sections.

7.1.2 κ-framework: constraint on Yukawa couplings4328

The coupling of the Higgs boson to the top and bottom quark have been previosuly4329

measured. Measuring the coupling of the Higgs boson to lighter quarks, such as the charm4330

quark, has been much more difficult due to small branching fractions in channels (h →4331

J/ψγ → µ+µ−) or large QCD backgrounds (V H(→ cc̄)). However, it was recently proposed4332

that the coupling can be constrained with current LHC data by analysing modifications to4333

the pHT shape [16]. In particular the effects of BSM contributions to the coupling modifiers4334

for the Higgs boson to charm quark ,κc, and for the Higgs boson to bottom quarks, κb, have4335

been investigated in this interpretation.4336

For this interpretation, three scenarios have been considered, based on which quantities4337
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can be modified by the presence of the anomalous couplings, with an increasing level of4338

model dependency:4339

1. The cross section is fixed to the SM but the pHT shape can be modified4340

2. The cross section and pHT shape can be modified4341

3. The cross section and pHT shape and branching ratio can be modified4342

In these interpretations κb is simultaneous fit alongside κc. This is so that any large devia-4343

tions for lighter generation quark with charge = -1/3 can be seen from κb.4344

The coupling between the Higgs boson and the charm quark can be investigated in4345

different signatures of gluon and quark initiated processes, as shown in Figure 7.21. In this4346

analysis, the gluon predictions have been provided by the authors of the paper [16] using4347

RaDISH and the quark initiated have been generated using Madgraph using the 5FS and4348

LHAPDF.4349

Figure 7.21: Feynman diagrams showing coupling between the Higgs boson and charm quark.

Figure 7.22 show how the pHT shape changes for different κc values for both gluon and4350

quark initiated processes.4351

(a) Gluon initiated process (b) Quark initiated process

Figure 7.22: Modification to the pHT shape from gluon- (left) and quark- (right) initiated processed.
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7.1.2.1 Signal parametrisation4352

This interpretation follows the same strategy used for the Pseudo-Observables interpre-4353

tation, with some differences in the three scenarios:4354

• Modification to only on p4`
T shape. The total cross section is assumed to be the4355

one fitted from data. The cross sections in each pHT bin have been parametrised as4356

a function of κb and κc values, adding a normalisation factor µ common to all the4357

parametrised cross sections:4358

XSBSM
bin

XSSM
bin

= µ
∑
i≥j

cbin
i,j κiκj (7.1.7)

where cbin
i,j are the coefficient of the quadratic function used in the parametrisation for4359

each pHT bin.4360

• Modifications to p4`
T differential cross section. Same approach has been used for4361

the Pseudo-Observable, the cross section has parametrised as a function of κb and κc4362

values in each bin of pHT :4363

XSBSM
bin

XSSM
bin

=
∑
i≥j

cbin
i,j κiκj (7.1.8)

• Modifications to p4`
T differential cross section and to BR. The cross section4364

has been parametrised as before, and also the Branching Ratio H → ZZ∗ has been4365

parametrised as function of κb and κc as follow:4366

BRBSM
ZZ

BRSM
ZZ

= Γtot
κ2
b · Γbb̄ + κ2

c · Γcc̄ + f(κb, κc) · Γgg + Γrest
(7.1.9)

where f(κb, κc) is assumed to follow the same dependance as the cross section for the4367

H → gg decay and Γrest = Γττ + Γγγ + ΓZγ + ΓZZ + ΓWW .4368

Figure 7.23 shows the modification of the cross section as function of the coupling with4369

2D parabolic fit for the first two scenarios; Shape only and Cross section only in a couple4370

of p4`
T example bin.4371

The modification of the acceptances for the quark initiated samples are also reported in4372

Figure 7.24. For the gluon initiated processes the acceptance has been taken from NNLOPS.4373

Similar to the Pseudo-Observable approach, as the parametrisation is performed on the4374

fiducial cross section measurement, the acceptance modifications are factorised.4375
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(a) Shape Only

(b) XS Only

Figure 7.23: Modification of the predicted XS in different bins of pHT as a function of κb and κc.
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Figure 7.24: Modification of the acceptance in pHT bin for different (a) κb (with κc = 1) and (b) κc (with
κb = 1) values.
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7.1.2.2 Statistical Analysis and Coverage Studies4376

In this interpretation, the same statistical analysis of the Pseudo-Observable described4377

in Section 7.1.1.2 has been used. Also in this case both the statistical approaches have been4378

tested:4379

• "Yukawa model". The profile likelihood ratio−2 lnλ is computed with respect to the4380

best fit value from the parametrised model with the κ couplings σ(κ̂). The asymptotic4381

approximation lies on the assumption that −2 lnλ behaves as a χ2 distribution with4382

two DOF (POI: κb, κc).4383

• "XS measurement". The profile likelihood ratio −2 lnλ is computed with respect to4384

the best fit value from the cross section measurements in p4`
T bins σ̂. The asymptotic4385

approximation lies on the assumption that −2 lnλ behaves as a χ2 distribution with4386

ten DOF (POI: σ in each p4`
T bin).4387

For this interpretation, the model presents the same coverage issue shown for the Pseudo-4388

Observable. The BSM model presents a minimum when the BSM cross section is equal to4389

the SM and the downward fluctuations cannot be absorbed. It can be seen by generating ∼4390

10000 toys at SM point for each scenario. Figure 7.25 show the 2D distribution of the toy4391

results distributed in the coupling phase space together with the expected confidence level4392

at 68% and 95%. The distribution of the −2 lnλ is also reported with a χ2 fit function to4393

check the number of degrees of freedom.4394

Also in this case, the alternative "XS measurement" approach has been investigated and4395

the coverage checked always generating ∼ 10000 toys at SM point for each scenario. Figure4396

7.26 show the distribution of the −2 lnλ fitted with a χ2 function to check the number of4397

degrees of freedom. It can be seen that the number of degrees of freedom is close to the4398

expected value of 10. The number of DOF obtained from these fits in all the scenarios have4399

been used to calibrate the limits in the exclusion plots. The number of degrees of freedom4400

obtained with the two approaches are summarised in Table 7.5.4401

Scenario #DOF Yukawa model #DOF XS measurements
Shape Only 2.15 9.48
XS Only 0.78 9.57

XS and BR 1.30 9.53

Table 7.5: Number of DOF obtained from toys with the two statistical approaches for the Yukawa couplings
interpretation.

232



§7.1 Interpretation of the differential cross section measurements

Bκ

6− 4− 2− 0 2 4 6 8 10 12

C
κ

20−

10−

0

10

20

30

40

4l→ZZ* →H 
-113 TeV, 139 fb

Stat Only- 68% CL.

Stat Only- 95% CL.

SM

Toys

deltaNLL

2 4 6 8 10 12 14 16 18 20
0

50

100

150

200

250

4l→ZZ* →H 
-113 TeV, 139 fb

Toys: 9989.00

Mean: 2.101

Width: 1.983

NDOF: 2.15

(a) Shape Only

Bκ

6− 4− 2− 0 2 4 6

C
κ

15−

10−

5−

0

5

10

15

20

25

30

4l→ZZ* →H 
-113 TeV, 139 fb

Stat Only- 68% CL.

Stat Only- 95% CL.

SM

Toys

deltaNLL

0 2 4 6 8 10 12 14 16
0

200

400

600

800

1000

1200

1400

1600

1800

2000

4l→ZZ* →H 
-113 TeV, 139 fb

Toys: 9995.00

Mean: 0.931

Width: 1.377

NDOF: 0.78

(b) XS Only

Bκ

2− 1.5− 1− 0.5− 0 0.5 1 1.5

C
κ

8−

6−

4−

2−

0

2

4

6

8

10

12

4l→ZZ* →H 
-113 TeV, 139 fb

Stat Only- 68% CL.

Stat Only- 95% CL.

SM

Toys

deltaNLL

0 2 4 6 8 10 12 14
0

200

400

600

800

1000
4l→ZZ* →H 

-113 TeV, 139 fb

Toys: 9956.00

Mean: 1.390

Width: 1.608

NDOF: 1.30

(c) XS and BR

Figure 7.25: The right plots show the 2D distribution of the toys generated at SM point together with the
expected confidence level at 68% and 95%. The left plots show the distribution of the −2 lnλ with a χ2 fit
function to check the number of degrees of freedom.
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(a) Shape Only (b) XS Only

(c) XS and BR

Figure 7.26: Distribution of the −2 lnλ of the toys generated at SM point with a χ2 fit function to check the
number of degrees of freedom.

7.1.2.3 Systematics4402

Theory systematics are considered separately for gluon and quark initiated processes.4403

For gluon initiated processes, variations in the renormalisation, factorisation and matching4404

scale are considered. The largest up and down variation across all κb and κc values is4405

taken and applied as a flat systematic for each pHT bin. For quark initiated processes the4406

normalisation and factorisation scale are varied in an 8-point variation. Again, the largest4407

variation across all κb and κc is applied as a flat systematic in each pHT bin. The variations4408

for the SM point are shown in Figure 7.27 for the gluon initiated process on the left and the4409

quark initiated process on the right. Note that the last bin is not considered when choosing4410

the largest variation. Approximately, a 20% impact is observed in the expected limits.4411
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Figure 7.27: Scale variations for the gluon (left) and quark (right) initiated processes for the SM point

7.1.2.4 Results4412

In this section the expected and observed results are reported with both statistical4413

approaches described in the previous section. They are shown in Figure 7.28 and in all the4414

plots the p-value is reported. It represents the probability of compatibility between the data4415

and the p4`
T prediction corresponding to the best-fit values of κb, κc in each scenario.4416

Comparison between statistical approaches4417

In this interpretation, the coverage problem leads to a quite different results in terms of4418

exclusion limits. Indeed in all the scenarios the p-value is about 10%. It can be seen that4419

in the "XS measurement" approach, the 68% CL is not shown, given that the compatibility4420

between the data and the model used for the parametrisation is 10%. Instead in the "Yukawa4421

model" approach, the limit is showed.4422

It is possible to verify the relation between the two approaches, given by Equation 7.1.6.4423

Given that the model is compatible with the data at 10%, to have an exclusion limits of4424

5% in the "XS measurement" approach (NLLσ), an exclusion limit at 50% have to be set in4425

the "Yukawa model" approach (NLLκ). The comparison between the two limits is shown in4426

Figure 7.29 for the Shape Only and XS Only scenarios and they match. This means that4427

to provide the results using the theoretical model approach in the statistical analysis, it is4428

necessary provide also the p-value as complementary information.4429

The final results have been provided in the "Yukawa model" approach, as has been done4430

for the Pseudo-Observables. Figure 7.30 shows the observed results. The NLL scans along4431

the κc coupling with free κb coupling in the fit for the three scenarios are shown in Figure4432

7.31. In Figure 7.32, the p4`
T differential cross section measurement is reported together with4433

prediction at 95% CL from the Shape Only scenario overlaid (with SM κb=1).4434

The 95% confidence intervals for the first and second scenarios are also listed in Table 7.6.4435

These are comparable to results from direct searches in V H,H → cc̄ [198,199]. Constraining4436

κb to the results from Ref. [200] leads to a less than 5% improvement in the observed limits4437
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Figure 7.28: Observed (black line) and expected (blue line) exclusion plots for the three scenarios with the
two statistical approaches: "Yukawa model" on the right and "XS measurement" on the left. The dashed line
represents the 68% CL and the continuous line the 95% CL.

for κc for the scenarios considered.4438
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Figure 7.29: Comparison between the two 95% CL obtained with the "XS measurement" approach and with
the "Yukawa model" taking into account the compatibility with the data using the p-value for the Shape
Only and XS Only scenarios .

b
κ

4− 2− 0 2 4 6

c
κ

15−

10−

5−

0

5

10

15

20

25 ATLAS

 4l→ ZZ* →H 
1 = 13 TeV, 139 fbs

Best Fit pvalue: 0.10

Best Fit

68% CL.

95% CL.

SM

(a) Shape Only

b
κ

3− 2− 1− 0 1 2 3 4

c
κ

10−

5−

0

5

10

15

20
ATLAS

 4l→ ZZ* →H 
1 = 13 TeV, 139 fbs

Best Fit pvalue: 0.09

Best Fit

68% CL.

95% CL.

SM

(b) XS Only

bκ

2− 1.5− 1− 0.5− 0 0.5 1 1.5

c
κ

8−

6−

4−

2−

0

2

4

6

8

10

12 ATLAS

 4l→ ZZ* →H 
1 = 13 TeV, 139 fbs

Best Fit pvalue: 0.10

Best Fit

68% CL.

95% CL.

SM

(c) XS and BR

Figure 7.30: Observed exclusion plots for the four scenarios. The dashed line represents the 68% CL and
the continuous line the 95% CL.
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Figure 7.31: Expected and observed NLL scan for the Yukawa coupling κC .

Interpretation Parameter best-fit value 95% confidence interval

Modifications to only p4`
T shape κc = −1.1 [−11.7, 10.5]

κb = 0.28 [−3.21, 4.50]

Modifications to p4`
T predictions κc = 0.66 [−7.46, 9.27]

κb = 0.55 [−1.82, 3.34]

Table 7.6: Confidence intervals for the Yukawa couplings. Based on the observed 2D exclusion contours, 1D
exclusion intervals are only provided for interpretations where modification to the p4`

T shape and predictions
are considered. The observed limits are calculated while profiling the other parameter of interest.
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Figure 7.32: pT,4` differential cross section measurement compared with predictions at 95% confidence level
for κC for the Shape Only scenario.

7.2 CP-violation in Effective Field Theory using Optimal Ob-4439

servables4440

In this section some preliminary expected results for the CP violation search in the4441

H → ZZ(∗) → 4` decay channel are presented.4442

The limits on possible BSM CP-odd couplings to the HV V vertex can be set with two4443

approaches. One way is the interpretation of the differential cross section measurement of4444

a variable sensitive to CP-odd effects, as the Optimal Observable. Then following exactly4445

the same analysis strategy used for the previous interpretations, a constraint on CP-odd4446

couplings can be set. An alternative approach is with a shape-based analysis. This approach4447

factorise out any possible BSM contribution in the rate, focusing just on the impact on the4448

shape of the variable. Also in this case, the Optimal Observable are the most sensitive to4449

probe this effect.4450

For these preliminary studies, the BSM contribution has been probed only in the VBF4451

vertex, and only VBF BSM samples have been used. All the other signals are SM, but for4452

the shape-based analysis only the ggF and VH have been taken into account (tt̄H and bb̄H4453

has not been included). For the background, only the ZZ∗ process has been considered.4454

7.2.1 Expected Limits from differential cross section measurement4455

Possible CP-odd Higgs boson couplings can be studied in the Effective Field Theory4456

framework, described in Section 1.1.2.2. These couplings can be defined in different basis, it4457

depends if we are dealing with the field eigenstates (Warsaw basis) or with mass eigenstate4458
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(Higgs basis). This study focuses on constraining the c̃zz coupling in the Higgs basis. The4459

presence of an anomalous c̃zz couplings in the VBF vertex can be probed using the differen-4460

tial cross section distribution of the Optimal Observable OO1,jj(c̃zz = 1). The anomalous4461

CP-odd coupling impacts the cross section measurement in each bin of the OO1,jj(c̃zz = 1)4462

as can be seen in Figure 7.33. The acceptance variations due to anomalous c̃zz couplings4463

are shown in Figure 7.34.4464

As for the previous interpretations, also in this case the cross sections have a parabolic4465

behaviour as function of the BSM couplings, and the cross section in each bin can be4466

parametrised with a quadratic function of c̃zz. The cross section in the underflow bin4467

Njets < 2 has not been parametrised given that the anomalous coupling c̃zz is present only4468

in VBF events, which require at least 2 jets.4469
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Figure 7.33: Modification of the predicted XS in different OO1,jj(c̃zz = 1) bins as a function of c̃zz.

In this analysis, only one coupling is probed, while all the other couplings in the Effective4470

Lagrangian (c̃za and c̃aa for the Higgs basis) are set to the SM value, then to be zero. The4471

cross section parametrisation is then implemented in the likelihood function in Equation4472

6.4.20 through the cross sections σfid
j in Equation 6.4.9. The statistical analysis to determine4473

the exclusion limits on c̃zz (which is the new POI) is based on a profile likelihood fit computed4474

with respect to the best fit value from the parametrised model:4475

− 2 lnλ = −2 ln L(σ(C̃zz), ˆ̂
θ(C̃zz))

L(σ̂(C̃zz), θ̂)
(7.2.1)
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Figure 7.34: Modification of the acceptance in different OO1,jj(c̃zz = 1) bins as a function of c̃zz.

Figure 7.35 show the expected limits on c̃zz using the OO1,jj(c̃zz = 1) differential cross4476

section measurement:4477

c̃zz = −0.004 68% CL : [−1.31, 1.33] 95% CL : [−1.97, 1.99] (7.2.2)
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Figure 7.35: Expected NLL scan and expected exclusion limits for c̃zz. The dashed horizontal lines represent
the 68% CL and the 95% CL.
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7.2.2 Expected Limits from Shape-based analysis in VBF production4478

To constraint possible CP-odd Higgs boson couplings an alternative approach rate-4479

independent can be used, relying only on the shapes of the distributions of the kinematic4480

variables. In general this approach is less sensitive to BSM couplings with respect to the4481

rate approach, but the observables can be chosen in a way in which they are sensitive only4482

to CP-odd effects, providing a direct probe of CP-violation in the Higgs sector.4483

In this section, a sensitivity study for a shape-based analysis to test CP violation at the4484

HV V vertex in the VBF Higgs boson production is presented, to constraint of EFT Wilson4485

coefficients targeting CP-odd Higgs boson coupling with vector bosons.4486

7.2.2.1 Analysis Strategy4487

In the shape-based measurement, the shapes of the kinematic variables distributions4488

are used to discriminate between SM and BSM coupling contributions, normalising the4489

distributions to the expected yields or to the data by adding a normalisation parameter µ4490

independent from the BSM coupling.4491

The most sensitive observables to CP-odd effects are the ones already described in Sec-4492

tion 6.3.3. In particular, the production Optimal Observables are matrix element based4493

observable which combine all the the jets and the Higgs boson kinematics information, pro-4494

viding higher sensitivity compared to the other jets or leptons variables. The first order4495

Optimal Observable OO1,jj is more sensitive to CP-odd effects given that it becomes asym-4496

metric in presence of CP-odd contribution. This observable has been used in this analysis.4497

The BMS signal is modelled with simulated VBF +VH -Had samples (LO in QCD)4498

to take into account of interference Feynman diagrams between the two productions, and4499

including the ggF production with its SM contribution. The signal event yields for VBF4500

+VH -Had are scaled to the ones given by the nominal samples VBF and VH , which includes4501

higher order effects.4502

The constraints on possible CP-odd coupling are obtained by performing a binned likeli-4503

hood fit of the expected distributions of the Optimal Observables to the data. The likelihood4504

function is constructed from the Poisson distributions of the observable given an expected4505

signal ns(κBSM), which depends from the couplings, and an expected background nb:4506

L(nobs,OO|κBSM) = Poisson(nobs|µ · ns(κBSM) + nb)× P (OO|µ · ns(κBSM), nb) (7.2.3)

where P (OO|µ · ns(κBSM), nb) is the model of the signal and backgrounds, and µ is the4507

normalisation factor which is a free parameter independent from the BSM coupling, so that4508

the analysis only exploits the shape of the distribution of the Optimal Observable.4509

The exclusion limits on the CP-odd couplings are obtained with the profile likelihood4510

ratio statistical test, scanning the negative-log likelihood to extract the 68% and 95% CL:4511

− 2 lnλ = −2 ln L(OO|κBSM)
L(OO|κ̂BSM) (7.2.4)
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Signal modelling: Morphing4512

To constraint the BSM couplings using the shape-information, the distribution of the Op-4513

timal Observables needs to be modelled, starting from several input shapes of the OO at4514

different coupling values. The signal model is based on the so-called morphing method.4515

This technique allows for a signal prediction in an arbitrary point of the multi-dimensional4516

BSM parameter space by means of interpolation between the cross section predictions at4517

discrete points of this space. It provides a continuous multi-dimensional model starting from4518

few simulated point in the BSM phase space. In this analysis, only one EFT coupling is4519

probed each time. The morphing technique holds under the assumption that the physical4520

quantity T (e.g. cross sections or differential distributions) which needs to be morphed, is4521

proportional to the matrix element of the underlying process:4522

T (g) ∝ |M(g)|2 with M(g) =
∑
i

giMi (7.2.5)

where g is a set of couplings gi, · · · , gi, · · · corresponding to a set of matrix elements Mi.4523

Then, the squared matrix element is a polynomial in the couplings.4524

The other key point of the morphing is that the so-called target distribution of the4525

quantity T , Ttarget(g), can be written as a linear combination of some input distributions of4526

T , Tinput,j , coming from simulation:4527

Ttarget(g)
∑
j

wj(g)Tinput,j with wj(g) =
∑
i

ci,j · gi,j (7.2.6)

where wj(g) are the weights which are related to the couplings gi through polynomial co-4528

efficients. In this analysis, there is a single BSM coupling parameter which appears in the4529

morphing gBSM (c̃zz, c̃za, etc.), and the SM coupling, gSM, then g = gSM, gBSM. The cou-4530

plings in the VBF production mode in the H → ZZ(∗) → 4` decay channel appears twice:4531

in the production vertex and in the decay one. The squared matrix element for the VBF4532

H → 4` process is:4533

|M(gSM, gBSM)|2 = |Mprod(gSM, gBSM)|2 · |Mdec(gSM, gBSM)|2 (7.2.7)

becoming a fourth order polynomial with respect to the gi, with five independent terms.4534

To produce the Ttarget(gSM, gBSM), five base samples Tinput,j(gSM,j , gBSM,j) for j ∈ [1, 5] are4535

needed.4536

The resulting linear system of equations is called morphing matrix and the ci coefficients4537

in the weight wj(g) definition can be computed by inverting the morphing matrix.4538

The base samples choice is an important point of the morphing method, given that4539

from this controls the extrapolation power of the morphing itself. The wider the basis4540

choice is, the higher the prediction power of the morphing, but it can become less reliable4541

in the interpolation part. Given that the goal of the analysis is to perform a sensitivity4542

measurement, the best choice for the morphing base is to choose points close to the expected4543
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limits at 68% and 95% CL, to minimise poor extrapolation effects for the larger limits at4544

95% and have the better estimation of the ones at 68%.4545

Very preliminary studies for the CP-odd measurement in the VBF production using4546

Optimal Observables, showed a good sensitivity in c̃zz and c̃za couplings in the Higgs basis,4547

and in c
HW̃

in the Warsaw basis. In Table 7.7, the bases chosen for this analysis are reported.4548

Coupling Basis
c̃zz 0,±1,±2
c̃za 0,±2,±5
c
HW̃

0,±2,±4

Table 7.7: Morphing bases choice for the CP-odd measurement in VBF production in the most sensitive
couplings.

Optimisation of the measurement4549

In the CP-odd analysis, the Higgs boson candidates are selected in 4` mass window 115 <4550

m4` < 130 GeV, as done also for the differential cross section analysis. The VBF Higgs4551

boson production mode is targeted by selecting Higgs boson candidates which fall into the4552

VBF-enriched category by requiring at least two jets in the final state with an invariant4553

mass of the two leading jets larger than 120 GeV.4554

The major background contribution in the VBF-enriched category comes from the ggF4555

production mode and from the ZZ∗ background, besides the minor signal production ttH4556

and bbH and reducible background. The presence of background decrease the sensitivity of4557

the measurements. It is important to improve the discrimination between the VBF +VH4558

signal and the background processes. This can be achieved with multivariate discriminants4559

using Neural Networks. Based on machine learning technique, these discriminants have been4560

used in the most recent Higgs boson production cross-section measurements analysis in the4561

H → ZZ(∗) → 4` decay channel at 139 fb−1performed in the STXS framework [197]. In this4562

CP-odd analysis the Neural Network NN2j
VBF has been used. This NN has been trained in4563

the STXS 2-jet category, which requires at least two jets and mjj < 120 GeV or p4`
T < 2004564

GeV, to discriminate the VBF signal from the ggF and ZZ∗ background process.4565

The events can be categorised in different NN bins. Choosing the same NN binning used4566

in [197], the percentage of the expected yields in each category are summarised in Figure4567

7.36. The binned likelihood fit can be performed simultaneously in all the categories (NN4568

bins) to extract the VBF signal.4569

In the VBF production the expected yields is very low (∼ 17 events). As such, the4570

binning of the Optimal Observable distribution used to perform the fit have to be optimised4571

to maximise the sensitivity with enough statistics in each bin. The best choice is to define4572

equally populated bins of the Optimal Observable (including all the signals and background4573

events). In Figure 7.37, it can be seen that the equally populated binning choice is much4574

more sensitive to BSM effects in the VBF +VH production.4575
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the m4` Signal Region and in the m4` Control Region.
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Figure 7.37: Optimal Observable OO1,jj(c̃zz = 1) distribution for VBF +VH SM sample with different
CP-odd coupling value c̃zz = ± 2 with equally sized populated bins (a) and with equally populated bins (a).

Figure 7.38 show the comparison of different negative log-likelihood scans performed4576

using OO1,jj(c̃zz = 1) observable on c̃zz couplings as example, with different configura-4577

tions: only VBF-enriched categorisation, adding the Neural Network categories and using4578

OO1,jj(c̃zz = 1) distribution with 12 equally sized bins in the range [−4, 4] or 12 equally4579

populated bins in the range [−10, 10]. It can be seen that the introduction of the Neural4580

Network gives the largest improvement in the sensitivity, of about 40% on the exclusion4581

limits. The equally populated bins provide a further improvement of about 10%.4582

Finally, as done also in the differential cross section measurement analysis, the main4583

backgrounds can be constrained from the data. In this case, the ggF process is a background4584

source, and adding a floating normalisation factor µggF in the PDF, its contribution can be4585

constrained from the fit. The ZZ∗ background does not have a such large contribution in4586

the Signal Region 115 < m4` < 130 GeV to be constrained.4587
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Figure 7.38: NLL comparison with different configurations: only VBF-enriched category using OO1,jj(c̃zz =
1) distribution with 12 equally sized bins (orange line), only VBF-enriched category using OO1,jj(c̃zz = 1)
distribution with 12 equally populated bins (blue line) and adding NN categories (green and purple lines
respectively)

Then a Control Region is defined from the m4` sidebands 105 < m4` < 115 GeV and4588

130 < m4` < 160 GeV, and it is added to the fit categories together with another floating4589

normalisation factor µZZ, which is constrained from the fit.4590

Figure 7.39a show the impact on the limits of the floating normalisation factors in the4591

fit as well as the presence of the Control Region. It can be seen that the impact is negligible4592

on the expected limits. In particular in Figures 7.39b and 7.39c, the fitted µggF and µZZ4593

extracted in the negative log-likelihood scan are reported. It can be seen that the presence4594

of the Control Region constraints the µZZ factor.4595
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Figure 7.39: a NLL scan including the floating normalisation factors to constraint background contribution
ggF b and ZZ∗ c

7.2.2.2 Expected sensitivity4596

The expected sensitivity results in the most sensitive couplings c̃zz, c̃za and c
HW̃

using4597

OO1,jj(c̃zz = 1), OO1,jj(c̃za = 1) and OO1,jj(cHW̃ = 1) Optimal Observable distributions,4598

are showed in Figure 7.40. In Table 7.8, the best limits of each coupling at 68% and 95%4599

CLs are reported.4600
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Figure 7.40: NLL scan along c̃zz (a), c̃za (b) and c
HW̃

(c) fittin Optimal Observables OO1,jj(c̃zz = 1),
OO1,jj(c̃za = 1) and OO1,jj(c

HW̃
= 1).

Coupling 68% CL 95% CL
c̃zz [−0.73, 0.73] [−1.90, 1.82]
c̃za [−1.59, 1/68] [−4.54, 4.51]
c
HW̃

[−1.22, 1.26] [−3.46, 3.82]

Table 7.8: Expected exclusion limits at 68% and 95% CL for CP-odd couplings c̃zz, c̃za and c
HW̃

from
shape-based measurement
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Conclusions4601

In the first part of this thesis work, the challenge for the ATLAS detectors upgrade has4602

been presented. The New Small Wheel Upgrade of the muon spectrometer has entered the4603

mass production phase for what concern the Micromegas quadruplet, with the goal to build4604

all the detectors in time for their installation of the two NSW (NSW-A and NSW-C) during4605

the LS2.4606

At the Frascati National Laboratories has been developed an assembly and validation4607

procedure of the SM1 chambers. Several validation tests is performed on SM1 modules:4608

planarity, readout strips alignment, gas tightness and high voltage stability test. Finally a4609

test with cosmic rays is done to test the performance of the chambers.4610

The high voltage stability has been presented as a critical point of the MM production,4611

and several sources of this problem have been identified and solved. The residual ionic4612

contamination has been reduced with a cleaning procedure, the mesh imperfections with a4613

polishing of the mesh itself, the gas humidity has been solved by increasing the gas flux and4614

the non-uniformity of the readout board resistivity passivating the edge of the board. An4615

extensive study on the resistance of the PCB board related to the layout of the resistive4616

strips has been performed. This work will lead to future improvements on the design of the4617

PCB boards to minimise low resistivity regions and then potential weak points for the high4618

voltage.4619

To date 33 SM1 modules have been produced, 32 to be installed on both NSW and4620

one spare, and they are all at CERN. The first 16 modules has been already installed on4621

the Double-Wedges corresponding to the 8 sectors of the NSW-A. Once the modules arrive4622

at CERN, further HV tests are performed together with irradiation tests at Gamma Ray4623

Irradiation (GIF++) facility. They are then integrated in the Double-Wedges. The final4624

HV test with a different HV scheme (done using a splitter box) is performed together with4625

the final electronics test at Cosmic Ray Stand to validate the DW performance.4626

In the second part inclusive fiducial and differential cross section measurements of the4627

Higgs boson in the H → ZZ∗ → 4l decay channel has been presented. They are based on4628

139 fb−1 of
√
s = 13 TeV proton–proton collisions recorded by the ATLAS detector at the4629

LHC in 2015-2018.4630
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§7.2 CP-violation in Effective Field Theory using Optimal Observables

The inclusive fiducial cross section is measured to be:4631

σfid = 3.38± 0.30(stat.)± 0.11(syst.) fb,

in agreement with the Standard Model prediction σfidSM = 3.41 ± 0.18 fb. Differential cross4632

sections defined in a fiducial region are measured of several observables sensitive to Higgs4633

boson properties and to possible BSM effects. Also in this case a good agreement is found4634

between the data and the predictions of the Standard Model. Respect with the old analysis,4635

several changes as been made as the lepton isolation criteria in the event selection and a4636

matrix unfolding method has been used instead the bin-by-bin correction factor method.4637

Observed results of differential cross section measurements for some variables have been4638

presented in detail in this thesis, those function of the transverse momentum p4
T l, of the4639

number of jets Njets, of the invariant mass of the di-jet system mjj , and of the double-4640

differential m12 vs. m34. Furthermore, also some preliminary expected results of unfolded4641

CP-odd sensitive observables distribution has been presented, in particular of O2, O5 and4642

the Optimal Observable OO1,jj(c̃zz = 1).4643

The prospect to perform a fiducial VBF measurement in the H → ZZ∗ → 4l decay4644

channel has been investigated. With the current available statistics, the expected sensitivity4645

is very low (70% of statistical uncertainty), with an expected VBF fiducial cross section of:4646

σfid
VBF = 0.131+0.096

−0.088(stat.) fb.

The expected results with enhanced statistics at 300 fb−1and 3000 fb−1have been investi-4647

gated, looking at the possibility to have a differential VBF cross section measurement in4648

OO1,jj(c̃zz = 1). An improvement of the sensitivity is expected up to 30% at 3000 fb−1.4649

The differential cross section measurements have been interpreted in different theoretical4650

framework to put constraint on anomalous Higgs boson couplings. The double-differential4651

cross section has been interpreted in the Pseudo-Observables framework, in which the lepton4652

flavour non-universal scenarios have been investigated for the first time and also a parametri-4653

sation of the cross section h→ 4l has been used to extrapolated the exclusion plots. Several4654

coverage test with toys has been performed to validate the statistical analysis. New and4655

more stringent constraints on contact terms interactions in the h→ 4l amplitudes has been4656

introduced, in particular for the flavour non-universal scenarios with helicity structure of4657

the couplings fixed to be vector (εR = εL) or axial (εR = −εL), the observed limits at 95%4658

CL are:4659

Vector: εZe ∈ [−0.097, 0.082] @ 95% CL ; εZµ ∈ [−0.131, 0.114] @ 95% CL,

4660

Axial: εZe ∈ [−0.056, 0.012] @ 95% CL ; εZµ ∈ [−0.016, 0.033] @ 95% CL.

The Higgs boson transverse momentum spectrum has been used to constrain the Yukawa4661

couplings with b− and c− quark, using different approaches with different level of model-4662

dependency. In the most model-independent approach which look at only the modification4663
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§7.2 CP-violation in Effective Field Theory using Optimal Observables

of the p4l
T shape, the observed limits at 95% CL of κc are:4664

κc ∈ [−11.7, 10.5] @ 95% CL.

Finally also preliminary sensitivity studies has been performed for CP-violation search4665

in the H → ZZ∗ → 4l decay channel, both as an interpretation of the differential cross4666

section measurements of the OO1,jj(c̃zz = 1), and with a shape-based analysis looking at4667

BSM effects only on the shape of the Optimal Observable. The expected limits at 95% CL4668

obtained with the two approaches on the c̃zz coupling are:4669

c̃zz ∈ [−1.97, 1.99] @ 95% CL,

4670

c̃zz ∈ [−1.90, 1.82] @ 95% CL.
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Appendix A4672

Fiducial differential cross section4673

results4674

A.1 Measured Data Yields4675
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Figure A.1: The observed and expected (pre-fit) distributions of a m12, and b m34 in the mass region
115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs

boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the
hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and the
ZZ∗ background.
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Figure A.2: The observed and expected (pre-fit) distributions of a |y4`| and b |cos θ∗| in the mass region
115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs

boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the
hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and the
ZZ∗ background.
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Figure A.3: The observed and expected (pre-fit) distributions of a cos θ1 and b cos θ2 in the mass region
115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs

boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the
hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and the
ZZ∗ background.
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Figure A.4: The observed and expected (pre-fit) distributions of a φ, and b φ1 in the mass region 115 <
m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs boson signal

with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band,
which includes the theoretical uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.5: The observed and expected (pre-fit) distributions of Nb−jets in the mass region 115 < m4` <
130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs boson signal with

a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band, which
includes the theoretical uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.6: The observed and expected (pre-fit) distributions of a plead. jet
T , and b psublead. jet

T in the mass
region 115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM

Higgs boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by
the hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and the
ZZ∗ background.
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Figure A.7: The observed and expected (pre-fit) distributions of a ∆ηjj, and b ∆φjj in the mass region
115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs

boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the
hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and the
ZZ∗ background.
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Figure A.8: The observed and expected (pre-fit) distributions of a m4`j, b m4`jj, c p4`j
T , and d p4`jj

T in the
mass region 115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A

SM Higgs boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown
by the hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and
the ZZ∗ background.
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Figure A.9: The observed and expected (pre-fit) distributions of p4`
T in Njets bins in the mass region 115 <

m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at
√

s = 13 TeV. A SM Higgs boson signal
with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band,
which includes the theoretical uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.10: The observed and expected (pre-fit) distributions of p4`
T in |y4`| bins in the mass region 115 <

m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at
√

s = 13 TeV. A SM Higgs boson signal
with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band,
which includes the theoretical uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.11: The observed and expected (pre-fit) distribution in bins of the transverse momentum of the
four-lepton plus leading-jet system vs. the invariant mass of the four-lepton plus leading-jet system, p4`j

T vs.
m4`j. The same distribution in the 2D plane is provided in the inset plot, where the black dots depict data
and the blue and pink shaded areas represent simulated signal and background, respectively. The red lines
depict the bin boundaries. These distributions correspond to the mass region 115 < m4` < 130 GeV, for an
integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs boson signal with a mass mH =

125 GeV is assumed. The uncertainty in the prediction is shown by the hatched band, which includes the
theoretical uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.12: The observed and expected (pre-fit) distribution in bins of the transverse momentum of the
four-lepton system vs. the transverse momentum of the four-lepton plus leading-jet system, p4`

T vs. p4`j
T . The

same distribution in the 2D plane is provided in the inset plot, where the black dots depict data and the
blue and pink shaded areas represent simulated signal and background, respectively. The red lines depict the
bin boundaries. These distributions correspond to the mass region 115 < m4` < 130 GeV, for an integrated
luminosity of 139 fb−1 collected at

√
s = 13 TeV. A SM Higgs boson signal with a mass mH = 125 GeV is

assumed. The uncertainty in the prediction is shown by the hatched band, which includes the theoretical
uncertainties of the SM cross section for the signal and the ZZ∗ background.
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Figure A.13: The observed and expected (pre-fit) distribution in bins of the transverse momentum of the
four-lepton system vs. the transverse momentum of the leading jet, p4`

T vs. plead. jet
T . The same distribution

in the 2D plane is provided in the inset plot, where the black dots depict data and the blue and pink shaded
areas represent simulated signal and background, respectively. The red lines depict the bin boundaries.
These distributions correspond to the mass region 115 < m4` < 130 GeV, for an integrated luminosity of
139 fb−1 collected at

√
s = 13 TeV. A SM Higgs boson signal with a mass mH = 125 GeV is assumed. The

uncertainty in the prediction is shown by the hatched band, which includes the theoretical uncertainties of
the SM cross section for the signal and the ZZ∗ background.
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Figure A.14: The observed and expected (pre-fit) distribution in bins of the transverse momentum of the
leading vs. subleading jet, plead. jet

T vs. psublead. jet
T . The same distribution in the 2D plane is provided in the

inset plot, where the black dots depict data and the blue and pink shaded areas represent simulated signal
and background, respectively. The red lines depict the bin boundaries. These distributions correspond to
the mass region 115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A

SM Higgs boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown
by the hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and
the ZZ∗ background.
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Figure A.15: The observed and expected (pre-fit) distribution in bins of the transverse momentum vs. the
rapidity of the leading jet, plead. jet

T vs. |ylead. jet|. The same distribution in the 2D plane is provided in the
inset plot, where the black dots depict data and the blue and pink shaded areas represent simulated signal
and background, respectively. The red lines depict the bin boundaries. These distributions correspond to
the mass region 115 < m4` < 130 GeV, for an integrated luminosity of 139 fb−1 collected at

√
s = 13 TeV. A

SM Higgs boson signal with a mass mH = 125 GeV is assumed. The uncertainty in the prediction is shown
by the hatched band, which includes the theoretical uncertainties of the SM cross section for the signal and
the ZZ∗ background.
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Figure A.16: Differential fiducial cross sections for a the invariant mass m12 of the leading Z boson and c the
invariant mass m34 of the subleading Z boson, along with the corresponding correlation matrices between
the measured cross sections and the ZZ∗ background normalisation factors (b and d).
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Figure A.17: Differential fiducial cross sections for a the rapidity, |y4`|, of the Higgs boson and c the produc-
tion angle, |cos θ∗|, of the leading Z boson. The corresponding correlation matrices between the measured
cross sections and the ZZ∗ background normalisation factors are also shown (b and d).
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Figure A.18: Differential fiducial cross sections for a production angle, cos θ1, of the anti-lepton from the
leading Z boson and c the production angle, cos θ2, of the anti-lepton from the subleading Z boson. The cor-
responding correlation matrices between the measured cross sections and the ZZ∗ background normalisation
factors are also shown (b and d).
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Figure A.19: Differential fiducial cross sections for a the azimuthal angle, φ, between the decay planes of the
two reconstructed Z bosons and c the azimuthal angle, φ1, between the decay plane of the leading Z boson
and the plane formed by its four-momentum and the z-axis. The corresponding correlation matrices between
the measured cross sections and the ZZ∗ background normalisation factors are also shown (b and d).
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Figure A.20: Differential fiducial cross sections for the inclusive jet multiplicity. In this Njets distribution all
bins are inclusive, with the first bin including all events, the second including all events with at least one jet,
and so on.
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Figure A.21: a Differential fiducial cross section as function of the b-jet multiplicity, Nb−jets. Three bins
are considered. The first bin is filled with events which do not have any jets, the second is filled with events
with at least one jet but no b-tagged jets, while the third includes all events with at least one b-tagged
jet. The corresponding correlation matrices between the measured cross sections and the ZZ∗ background
normalisation factors are also shown in b).
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Figure A.22: Differential fiducial cross sections for a the transverse momentum of the leading jet, plead. jet
T , in

events with at least one jet, and c the transverse momentum of the subleading jet, psublead. jet
T , in events with

at least two jets. Leading and subleading jets refer to the jets with the highest and second-highest transverse
momenta. The first bin contains events which do not pass the jet requirements. The corresponding correlation
matrices between the measured cross sections and the ZZ∗ background normalisation factors are also shown
(b and d).
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Figure A.23: Differential fiducial cross sections for a the distance between these two jets in pseudorapidity,
∆ηjj, and c the distance between the two jets in φ, ∆φjj. The first bin contains events with fewer than two
jets that pass the jet selection requirements. Finally, the corresponding correlation matrices between the
measured cross sections and the ZZ∗ background normalisation factors are provided (b and d).

271



§A.2 Summary Plot

4−10

3−10

2−10

1−10

1

10

210

  
[f

b
/G

e
V

]
lj

4
m

/d
σ

d

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1, +XHKNNLOJET 

 = 1.1, +XHKNNLOPS 
XH = VBF+VH+ttH+bbH+tH

 syst. uncertainty⊕Total stat. 
Fitted ZZ* Normalisation

ATLAS

1
 = 13 TeV, 139 fbs

l 4→ ZZ* →H 

value MG5 FxFx = 65%p

value NNLOJET = 71%p

value NNLOPS = 69%p

0.5

1

1.5

2

T
h

e
o

ry
/D

a
ta

 = 0
jets

N    120 180 220 300 400 600 2000

  [GeV]
lj4

m

0.5

1

1.5

M
C

N
/N

(a)

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

lj4
m

0
σ

1
σ

2
σ

3
σ

4
σ

5
σ

6
σ Z
Z

*

0
N

Z
Z

*

1
N

Z
Z

*

2
N

lj
4

m

ZZ*

2
N

ZZ*

1
N

ZZ*

0
N

6
σ

5
σ

4
σ

3
σ

2
σ

1
σ

0
σ

0.01 0.00 0.03 0.21 0.10 0.08 0.02 0.00 0.00 1.00

0.02 0.15 0.25 0.04 0.00 0.00 0.00 0.00 1.00

0.34 0.04 0.01 0.02 0.02 0.02 0.02 1.00

0.07 0.02 0.02 0.02 0.04 0.07 1.00

0.08 0.02 0.01 0.06 0.13 1.00

0.07 0.01 0.03 0.15 1.00

0.09 0.06 0.22 1.00

0.07 0.27 1.00

0.24 1.00

1.00

ATLAS
 4l→ ZZ* →H 

1
 = 13 TeV, 139 fbs

(b)

5−10

4−10

3−10

2−10

1−10

1

10

210

310

 [
fb

/G
e

V
]

lj
j

4
m

/d
σ

d

Data
Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 
 = 1, +XHKNNLOJET 

 = 1.1, +XHKNNLOPS 
XH = VBF+VH+ttH+bbH+tH

 syst. uncertainty⊕Total stat. 
Fitted ZZ* Normalisation

ATLAS

1
 = 13 TeV, 139 fbs

l 4→ ZZ* →H 

value MG5 FxFx = 14%p

value NNLOJET = 29%p

value NNLOPS = 14%p

0.5
1

1.5
2

2.5
3

T
h

e
o

ry
/D

a
ta

1≤ 
jets

N  180 320 450 600 1000 2500

 [GeV]
ljj4

m

0.5

1

1.5

M
C

N
/N

(c)

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

ljj4
m

0
σ

1
σ

2
σ

3
σ

4
σ

5
σ Z
Z

*

0
N

Z
Z

*

1
N

Z
Z

*

2
N

lj
j

4
m

ZZ*

2
N

ZZ*

1
N

ZZ*

0
N

5
σ

4
σ

3
σ

2
σ

1
σ

0
σ

0.00 0.00 0.03 0.17 0.10 0.05 0.00 0.01 1.00

0.02 0.19 0.17 0.02 0.00 0.00 0.00 1.00

0.33 0.03 0.02 0.02 0.02 0.01 1.00

0.07 0.04 0.05 0.04 0.06 1.00

0.06 0.03 0.04 0.13 1.00

0.07 0.04 0.18 1.00

0.12 0.12 1.00

0.18 1.00

1.00

ATLAS
 4l→ ZZ* →H 

1
 = 13 TeV, 139 fbs

(d)

Figure A.24: Differential fiducial cross sections for a the invariant mass of the four-lepton plus jet system,
in events with at least one jet, and c the invariant mass of the four-lepton plus dijet system, in events with
at least two jets. The corresponding correlation matrices between the measured cross sections and the ZZ∗
background normalisation factors are also shown (b and d).
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Figure A.25: Differential fiducial cross sections for a the transverse momentum of the four-lepton plus jet
system, in events with at least one jet, and c the transverse momentum of the four-lepton plus dijet system,
in events with at least two jets. The corresponding correlation matrices between the measured cross sections
and the ZZ∗ background normalisation factors are also shown (b and d).
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Figure A.26: a Double differential fiducial cross sections of the p4`
T distribution in Njets bins. The correspond-

ing correlation matrix between the measured cross sections and the ZZ∗ background normalisation factors
is shown in b. The p-values shown are calculated for all bins across both p4`

T and Njets simultaneously.
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Figure A.27: a Double differential fiducial cross sections of the p4`
T distribution in |y4`| bins. The correspond-

ing correlation matrix between the measured cross sections and the ZZ∗ background normalisation factors
is shown in b. The p-values shown are calculated for all bins across both p4`

T and |y4`| simultaneously.

274



§A.2 Summary Plot

0

0.5

1

1.5

2

2.5

3

3.5

4

 [
fb

]
lj

4
m

d
lj

4 T
p

/d
σ

2
d

Data

Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 

 = 1.1, +XHKNNLOPS 

XH = VBF+VH+ttH+bbH+tH

 syst. uncertainty⊕Total stat. 

Fitted ZZ* Normalisation

ATLAS

1
 = 13 TeV, 139 fbs

l 4→ ZZ* →H 

value MG5 FxFx = 57%p

value NNLOPS = 54%p

0.5

1

1.5

2

T
h

e
o

ry
/D

a
ta

Bin 0 Bin 1 Bin 2 Bin 3 Bin 4

lj4
m vs. lj4

T
p

0.5

1

1.5

M
C

N
/N

(a)

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

lj4
m vs 

lj4

T
p

0
σ

1
σ

2
σ

3
σ

4
σ Z
Z

*
0

N

Z
Z

*
1

N

lj
4

m
 v

s
 

lj
4 T

p

ZZ*
1N

ZZ*
0N

4
σ

3
σ

2
σ

1
σ

0
σ

0.01 0.19 0.16 0.03 0.07 0.00 1.00

0.34 0.04 0.03 0.00 0.03 1.00

0.13 0.04 0.00 0.07 1.00

0.03 0.06 0.10 1.00

0.14 0.07 1.00

0.24 1.00

1.00 ATLAS
 4l→ ZZ* →H 

1
 = 13 TeV, 139 fbs

(b)

Figure A.28: a Double differential fiducial cross section for the transverse momentum of the four-lepton plus
jet system vs. the invariant mass of the four-lepton plus jet system, p4`j

T vs. m4`j and b the corresponding
correlation matrix between the measured cross sections and the ZZ∗ background normalisation factors. The
bin boundaries are defined in Figure A.11.

0

0.5

1

1.5

2

2.5

3

3.5

4

 [
fb

]
lj

4 T
p

dl
4 T

p
/d

σ
2

d

Data

Syst. uncertainties

 = 1.47, +XHKMG5 FxFx 

 = 1.1, +XHKNNLOPS 

XH = VBF+VH+ttH+bbH+tH

 syst. uncertainty⊕Total stat. 

Fitted ZZ* Normalisation

ATLAS

1
 = 13 TeV, 139 fbs

l 4→ ZZ* →H 

value MG5 FxFx = 70%p

value NNLOPS = 51%p

0.5

1

1.5

2

T
h

e
o

ry
/D

a
ta

Bin 0 Bin 1 Bin 2 Bin 3 Bin 4

lj4

T
p vs. l4

T
p

0.5

1

1.5

M
C

N
/N

(a)

1−

0.8−

0.6−

0.4−

0.2−

0

0.2

0.4

0.6

0.8

1

lj4

T
p vs l4

T
p

0
σ

1
σ

2
σ

3
σ

4
σ Z
Z

*
0

N

Z
Z

*
1

N

Z
Z

*
2

N

lj
4 T

p
 v

s
 

l
4 T

p

ZZ*
2N

ZZ*
1N

ZZ*
0N

4
σ

3
σ

2
σ

1
σ

0
σ

0.00 0.02 0.01 0.29 0.06 0.03 0.01 1.00

0.02 0.27 0.04 0.03 0.00 0.02 1.00

0.33 0.06 0.00 0.01 0.00 1.00

0.04 0.00 0.16 0.00 1.00

0.03 0.11 0.01 1.00

0.00 0.02 1.00

0.33 1.00

1.00 ATLAS
 4l→ ZZ* →H 

1
 = 13 TeV, 139 fbs

(b)

Figure A.29: a Differential fiducial cross section for the transverse momentum of the four-lepton system
vs. the transverse momentum of the four-lepton plus jet system, p4`

T vs. p4`j
T and b the corresponding

correlation matrix between the measured cross sections and the ZZ∗ background normalisation factors. The
bin boundaries are defined in Figure A.12.
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Figure A.30: a Double differential fiducial cross section for the transverse momentum of the four-lepton
system vs. the transverse momentum of the leading jet, p4`

T vs. plead. jet
T , and b the corresponding correla-

tion matrix between the measured cross sections and the ZZ∗ background normalisation factors. The bin
boundaries are defined in Figure A.13.
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Figure A.31: a Double differential fiducial cross section for the transverse momentum of leading vs. subleading
jet, plead. jet

T vs. psublead. jet
T , and b the corresponding correlation matrix between the measured cross sections

and the ZZ∗ background normalisation factor. The bin boundaries are defined in Figure A.14.
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Figure A.32: a Double differential fiducial cross section for the transverse momentum of the leading jet vs.
the rapidity of the leading jet, plead. jet

T vs. |ylead. jet|, and b the corresponding correlation matrix between
the measured cross sections and the ZZ∗ background normalisation factors. The bin boundaries are defined
in Figure A.15.
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Appendix B4677

Preliminary expected unfolded4678

results on CP-odd observables4679
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(c) O4 pre-fit distribution
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Figure B.1: The expected (pre-fit) distributions of (a) O1, (b) O3, (c) O4 and (d) O6 in the range of
105 < m4` < 160 GeV. The black dots depict pre-fit asimov data while the blue, red and violet areas
represent the signal, the ZZ∗ background and the reducible background, respectively.
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B.2 Expected Summary Plot4681
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Figure B.2: a Expected results for differential fiducial cross section for O1 observable, along with b the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure B.3: a Expected results for differential fiducial cross section for O3 observable, along with b the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure B.4: a Expected results for differential fiducial cross section for O4 observable, along with b the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Figure B.5: a Expected results for differential fiducial cross section for O6 observable, along with b the
corresponding correlation matrix between the measured cross sections and the ZZ∗ background normalisation
factors.
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Appendix C4682

Interpretations4683

C.1 Parametrisation Equations4684

The cross section for a range of coupling values is fit with a 2D quadratic function in4685

each observable bin. The equations themselves for POs and light Yukawa are given below.4686

C.1.1 Pseudo-observables4687

Flavour Universal EFT-Inspired4688

σinc(kZZ , εL) = 0.00419268− 0.0033989kZZ + 0.996947k2
ZZ − 0.205695εL + 3.10671kZZεL + 14.8321ε2

L4689

4690

σbin1(kZZ , εL) = (0.0118545 + 0.00473493kZZ + 0.976461k2
ZZ − 0.169253εL + 4.39928kZZεL + 21.5267ε2

L) ∗4691

0.2981254692

4693

σbin2(kZZ , εL) = (0.00291446 + 0.00634187kZZ + 0.978697k2
ZZ − 0.0569087εL + 4.59441kZZεL + 20.9932ε2

L) ∗4694

0.39684934695

4696

σbin3(kZZ , εL) = (0.00166876− 0.00151507kZZ + 0.99964k2
ZZ − 0.0679888εL + 1.69709kZZεL + 7.55031ε2

L) ∗4697

0.47493924698

4699

σbin4(kZZ , εL) = (0.0055631 − 0.00810194kZZ + 0.997235k2
ZZ − 0.259348εL + 3.14499kZZεL + 14.859ε2

L) ∗4700

1.1677744701

4702

σbin5(kZZ , εL) = (0.00289313 − 0.00747054kZZ + 1.00792k2
ZZ − 0.362549εL + 3.28721kZZεL + 16.645ε2

L) ∗4703

1.0737384704

4705

4706
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§C.1 Parametrisation Equations

Flavour Universal Contact Terms4707

σinc(εL, εR) = 0.998222 + 5.08817εL + 13.0995ε2
L − 4.56355εR − 2.38422εLεR + 12.4207ε2

R4708

4709

σbin1(εL, εR) = (0.979371 + 7.08214εL + 20.5079ε2
L − 6.02912εR − 6.4808εLεR + 18.1969ε2

R) ∗ 0.2981254710

4711

σbin2(εL, εR) = (0.987121 + 7.49835εL + 21.169ε2
L − 6.18274εR − 9.01672εLεR + 18.3019ε2

R) ∗ 0.39684934712

4713

σbin3(εL, εR) = (1.00112 + 2.80277εL + 6.829ε2
L − 2.4738εR − 1.8205εLεR + 6.46017ε2

R) ∗ 0.47493924714

4715

σbin4(εL, εR) = (0.998971 + 5.18013εL + 12.335ε2
L − 4.77457εR − 0.588961εLεR + 12.2517ε2

R) ∗ 1.1677744716

4717

σbin5(εL, εR) = (1.00459 + 5.3831εL + 13.6594ε2
L − 5.089εR − 0.383903εLεR + 13.6127ε2

R) ∗ 1.0737384718

4719

4720

Flavour Violation Vector Terms4721

σbin1,llµ(εµ, εe) = 0.149488∗(0.965949+0.0837411εe+1.63634ε2
e+0.960177εµ+0.0667985εeεµ+30.1589ε2

µ)4722

4723

σbin1,lle(εµ, εe) = 0.148512 ∗ (0.997272 + 1.00082εe + 31.229ε2
e + 0.0702626εµ + 0.0154327εeεµ + 1.38876ε2

µ)4724

4725

4726

σbin2,llµ(εµ, εe) = 0.198426∗ (0.980452+0.161354εe+3.06736ε2
e+1.12356εµ+0.471118εeεµ+26.9644ε2

µ)4727

4728

σbin2,lle(εµ, εe) = 0.198448 ∗ (0.994118 + 1.17375εe + 27.6509ε2
e + 0.172134εµ − 0.384523εeεµ + 2.90482ε2

µ)4729

4730

4731

σbin3,llµ(εµ, εe)0.237858∗(1.00841+0.0211637εe−0.0958445ε2
e+0.319301εµ−0.0116292εeεµ+11.4768ε2

µ)4732

4733

σbin3,lle(εµ, εe) = 0.237134∗ (0.992386+0.301243εe+11.4301ε2
e+0.0218458εµ−0.0711554εeεµ+0.154839ε2

µ)4734

4735

4736

σbin4,llµ(εµ, εe) = 0.584551 ∗ (1.00439− 0.0102651εe + 0.257413ε2
e + 0.383446εµ0.127734εeεµ + 24.113ε2

µ)4737

4738

σbin4,lle(εµ, εe) = 0.583308∗(0.984277+0.382427εe+23.581ε2
e+0.00125059εµ−0.0218768εeεµ+0.00140188ε2

µ)4739

4740

4741

σbin5,llµ(εµ, εe) = 0.538241∗(1.00139−0.0039792εe−0.116811ε2
e+0.291238εµ−0.0496207εeεµ+26.7701ε2

µ)4742

4743

σbin5,lle(εµ, εe) = 0.535183∗(1.00664+0.330428εe+27.0753ε2
e−0.0106102εµ+0.00186087εeεµ+0.0886525ε2

µ)4744

4745

4746
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§C.1 Parametrisation Equations

Flavour Violation Axial Terms4747

σbin1,llµ(εµ, εe) = 0.149488 ∗ (0.971877 + 1.28135εe + 0.579641ε2
e + 11.6692εµ + 6.96666εeεµ + 35.0948ε2

µ)4748

4749

σbin1,lle(εµ, εe) = 0.148512∗(0.995975+12.0443εe+38.3885varepsilon2
e+1.36448εµ+7.25375εeεµ+0.640143ε2

µ)4750

4751

4752

σbin2,llµ(εµ, εe) = 0.198426 ∗ (0.974009 + 2.18613εe + 4.06525ε2
e + 11.541εµ + 9.04715εeεµ + 38.2336ε2

µ)4753

4754

σbin2,lle(εµ, εe) = 0.198448 ∗ (0.983832 + 11.7236εe + 39.3417ε2
e + 2.16866εµ + 9.28273εeεµ + 4.08212ε2

µ)4755

4756

4757

σbin3,llµ(εµ, εe) = 0.237858∗(0.999248+0.213919εe−0.0579672ε2
e+5.04664εµ+0.782157εeεµ+14.3319ε2

µ)4758

4759

σbin3,lle(εµ, εe) = 0.237134 ∗ (0.996155 + 5.02171εe + 25.6665ε2
e + 0.0694762εµ + 0.0938681εeεµ + 0.61464ε2

µ)4760

4761

4762

σbin4,llµ(εµ, εe) = 0.584551∗(1.00694+0.0444484εe−0.116497ε2
e+9.99591εµ+0.0131965εeεµ+25.311ε2

µ)4763

4764

σbin4,lle(εµ, εe) = 0.583308 ∗ (0.979121 + 9.82652εe + 25.0379ε2
e − 0.0696026εµ − 0.772898εeεµ − 0.318693ε2

µ)4765

4766

4767

σbin5,llµ(εµ, εe) = 0.538241 ∗ (1.0031 + 0.0109809εe− 0.917898ε2
e + 10.3854εµ + 1.08422εeεµ + 26.7298ε2

µ)4768

4769

σbin5,lle(εµ, εe) = 0.535183 ∗ (1.00986 + 10.4788εe + 27.7145ε2
e − 0.00924963εµ + 0.298521εeεµ − 0.648294ε2

µ)4770

4771

4772

C.1.2 Light Yukawa4773

Light Yukawa XS and Shape Terms4774

σbin0(κb, κc) = 0.447918∗(1.086−0.0995398κb+0.0211969κ2
b−0.0127267κc+0.00112476κbκc+0.00394341κ2

c)4775

σbin1(κb, κc) = 0.620297 ∗ (1.04051 − 0.0572372κb + 0.020424κ2
b − 0.00671966κc + 0.0004592191κbκc +4776

0.00255965κ2
c)4777

σbin2(κb, κc) = 0.49342 ∗ (1.01621 − 0.0331328κb + 0.0185667κ2
b − 0.00386386κc + 0.000273466κbκc +4778

0.00194292κ2
c)4779

σbin3(κb, κc) = 0.528859 ∗ (1.00094 − 0.0176483κb + 0.0168945κ2
b − 0.00198147κc + 0.000199086κbκc +4780

0.00159783κ2
c)4781

σbin4(κb, κc) = 0.357714 ∗ (0.991561− 0.00696091κb + 0.0149863κ2
b − 0.00105533κc + 0.000224571κbκc +4782

0.00124394κ2
c)4783

σbin5(κb, κc) = 0.313951∗(0.987178−0.000231589κb+0.0122641κ2
b−0.000289526κc+0.0000873691κbκc+4784

0.000991461κ2
c)4785

σbin6(κb, κc) = 0.337929∗(0.985648+0.00448924κb+0.00886693κ2
b+0.000303749κc+1.96141∗10−6κbκc+4786

0.000690375κ2
c)4787

σbin7(κb, κc) = 0.229145∗(0.987913+0.00660564κb+0.0046578κ2
b+0.000410833κc−7.62124∗10−6κbκc+4788

0.000420321κ2
c)4789

σbin8(κb, κc) = 0.0724372∗(0.989735+0.00620547κb+0.00342841κ2
b+0.000304243κc−7.38116∗10−6κbκc+4790

0.00033449κ2
c)4791
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§C.1 Parametrisation Equations

σbin9(κb, κc) = 0.00974789 ∗ (0.989735 + 0.00620547κb + 0.00342841κ2
b + 0.000304243κc − 7.38116 ∗4792

10−6κbκc + 0.00033449κ2
c)4793

Light Yukawa XS, Shape and BR Terms4794

For this intepretation the parametrization is the same as above but multipled with the4795

branching ratio of Higgs decays where a κ2
b/c dependancy enters for relevant decays. For4796

H → gg we assume the same depedance as for the cross section.4797

Light Yukawa Shape Only Terms4798

σbin0(κb, κc) = 0.447918∗µ∗(1.04665−0.0512018κb+0.00162496κ2
b+0.0000338729κc+0.00053128κbκc+4799

0.00235781κ2
c)4800

σbin1(κb, κc) = 0.620297∗µ∗(1.01387−0.0173241κb+0.00252584κ2
b+0.000204705κc+0.0000310473κbκc+4801

0.000688825κ2
c)4802

σbin2(κb, κc) = 0.49342∗µ∗(0.996298+0.00218594κb+0.00158421κ2
b+0.0000895628∗@1−0.0000675553κbκc−4803

0.0000901347κ2
c)4804

σbin3(κb, κc) = 0.528859∗µ∗(0.984389+0.0149804κb+0.000779814κ2
b+0.00039613κc−0.0000412635κbκc−4805

0.000504231κ2
c)4806

σbin4(κb, κc) = 0.357714∗µ∗(0.978097+0.0231324κb−0.000517927κ2
b+0.000332973∗@1−0.000157022κbκc−4807

0.000887341κ2
c)4808

σbin5(κb, κc) = 0.313951∗µ∗(0.97634+0.0282538κb−0.00279408κ2
b−0.000281031κc−0.000278456κbκc−4809

0.00124009κ2
c)4810

σbin6(κb, κc) = 0.337929∗µ∗(0.975551+0.032276κb−0.00541302κ2
b−0.000645668κc−0.000193265κbκc−4811

0.00157458κ2
c)4812

σbin7(κb, κc) = 0.229145∗µ∗(0.979509+0.0332076κb−0.00887264κ2
b−0.00158589κc−0.000331683κbκc−4813

0.00192662κ2
c)4814

σbin8(κb, κc) = 0.0724372∗µ∗(0.980562+0.0331471κb−0.00983821κ2
b−0.00165352κc−0.00023104κbκc−4815

0.00198635κ2
c)4816

σbin9(κb, κc) = 0.00974789∗µ∗(0.980562+0.0331471κb−0.00983821κ2
b−0.00165352κc−0.00023104κbκc−4817

0.00198635κ2
c)4818
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\chapter{The ATLAS Experiment at the LHC}
\label{capATLAS}
\minitoc

\section{The Large Hadron Collider}
The Large Hadron Collider (LHC) \cite{Evans:2008zzb} \cite{Bruning:2004ej} at CERN is the highest energy collider ever built, dedicated to accelerating and colliding protons. It was designed to provide proton-proton ($pp$) collisions with a centre-of-mass energy of 14 TeV and an instantaneous luminosity of $10^{34}$ cm$^{-2}$ s$^{-1}$ and also lead-ion collisions at a centre-of-mass energy of 2.76 TeV per nucleon and an instantaneous luminosity of  $10^{27}$ cm$^{-2}$ s$^{-1}$.

Housed in the tunnel built between 1984 and 1989 for LEP (Large Electron-Positron Collider), the LHC is a 27 km long superconducting hadron collider. The tunnel is located between 45 m and 170 m below the ground surface. LHC magnets are made of niobium-titanium (NbTi) cables and are cooled to less than 2 K with superfluid helium, in order to reach the superconductivity state. 

Beams are injected into the LHC in a series of bunches of $1.15 \times 10^{11}$ protons and every beam is designed to have 2808 circulating proton bunches, arranged in "trains" of 72 bunches with 25 ns spacing within the trains, and 12 empty bunches between two trains.
A schematic view of the LHC and the accelerator chain in shown in Figure \ref{lhc}. 

ATLAS \cite{Aad:2008zzm}, CMS \cite{Chatrchyan:2008aa}, ALICE \cite{Aamodt:2008zz} and LHCb \cite{Alves:2008zz} are the four main experiments, located at the interaction regions where the beams cross and are brought to collision. The first two experiments, ATLAS and CMS, are multipurpose, high luminosity detectors and have been designed for the Higgs boson search and new physics searches. ALICE is optimised to study heavy ion collisions, in order to understand quark-gluon plasma; and LHCb is a specialised B-physics experiment and searches for new physics beyond the SM. 

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{Figures/lhc.png}
\caption{The layout of the Large Hadron Collider and the CERN accelerator complex.}
\label{lhc}
\end{figure}

\subsubsection*{Luminosity}
The number of events $N$ of a particular process per second generated in LHC collisions depend on the cross section $\sigma(\sqrt{s})$ of the process and the instantaneous luminosity, $L$, of the accelerator and is given by
\begin{equation}
N=L\cdot \sigma(\sqrt{s}) \ .
\end{equation}
The cross section depends on the $\sqrt{s}$ which corresponds to the available energy in the centre of mass frame.

The machine luminosity depends on the beam parameters such as the number of particles per bunch $N_b$, the number of the bunches $n_b$, the relativistic gamma factor $\gamma_r$, the circulating frequency $f_{rev}$, the geometric luminosity reduction factor $F$ which is due to the crossing angle at the interaction point, the normalised transverse beam emittance $\epsilon_n$ and the transverse beam amplitude $\beta^*$ at the interaction point according to the relation
\begin{equation}
L= \frac{N_b^2 n_b \gamma_r f_{rev} F}{4 \pi \epsilon_n \beta^*}\ .
\end{equation} 
The integral of the instantaneous luminosity over time, the integrated luminosity:
\begin{equation}
\mathcal{L}_{\mathrm{int}}=\int L dt \ ,
\end{equation}
gives the amount of recorded events per unit cross section in the time interval.
Figure \ref{lumi} shows delivered luminosities as function of time for the 2011-2018 period.

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{Figures/intlumivsyear.pdf}
\caption{Cumulative luminosity versus day delivered to ATLAS during stable beams and for high energy p-p collisions \cite{biblumi}.}
\label{lumi}
\end{figure}

LHC delivered proton-proton collisions at 7 TeV centre of mass energy in 2011. During this period ATLAS collected an integrated luminosity of about 5 fb$^{-1}$. Then, the energy was increased up to 8 TeV, allowing ATLAS to collect 20 fb$^{-1}$ during 2012. This data-taking period is called \textit{Run-1}. The ATLAS \textit{Run-2} started in 2015 when LHC delivered proton-proton collisions at 13 TeV. During the 2015 data-taking, ATLAS collected an integrated luminosity of 3.9 fb$^{-1}$. In 2016 the instantaneous luminosity grow-up, reaching in the 2016 summer the nominal value of $10^{34}$ cm$^{-2}$ s$^{-1}$ and ATLAS collected an integrated luminosity of 38 fb$^{-1}$. During 2017 and 2018 ATLAS collected further 49 fb$^{-1}$ and 62 fb$^{-1}$ respectively of integrated luminosity.

Each ATLAS run is divided in several \textit{luminosity blocks}, called simply lumi-blocks, defined as the period of time O($\sim$ 1 min), during which the data-taking is considered ``good''. The list of lumi-blocks used the analysis is called \textit{Good Run List} (GRL).


\section{The ATLAS Detector}

The ATLAS (\textbf{A} \textbf{T}oroidal \textbf{L}HC \textbf{A}pparatu\textbf{S}) detector \cite{Aad:2008zzm} is a multi-purpose detector designed to exploit a wide range of physics topics at the LHC.

The physics program of the ATLAS experiment covers precision measurements of SM processes at the highest energies; measurement of the properties of the Higgs boson and the search for new physics phenomena beyond the SM, which comprises Supersymmetry searches, high precision tests of QCD, flavour physics and electroweak interactions; measurements of the properties of the top quark and searches for new vector bosons and for extra-dimensions. 

The difficulty given by the nature of proton-proton collisions is the QCD jet production cross-sections, which dominate over the rare processes. The identification of such final states for these processes therefore imposes some requirements for the detector:
\begin{itemize}
\item Fast, radiation-hard electronics and sensor elements.
\item High detector granularity to handle the particle fluxes and to reduce the influence of overlapping events.
\item Large acceptance in pseudorapidity with almost full azimuthal angle coverage.
\item Good charged-particle momentum resolution and reconstruction efficiency in the inner tracker.
\item Very good electromagnetic calorimetry for electron and photon identification and measurements, complemented by full-coverage hadronic calorimetry for accurate jet and missing transverse energy measurements.
\item Good muon identification and momentum resolution over a wide range of momenta and the ability to determine unambiguously the charge of muons with high transverse momentum.
\item Highly efficient triggering on low transverse-momentum objects with sufficient background rejection.
\end{itemize}

The ATLAS detector has the typical layout of a collider experiment with a forward-backward symmetry with respect to the collision point with cylindrical \textit{barrel} layers of detectors around the beam pipe and disk-shaped \textit{endcaps} to have the range of coverage of the solid angle as large as possible. A schematic overview of the ATLAS detector is shown in Figure \ref{atlas}. 

ATLAS is composed of an inner tracking system, calorimeters, and a muon spectrometer. 
The inner detector provides track, charge and the momentum measurement of charged particles in a solenoidal magnetic field of a cylindrical superconducting coil. 
The calorimeter system surrounds the inner detector and allows for identification of photons, electrons and hadrons combined with the measurement of their energies. It also measures the missing transverse energy from transverse momentum imbalance due to neutrinos. The outermost sub-system is the muon spectrometer which operates in a toroidal magnetic field of eight superconducting coils in the barrel and the endcaps and provides tracking, identification and momentum measurement of muons, as they are the only charged particles penetrating the whole ATLAS detector.
\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{Figures/atlasdet.png}
\caption{The cut-away view of the ATLAS detector. The various detector sub-systems are labelled. The dimensions of the detector are 25 m in height and 44 m in length. The overall weight of the detector is approximately 7000 tonnes \cite{Aad:2008zzm} .}
\label{atlas}
\end{figure}

\subsection{The Coordinate System}

The ATLAS detector uses a right-handed coordinate system with its origin at the interaction point in the center of the detector. The z-axis points along the beam pipe, the x-axis points from the interaction point to the center of the LHC ring and the y-axis points upwards. In the plane transverse to the beam cylindrical coordinates ($r, \theta$,$\phi$) are used, where $\theta$ is the polar angle measured from the positive z-axis and $r=\sqrt{x^2+y^2}$ is the radial distance from the interaction point, $\phi$ is the azimuthal angle around the beam pipe. The pseudorapidity $\eta$ is defined in terms of the polar angle $\theta$ as 
\begin{equation}
\eta = -\ln \left( \tan \frac{\theta}{2} \right) \ ,
\end{equation}
which approaches the rapidity in the limit where $E \gg m$
\begin{equation}
y= \frac{1}{2} \ln \left(\frac{E+p_z}{E-p_z}\right) \ ,
\end{equation}
where $p_z$ is the longitudinal projection of the particle momentum and $E$ is the particle energy. The pseudorapidity, according to this definition, is zero in the transverse plane and infinity along the z-axis, with $\eta=1$ at $45^{\circ}$ from the axis. The distance between two particles or tracks, in the $\eta-\phi$ plane, is measured by the distance parameter
\begin{equation}
\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2} \ .
\end{equation}

The energy and momentum of outgoing particles, $E$ and $p$, are often projected onto the transverse plane: the transverse momentum conservation can be required, since the initial component is known to be zero, whereas the initial component along the z-axis is not known. The transverse momentum and the transverse energy are then

\begin{equation}
p_T= \sqrt{p_x^2 +p_y^2} = p \cdot \sin \theta  \ , \qquad E_T = E \cdot \sin \theta \ .
\end{equation}

The transverse impact parameter, $d_0$, is the distance of closest approach of a track to the reconstructed primary interaction vertex in the $r-\phi$ projection. The longitudinal impact parameter, $z_0$, is the distance of closest approach to the interaction point in the longitudinal z-direction.

\subsection{The Magnetic Field}

ATLAS uses four superconducting magnets to provide the magnetic field for bending charged tracks \cite{Miele:2001bi}. This magnetic system is 22 m in diameter and 26 m in length, and it consists of a central solenoid, a barrel toroid and two endcap toroids (Figure \ref{magn}).

\paragraph{Central Solenoid.} The central solenoid is aligned on the beam axis and provide a 2 T axial magnetic field for the inner detector. In this way, the field bends tracks in the $\phi$ direction in the inner detector . 

To reduce the material thickness and the resulting energy loss of tracks, the solenoid has a thickness of $\sim$0.66 radiation lengths ($X_0$). This required that the solenoid windings and the electromagnetic calorimeter to share a common vacuum vessel. 

The single-layer coil is wound with a high-strength conductor consisting of Niobium-Titanium Rutherford cables embedded in a high purity Aluminum stabiliser (Al-stabilised NbTi), cooled to 4.5 K. The flux is returned by the steel of the hadronic calorimeter and its girder structure.

\paragraph{Barrel and endcap Toroids.} The barrel toroid and two endcap toroids produce a toroidal magnetic field of 0.5 T and 1 T for the muon detectors in the central and endcap regions respectively, bending tracks in the $\eta$ direction in the muon spectrometer.

The cylindrical volume surrounding the calorimeters and both endcap toroids are filled by the magnetic field of the barrel toroid, which consists of eight coils encased in individual racetrack-shaped, stainless-steel vacuum vessels. 

Each endcap toroid consists of a single cold mass built up from eight flat, square coil units and eight keystone wedges, bolted and glued together into a rigid structure.

The conductor and coil-winding technology is the same in the barrel and endcap toroids and it is based on winding a pure Al-stabilised Nb/Ti/Cu conductor into pancake-shaped coils, cooled to 4.6 K.

\begin{figure}[htbp]
\centering
\includegraphics[width=7cm]{Figures/magsys.png}
\caption{The ATLAS magnetic system.}
\label{magn}
\end{figure}

\subsection{The Inner Detector}

The ATLAS Inner Detector (ID) \cite{ATLAS:1997ag} \cite{ATLAS:1997af} is designed to provide pattern recognition, excellent momentum resolution and both primary and secondary vertex measurements for charged tracks above a given $p_T$ threshold (nominally 0.5 GeV) and within the pseudorapidity range $|\eta|$<2.5. It also provides electron identification for $|\eta|$<2.0 over a wide range of energies (between 0.5 GeV and 150 GeV). 

The ID consists of three independent but complementary sub-detectors, as shown in Figure \ref{idsch}. At inner radii, high-resolution pattern recognition capabilities are available using discrete space-points from silicon pixel layers and stereo pairs of silicon microstrip (SCT) layers. At larger radii, the transition radiation tracker (TRT) comprises many layers of gaseous straw tube elements interleaved with transition radiation material. With an average of 36 hits per track, it provides continuous tracking to enhance the pattern recognition, improves the momentum resolution over $|\eta|$<2.0 and provides electron identification complementary to that of the calorimeter over a wide range of energies.

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{Figures/IDscheme.png}
\caption{The ATLAS Inner Detector (ID) scheme \cite{Aad:2008zzm} . On the right is shown a detailed layout of th ID including the new Insertable B-Layer (IBL).}
\label{idsch}
\end{figure}

\paragraph{Silicon Pixel Tracker.}
The pixel detector is the closest component to the beam. Formed of layers of silicon pixels, it is designed to have a very high granularity for resolving primary and secondary interaction vertices. 

It is composed by three cylindrical layers in the barrel region, closed by an endcap consisting of three disks at each end. The B-layer, the closest layer to the beam pipe, positioned at a radius of 50.5 mm, plays an important role in detecting secondary vertices for the identification of b-jets. 

During the first long shutdown, fourth pixel layer inside the existing detector, the Insertable B-Layer (IBL) \cite{Capeans:2010jnh}, has been inserted at a radius of 33 mm from the beam axis. The new pixel layer provides an additional space point very close to the interaction point, which keeps the performance of the tracking while the older B-layer continues to degrade, due to the high radiation dose.

The pixel detector allows for a resolution of $\sigma_{\phi}$=10 \mum\ in the bending direction ($r-\phi$ plane), and $\sigma_{z}$ = 115 \mum\ in the $z$ direction. This detector provides uniform coverage in $\phi$ and up to $|\eta|$<2.5.


\paragraph{Semiconductor Tracker (SCT).}

The SCT is a silicon strip detector, composed of four barrel layers and two endcaps consisting of nine disks each. The barrel layers consist of 2112 separate modules; each endcap consists of 988 modules, arranged in such a way that a particle will pass through four layers of the detector.

The SCT are based on reverse-biased semiconductor technology. Charged particles passing through the depletion layer of the module junction produce electron-hole pairs, which are swept apart by the bias voltage. The electrons are collected on the top of the chip, producing a signal which can be read out.
The spatial resolution of the detector is  $\sigma_{\phi}$=17 \mum\ in the bending direction ($r-\phi$ plane), and $\sigma_{z}$ = 580 \mum\ in the $z$ direction.


\paragraph{Transition Radiation Tracker (TRT).}

The Transition Radiation Tracker is a straw drift tube tracker, with additional particle identification capabilities from transition radiation. It is composed of modules formed from bundles of 4 mm diameter straws, filled with a gas mixture consisting of 70\% Xe, 27\% CO$_2$ and 3\% O$_2$. The charge is collected through a tungsten wire that runs down the centre of the tube. Some modifications to the TRT have been made for Run 2, as well as the gas system, that has been modified to use a Ar-based gas mixture. 

Charged particles with $p_T$>0.5 GeV and $|\eta|$<2.0 traverse at least 36 straws, except in the barrel to endcap transition region (0.8<$|\eta|$<1.0) where only 22 straws are traversed. In the bending direction ($r-\phi$ plane in the barrel and $z-\phi$ plane in the endcap) the spatial resolution is  $\sigma_{\phi}$=130 \mum. Despite the low resolution compared to the silicon trackers, the TRT contributes significantly to the pattern recognition and momentum resolution due to the large number of measurements and longer measured track length.


\subsection{The Calorimeters}

The ATLAS calorimeter system \cite{Airapetian:1996iv} sit outside the inner detector and its magnetic field. Its purpose is to measure the energy and position of particles. In fact a particle entering the calorimeter produces a shower of secondary particle and the energy of this shower, proportional to the particle one, is then measured.

ATLAS uses sampling calorimeters: different materials are sandwiched together in layers. The absorber layer is used to initiate the shower development, and the active layer to measure the energy of its constituents. This allows for a more compact design and, hence, better shower containment. 

The position measurement is obtained by segmenting the calorimeter in the $z$ and $\phi$ directions. Different absorbers are required depending on whether the particle interacts via the electromagnetic or the strong force, because the nature of the interaction and the shower development is different.

ATLAS calorimeter system is divided into two distinct subsystems: the \textit{electromagnetic calorimeter} and
the \textit{hadronic calorimeter}. An electromagnetic shower consists of electrons, positrons and photons, and is normally fully contained in the calorimeter and can be fully detected. Hadronic showers involve many more particle types, including the undetectable ones like neutrons, muons and neutrinos, and tend to be longer and wider. For this reason, the hadronic shower is often not fully contained, the energy is not fully detected and a calibration of the energy response is needed. 
It is important for the calorimeter to provide good containment of electromagnetic and hadronic showers to allow a good missing transverse energy measurement, and to avoid that the electromagnetic particles and the hadrons reach the muon system.

A cutaway view showing the location of the various calorimeter elements is shown in Figure \ref{cal}. The calorimeters cover the range $|\eta|$<4.9. 

\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{Figures/CALscheme.png}
\caption{The ATLAS Calorimeter System \cite{Aad:2008zzm} . }
\label{cal}
\end{figure}

\paragraph{Electromagnetic Calorimeter.}
The electromagnetic (EM) calorimeter (referred to as LAr) uses liquid argon as the active detector material, and lead as an absorber. Charged particles in the shower ionize the liquid argon and the ionising electrons drift to copper electrodes in the presence of an electric field. 
The LAr consists of two half barrels (referred to as EMB), extending to $|\eta|$<1.475 (with a 4 mm gap at z = 0), and two coaxial wheels on each side (referred to as EMEC), the first covering 1.375<$|\eta|$<2.5 and the second covering 2.5<$|\eta|$<3.2. 
Both in the barrel  and in the endcap region, the calorimeter has an \textit{accordion} structure (Figure \ref{ecal}) in order to avoid azimuthal cracks and to provide full $\phi$ symmetry. 

The thickness of the lead layers change as a function of $\eta$ from 1.5 mm for $|\eta|$<0.8 up to 2.2 mm for 0.8< $|\eta|$<3.2; the radial thickness of the liquid argon volumes is 2.1 mm in the barrel and goes from 0.9 mm up to 3.1 mm in the endcaps. The total active thickness of a barrel module increases as a function of the radiation lengths ($X_0$), from 22 $X_0$ to 30 $X_0$ for 0$\le|\eta|\le$0.8 and goes from 24 $X_0$ to 33 $X_0$ between 0.8$\le|\eta|\le$1.3; while, in the endcap, goes from 24 to 38 $X_0$.

The energy resolution of an electromagnetic calorimeter is given by the relation:
\begin{equation}
\frac{\sigma(E)}{E}=\frac{a}{\sqrt{E}} \oplus \frac{b}{E} \oplus c \ ,
\end{equation}
where $a$ is the stochastic term, $b$ takes into account the electronic noise, and $c$ is the constant term that reflects local non-uniformities in the response of the calorimeter. For the ATLAS electromagnetic calorimeter, $a=10\%$, $b=0.5\%$ and $c=0.7\%$. In the energy range 15-180 GeV, the reconstructed energy response is linear within $\pm0.1\%$.

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{Figures/ECAL.png}
\caption{The accordion structure of Electromagnetic Barrel Calorimeter. Honeycomb spacers position the electrodes between the lead absorber plates. }
\label{ecal}
\end{figure}

\paragraph{Hadronic Calorimeter.}

The hadronic calorimeter consists of a plastic scintillator tile calorimeter (referred to as TileCal) covering $|\eta|$<1.7 and a liquid argon endcap calorimeter (referred to as HEC), covering 1.5<$|\eta|$<3.2.

The TileCal consists of a barrel covering $|\eta|$<0.8 and two extended barrels covering 0.8<$|\eta|$<1.7, and is located immediately behind the EM calorimeter. The active material consists of 3 mm thick layers of the plastic scintillator placed perpendicular to the beam direction, sandwiched between steel absorbers. The scintillators are connected at each end to readout photomultiplier tubes by wavelength-shifting fibres. 

The HEC consists of two wheels per endcap located directly behind the EMEC and sharing the same cryostat. Each wheel has two layers of cells. The HEC covers 1.5<$|\eta|$<3.2 and so overlaps with the Tile calorimeter on one side and the Forward Calorimeter (FCAL) on the other, thus avoiding cracks in the transition regions.

The ATLAS hadronic calorimeter is characterised by two different energy resolution depending on the $\eta$ region:
\begin{equation}
\frac{\sigma(E)}{E}=\frac{50\%}{\sqrt{E[\mbox{GeV}]}} \oplus 3\% \qquad |\eta|\le3 \ ,
\end{equation}
\begin{equation}
\frac{\sigma(E)}{E}=\frac{100\%}{\sqrt{E[\mbox{GeV}]}} \oplus 10\% \qquad 3\le|\eta|\le5 \ .
\end{equation}

The number of the interaction length in the TileCal is about 9 $\lambda$, in the endcap regions (including the EMEC) is 12 $\lambda$.

The response of the hadronic calorimeter to the non-electromagnetic components of the hadronic shower is different with respect to the electromagnetic components, due to the invisible energy coming from undetectable signals, like neutrinos. The consequence are non-linear response and the degradation of the energy resolution. A hadronic calorimeter needs to compensate for this invisible energy. The compensation has to be made when the fraction of the electromagnetic particles detected by the calorimeter over the hadronic ones $e/h$ is $\neq$1. In the TileCal $e/h\sim1.4$, then it is an under-compensating calorimeter.

\paragraph{Forward Calorimeter.}
The forward calorimeter (FCAL) covers the region 3.1<$|\eta|$<4.9. To reduce the neutron flux, the FCAL begins 1.2 m away from the EM calorimeter front face. Due to the high particle fluxes and energies in the forward region, the calorimeter must contain relatively long showers in the small volume allowed by design constraints, and thus must be very dense.

The FCAL is divided into three sections. The first is designed for electromagnetic measurements, and uses copper as a passive material with liquid argon as active material. The other two compartments are designed for hadronic measurements, and use tungsten as a passive material, chosen for its high density to provide containment and minimise the lateral spread of hadronic showers.

The number of the interaction lengths in the FCAL is about 10 $\lambda$.

\subsection{The Muon Spectrometer}

The ATLAS Muon Spectrometer (MS) \cite{ATLAS:1997ad}, shown in Figure \ref{mssch}, is the outermost component of the ATLAS detector. It is designed to reconstruct the muon trajectories, measuring the muon momentum independently from the ID, and to provide muon trigger signals. Muons are the only charged particles able to escape from the calorimeter system. The MS is instrumented with precision tracking and trigger detectors.

The MS measures the muon momentum in a pseudorapidity range $|\eta|$<2.7. Within the range $|\eta|$<1.4, the magnetic bending is provided by the large air core toroid. In the range 1.6<$|\eta|$<2.7, muon tracks are bent by two smaller air core toroid endcap magnets inserted into the extremities of the barrel toroid. In the region 1.4<$|\eta|$<1.6, the magnetic deflection is provided by a combination of barrel and endcap fields. 

The MS consists of four different technologies, two connected mainly to the trigger and two mainly connected to the precise tracking. The precision tracking consists of the Monitored Drift Tubes (MDT) and the Cathode Strip Chambers (CSC), while for the trigger measurement, the Resistive Plate Chambers (RPC) and the Thin Gap Chambers (TGC) are used.

The most important parameters that have been optimised in the design phase of this sub-detectors are the resolution in $p_T$ for a good reconstruction of final state decays in two or four muons and the second coordinate measurement with a resolution better than 1 cm in order to obtain a better track reconstruction.

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{Figures/MUscheme.png}
\caption{The ATLAS Muon Spectrometer\cite{Aad:2008zzm}. On the right is shown the layout of the muon spectrometer in a quarter of the $y-z$ plane, with the interaction point located in the lower right corner.  }
\label{mssch}
\end{figure}


\paragraph{Muon Drift Chamber (MDT).}
The MDT system is composed by 1088 chambers: each chamber is made of two multi-layers of three or four layers of tubes of 29.97 mm diameter and 400 \mum\ thick aluminum walls. When a muon crosses the tube, the gas ionises and the ionising electrons are collected at the central tungsten-rhenium wire (50 \mum\ diameter).

The gas mixture is 93\% Ar + 7\% CO$_2$ + 10$^3$ppm H$_2$O operating at 3 bar pressure and at 3080 V in order to work in the avalanche regime. 

The MDT are located in both the barrel and endcap regions. In the barrel region, $|\eta|$<1.3, the chambers are divided in 16 sectors along $\phi$. In each sector, there are large and small chambers. This allows a full coverage and an overlap between chambers that ensure a robust muon momentum measurement. In the endcap, the MDTs cover the region 1.3<$|\eta|$<2.4.

\paragraph{Cathode Strip Chamber (CSC).}
The Cathode Strip Chambers (CSCs) are multi-wire proportional chambers, with the wires oriented in the radial direction and located between 2.0<$|\eta|$<2.7. They are designed to provide high precision tracking in the detector region near to the beam pipe.

The CSCs are divided in 16 sectors for each of the two wheels, 8 small and 8 large. The chambers, composed of four layers, overlap to ensure no loss of coverage. The chambers are mounted in the $r-\phi$ plane such that the muon track position will be measured by the interpolation of the induced charges in different strips of the layers. 

The gas mixture is Ar+CO$_2$ and the typical spatial resolution is 40 \mum\ in the magnet field direction and 5 mm in the azimuthal direction. The time resolution is about 7 ns.

\paragraph{Resistive Plate Chamber (RPC).}
The Resistive Plate Chambers (RPCs) are gaseous detectors used in the barrel in the range $|\eta|$<1.05, to produce the muon trigger signal and to measure the second coordinate in the non bending direction. They are complementary to the MDTs. 

The RPC system consists of 544 chambers, located in three concentric layers connected to the MDT. Each chamber has 2 layers of gas gap, filled with a gas mixture of 94.74\% C$_2$H$_2$F$_4$ (Thetrafluoroethane) + 5\% isoC$_4$H$_{10}$ (isobutane) + 0.3\% SF$_6$ (Sulfur Hexafluoride), where the last one is added to limit the charge avalanches in the chamber. The RPC chambers are made with bakelite plates of 2 mm and readout strips with pitches of about 3 cm. The inner distance between the middle and the outer layers permits the trigger to select tracks with 9 GeV<$p_T$<35 GeV while the two middle chambers provide the low-$p_T$ trigger (6 GeV<$p_T$<9 GeV).

The RPC works at 4.9 kV/mm in order to have a formation of the avalanche along the ionizing track, and provide a time resolution of $\sim$1 ns.

\paragraph{Thin Gap Chamber (TGC).}
The Thin Gap Chambers (TGCs) are multi-wire proportional chambers dedicated to the trigger system on the endcap part of the ATLAS detector. They cover the forward region in the pseudorapidity range 1.05<$|\eta|$<2.7.

The TGCs, like the RPCs, provide also a measurement of the muon track coordinate orthogonal to the one provided by the precision tracking chambers. The nominal spatial resolution for the TGCs is 3.7 mm in the $r-\phi$ plane. 

The TGC system is divided in 4 layers, one innermost (TGI) and three in the endcap (TGC1, TGC2 and TGC3). The TGC1 covers 1.05<$|\eta|$<1.92, while the others TGC layers cover up to $|\eta|$=2.7. TGC1 is composed of three chambers while TGC2 and TGC3 are composed of two chambers. The gas mixture used for these chambers is 55 \%CO$_2$ and 45\% C$_5$H$_{12}$. TGC chambers work at 2.9 kV and their time resolution is about 4 ns.


\subsection{The Trigger System}
\label{sec:trigger}
The trigger system is one of the fundamental component for high-luminosity experiments. The ATLAS Trigger system filters out events, produced by proton-proton collisions in LHC, without physics interest, lowering the average output rate (about 40 MHz) to a level of few hundreds Hz. 
It is organised in three level: each trigger level refines the decision made by the previous level and it is based on fast and crude reconstruction of physics object like muons, electrons, photons and jets.

\subsubsection*{The Level-1 Trigger (LVL1)}

The Level-1 trigger is the first level of the ATLAS trigger chain \cite{ATLAS:1998ad}.
It is a hardware-based trigger and makes a first selection using the RPC and TGC chambers to identify muons with high transverse momenta and the calorimeters for high $E_T$ photons and electrons, jets, $\tau$ decaying into hadrons. 

Cuts on the energy and $p_T$ are applied and events passing the LVL1 trigger selection are transferred to the next trigger level. The output rate of the LVL1 trigger is lowered from 40 MHz up to $\sim$100 kHz, with a maximum latency of 2.5 \textmu s required to make the final decision. 

In each event, the L1 trigger also defines one or more \textit{Regions-of-Interest} (RoIs), that are the geographical coordinates in $\eta$ and $\phi$ of regions within the detector, where its selection process has identified interesting features. The RoI data include the information on the type of identified feature and the passed criteria (e.g. a threshold). This information are subsequently used by the High Level Trigger (HLT).

For the ATLAS Run-II, a new approach for the trigger has also been used. It consists of L1 topological triggers which allows the combination of L1 objects from the Calorimeter and Muon systems to reconstruct interesting kinematic signatures. This is achieved by using FPGAs, which return topological decisions in nearly real time, exploiting particular criteria to accept or reject events, such as isolation requirements, overlap removals, angular relations, invariant mass and global quantities such as the missing transverse momentum.


\subsubsection*{The High-Level Trigger (HLT)}

The final stage of the event selection is carried out by the High Level Trigger \cite{ATLAS:2003aa}. Its selections are implemented using off-line analysis procedures, within an average event processing time of 0.2 s. This stage reduces the event rate from 100 kHz at L1 to an average of about 200 Hz. The HLT is divided in two sub-levels: second-level trigger (LVL2) and the event filter level (EF).

\paragraph{The Level-2 Trigger (LVL2).}
This level is a software-based trigger that is seeded by the RoI information provided by the LVL1 trigger. The information with full granularity and precision is used to reconstruct within a RoI only the events that satisfy a certain set of selection on the measured quantities of physics object pass this trigger level. The trigger rate is reduced to approximately 2-3 kHz, with an event processing time of about 40 ms.

\paragraph{The Event Filter (EF).}
This is the final stage of the entire trigger selection and it reduces the event rate to $\sim$200 Hz. Here only events that pass at least one of the LVL2 trigger algorithm are processed. This level have access to the whole event, using the full granularity and all the ATLAS detector information. The EF use the off-line analysis procedure, such as detailed reconstruction algorithms and the mean processing time for one event at the event filter is $\sim$4 seconds. 

The fully triggered events, also known as \textit{Raw Data}, are stored on tape drives that can be accessed to produce \textit{Event Data Summary} (EDS) files and \textit{Analysis Object Data} (AOD) files which are then used for analysis.

\subsection{ATLAS Upgrade}
\label{subsec:AtlasUp}

\begin{figure}[htbp]
\centering
\includegraphics[width=\textwidth]{HL-LHC-plan-2020-Plan.pdf}
\caption{LHC plan for High Luminosity.}
\label{fig:HLLHC}
\end{figure}

An upgrade programme is planned for LHC to reach a peak luminosity of 5-7 times the initial design values, and an integrated luminosity of about 3000 \ifb. Upgrades will involve the machine elements, as the triplet magnets, cryogenics, collimators and two new shorter dipoles which produce a stronger magnet fields; as well as the detectors. 
The luminosity increasing will imply an higher number of interactions per beam crossing, which is called \textit{pile-up}. The expected value at High-Luminosity LHC (HL-LHC) \cite{Rossi:2015ulc} is of about 140 interactions per beam crossing compared to the 30/40 that we have today. This will imply that the detectors will not be able to deal with an increasing of the particle rate. 

During the two long shutdown periods (LS2 and LS3), ATLAS will undergo two major upgrade steps called Phase I \cite{bibph1} and Phase II \cite{bibph2} respectively. One of the most important Phase I upgrade is the New Small Wheel project \cite{Kawamoto:2013udg}, which will be described in Chapter \ref{capNSW} and involves the Muon Spectrometer. Furthermore new trigger readout boards will be implemented in the electromagnetic and forward calorimeters to exploit the longitudinal sampling of the calorimeter as well as including a higher trigger granularity comparable to that presently available in the full calorimeter readout. 

During the Phase II the biggest upgrade consists in the replacement of all the Inner Detector with a silicon brand new one, called Inner Tracker (ITk) \cite{Collaboration:2017mtb}. It will have a large impact on the physics performance, extending the coverage of the current inner detector, reducing the forward jets pile-up and improving the vertexing capabilities. The very high luminosities also present significant challenges to the performance of the other detector system. Then a new trigger architecture will be implemented exploiting the upgrades of the detector readout systems that will maintain and improve the event selection. Finally also the hadronic endcap calorimeter readout electronics and the forward calorimeter detector design will be upgraded, as well as the MDT/RPC electronics.


\section{Physics objects definition and reconstruction}
In proton-proton collisions, a large variety of processes that involve different particles like leptons, photons and jets are produced. For this reason, it is very important to have an excellent object reconstruction and identification in a wide range of the energy spectrum.

A particle passing through the detector can be identified by combining all the information coming from the tracking devices, the calorimeters, and by detecting radiation emitted by charged particles.

\subsection{Track and vertex reconstruction}
\label{sec:trvtx}
Charged particles that travel the inner detector, have an approximately helical path, due to the homogeneous magnetic field and leave hits in the detector due to the interaction with its various components that they traverse (Pixel, SCT and TRT). 

The particle tracks are then reconstructed from these hits in order to identify and measure particles, in a procedure known as tracking. The tracks are used to reconstruct vertices and identify the primary vertex (PV). The PV is defined as the vertex with the largest $\sum_i^N(p_T^i)^2$, where $N$ is the number of tracks associated to each vertex and $p_T^i$ is the transverse momentum of the $i$-th track. The Figure \ref{pileup} shows the picture of two different events recorded by ATLAS: a proton-proton collision event at 8 TeV with 25 reconstructed primary vertices, in which a $Z\to \mu\mu$ event could be reconstructed, and a proton-proton collision event at 13 TeV with 8 primary vertices.

In the ATLAS ID, the track reconstruction is split into several steps \cite{Aaboud:2017all}. In the first step, seed tracks are reconstructed using the Pixel and, partially, the SCT information. These tracks are then extended through all the SCT to collect additional hits. As next step, ambiguity needs to be resolved, as several tracks candidates can share the same hits. The track is refitted with a more precise $\chi^2$ fit and a score is assigned to each track. The ambiguities are solved by choosing the track with the largest score. The tracks with limited hits and not passing the quality criteria are rejected. The remaining tracks are extended to the TRT to collect new hits and refit with the full information from all the ID detectors. 

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{pile_up_25v.png}\\
\vspace{0.5cm}
\includegraphics[width=10cm]{pile_up13.jpg}
\caption{\textit{On the top}: Picture of a $Z \to \mu \mu$ event recorded by ATLAS with 25 reconstructed primary vertices in 8 TeV collision. \textit{On the bottom}: Display of a proton-proton collision event recorded by ATLAS on 3 June 2015, with the first LHC stable beams at a collision energy of 13 TeV. Tracks originate from 8 primary vertices recorded in one event.}
\label{pileup}
\end{figure}


Particle trajectories in a solenoidal magnetic field can be parametrised with a five parameter vector:
\begin{equation}
\tau=\tau(d_0,z_0,\phi,\theta,q/p)
\end{equation}
where $d_0$ and $z_0$ are the transverse and the longitudinal impact parameter, which represent the distance between the track and the primary vertex, $\phi$ and $\theta$ are the azimuthal and the polar angles respectively, and $q/p$ is the ratio between the particle charge and its momentum.

Once the tracks are reconstructed using all the ID information, they can be used for vertex reconstruction \cite{Aaboud:2016rmg}, which is performed by associating the tracks to a particular vertex candidate and performing a fit to determine the exact position. The procedure consist of selecting the tracks in the interaction region and creating a single seed vertex. An iterative fit between the vertex and the tracks is carried out, and tracks are assigned a weight depending on their consistency with the vertex: the process stops when the fit converges. The excluded tracks are used to build a second vertex seed. A fit is performed using the two vertices, and again the remaining tracks are used to fit a new vertex. The procedure stops when none of the remaining tracks fits with any vertex give a $\chi^2$ probability of more than 1\%.

\subsection{Electron reconstruction and identification}
\label{subsec:elObj}
Electrons are charged particles that leave tracks in the ID. The electron energy is measured in the ECAL. The identification and reconstruction of electrons in ATLAS is challenging because a good separation from hadronic jets and non-prompt electrons, originating from photon conversions and heavy flavour hadron decays, is needed. Electron candidates are reconstructed from energy clusters in the ECAL which are matched to ID tracks in the region of $|\eta|$<2.47 \cite{Aad:2019tso}.

The reconstruction proceeds in several steps:
\begin{itemize}

\item \textit{Topo-cluster reconstruction}. Clusters of cells are built from the deposit in both ECal and HCal calorimeter \cite{Aad:2016upy}. Proto-clusters are selected from cells which have energy significance $E_{cell}/\sigma_{cell}^{noise}>4$, where $E_{cell}$ is the energy of a single cell and $\sigma_{cell}^{noise}$ is the expected noise.  Neighbouring cells are then added iteratively, lowering the significance threshold to two and then to zero. A proto-cluster is split if it contains two or more cells with $E_{cell}>$500 MeV and at least four neighbours with lower signal. 
\item \textit{Track reconstruction}. It consists in two steps. In the pattern recognition step, a track seed (three hits in the ID) with a $p_T$> 1 GeV, is extended to a full track of at least seven hits using first the pion hypothesis for energy loss and, if it fails, using an electron hypothesis for larger energy losses. Tracks that have significant number of precision hits ($\ge$4) and are loosely associated to electron clusters are refit using an optimised \textit{Gaussian Sum Filter} (GSF), which takes into account the non-linear bremsstrahlung effects.

\item \textit{Cluster-track matching}. Tracks are considered matched if $|\eta_{track} - \eta_{clus}|<0.05$ and $-0.10<q\cdot(\phi_{track} - \phi_{clus})<0.05$, where $q$ is the charge associated to the track and the cluster coordinate are taken as the second layer cell barycentre. In case of several matched track, the one with the best $\Delta R$ is kept.

\item \textit{Super-cluster reconstruction}. The track-matched topo-cluster are used to build a \textit{supercluster}. This method consists of including additional \textit{satellite} clusters to the cluster selected as the \textit{seed} cluster (Figure \ref{fig:supercluster}). In this way clusters coming from bremsstrahlung radiation are taken into account. The seed topo-cluster is required to have energy greater than 1 GeV and with an associated track with at least four silicon hits. A cluster is considered satellite for an electron if it falls within a window of $\Delta\eta\times\Delta\phi=0.075 \times 0.125$ around the seed cluster barycentre and also if it is in a window of $\Delta\eta\times\Delta\phi=0.125 \times 0.300$ and share the same track as of the seed cluster. Finally an ambiguity resolution algorithm is applied on the superclusters to determine if it belongs to an electron or to a photon.  
\end{itemize}

\begin{figure}[htbp]
\centering
\includegraphics[width=0.8\textwidth]{Object/supercluster.pdf}
\caption{Diagram of superclustering algorithm for electrons. Seed clusters are shown in red, satellite clusters in blue.}
\label{fig:supercluster}
\end{figure}

To determine whether the reconstructed electron candidates are signal-like objects or background-like objects such as hadronic jets or converted photons, algorithms for electron identification (ID) are applied. The ID algorithms use quantities related to the electron cluster and track measurements including calorimeter shower shapes, information from the transition radiation tracker, track-cluster matching related quantities, track properties, and variables measuring bremsstrahlung effects to distinguishing signal from background. 

For Run 2, the number of hits in the IBL pixel layer is also used for discriminating between electrons and converted photons because it provides measurement of space point very close to the primary vertex. 
Furthermore, a likelihood method based on the TRT high-threshold hits is introduced to compensate for the lower transition radiation absorption probability of the argon. 

The re-optimization of the ID algorithms for Run-2 is based on MC simulation samples. Electron candidates from MC simulations of $Z\to ee$ and dijet events are used, in addition to $J/\phi \to ee$ and minimum bias events at low $E_T$. The baseline ID algorithm used for Run-2 data analyses is the likelihood-based (LH) method. It is a multivariate analysis (MVA) technique that simultaneously evaluates several properties of the electron candidates when making a selection decision. The LH method uses the signal and background probability density functions (PDFs) of the discriminating variables and an overall probability is calculated for the object to be signal or background.

Three levels of identification operating points are typically provided for electron ID: \textit{Loose}, \textit{Medium} and \textit{Tight}, in order of increasing background rejection. 
The distributions of electron shower shapes depend on the amount of material the electrons pass through, and therefore vary with the $|\eta|$ and the $E_T$ of the electron candidates. The performance of the LH identification algorithm is illustrated in Figure \ref{eleff}.
Depending on the operating point the identification efficiency varies with increasing $E_T$: for Loose (Tight) operating point it varies from 86\% (58\%) at $E_T=4.5$ GeV to 95\% (88\%) at $E_T=100$ GeV. 

The \htollll analysis uses the Loose operating point, providing the highest identification efficiency, but also the lowest background rejection. 
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\caption{The efficiency to identify electrons from $Z\to ee$ decays as function of (\protect{\subref{fig:effEtEl}}) $E_T$ and as function of (\protect{\subref{fig:effEtaEl}}) $\eta$ for Loose, Medium and Tight operating point \cite{Aad:2019tso}.}
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\end{figure}

In addition to the identification criteria described above, most analyses require electrons to fulfill isolation requirements, to further discriminate between signal and background. The isolation variables quantify the energy of the particles produced around the electron candidate and allow to disentangle prompt electrons (from heavy resonance decays, such as $W \to e\nu$, $Z \to ee$) from other, non-isolated electron candidates. Two discriminating variables have been designed for that purpose:
\begin{itemize}
\item a \textit{calorimetric} isolation energy, $E_T^{cone20}$, defined as the sum of transverse energies of topological clusters within a cone of $\Delta R=0.2$ around the candidate electron cluster. 
\item a \textit{track} isolation, $p_T^{varcone20(30)}$, defined as the sum of transverse momenta of all tracks within a cone of $\Delta R=min(0.2(0.3), 10 \ GeV/E_T)$ around the candidate electron track and originating from the reconstructed primary vertex of the hard collision.
\end{itemize}

The implementation of isolation criteria is specific to the physics analysis needs, as it results a compromise between a highly-efficient identification of prompt electrons, isolated or produced in a busy environment, and a good rejection of electrons from heavy-flavour decays or light hadrons misidentified as electrons. The details on the isolation working point used in the \htollll analysis are described in Section \ref{sec:EvtSel}.

\subsection{Muon reconstruction and identification}
\label{subsec:muonObj}
Muon reconstruction is firstly performed independently in the ID and MS \cite{Aad:2020gmm}. 
The information from individual sub-detectors is then combined to form the muon tracks that are used in physics analyses. In the ID, muons are reconstructed like any other charged particles as described in the Section \ref{sec:trvtx}. 

Muon reconstruction in the MS starts with a search for hit patterns inside each muon chamber. In the selected areas, close hits in the same chamber are fitted in a straight line to produce \textit{segments}. In each MDT chamber and nearby trigger chamber, the hits aligned on a trajectory in the bending plane of the detector are searched. The RPC or TGC hits measure the coordinate orthogonal to the bending plane. Segments in the CSC detectors are built using a separate combinatorial search in the $\eta$ and $\phi$ detector planes. 

Muon track candidates are then built by fitting together hits from segments in different layers. The algorithm used for this task performs a segment-seeded combinatorial search that starts by using the segments generated in the middle layers of the detector where more trigger hits are available as seeds. The search is then extended to use the segments from the outer and inner layers. The segments are selected using criteria based on hit multiplicity and fit quality and are matched using their relative positions and angles. 

At least two matching segments are required to build a track, except in the barrelâ��endcap transition region. The same segment can initially be used to build several track candidates, but later, an overlap removal algorithm selects the best assignment to a single track, or allows for the segment to be shared between two tracks. The hits associated with each track candidate are fitted using a global $\chi^2$ fit. A track candidate is accepted if the $\chi^2$ of the fit satisfies the selection criteria.

Four different types of muons are defined in ATLAS, depending on which sub-detectors are used in reconstruction. They are listed below:
\begin{itemize}
\item \textit{Combined (CB) muons}: track reconstruction is performed independently in the ID and MS, and a combined track is formed with a global fit that uses the hits from both the ID and MS sub-detectors. Muons are firstly reconstructed in the MS and then extrapolated inward and matched to an ID track. They are the most commonly used muons in physics analyses since they have the highest purity and the best resolution. An alternative algorithm is used to built what are called \textit{Inside-out (IO) combined muons}. It requires an ID reconstructed track and hits in the MS (without requiring a MS reconstructed track). In this case, the trajectory is reconstructed by extrapolating the ID tracks to the MS in order to search for MS hits to be used in a combined fit track. The combined muons are defined only in the region $|\eta|<2.5$.
\item \textit{Segment-tagged (ST) muons}: a track in the ID is classified as a muon if, once extrapolated to the MS, it is associated with at least one local track segment in the MDT or CSC chambers. ST muons are used when muons cross only one layer of MS chambers, either because of their low $p_T$ or because they pass through regions with reduced MS acceptance.
\item \textit{Calorimeter-tagged (CT) muons}: a track in the ID is identified as a muon if it can be matched to an energy deposit in the calorimeter compatible with a minimum-ionising particle (MIP). This kind of muon has the lowest purity with respect to all the other muon types but they allow to recover the acceptance in regions where the MS is partially instrumented. The identification criteria for CT muons are optimised for that region ($|\eta|$<0.1) and a momentum range of 15 < $p_T$<100 GeV.
\item \textit{Stand-Alone (SA) muons} or \textit{Extrapolated (ME) muons}: the muon trajectory is reconstructed based only on the MS track and a loose requirement on compatibility with originating from the interaction point. The muon is required to traverse at least two layers of MS chambers to provide a track measurement. SA muons are mainly used to extend the acceptance for muon reconstruction into the region 2.5<$|\eta|$<2.7, which is not covered by the ID. 
\end{itemize}

Muon identification is performed by applying quality requirements that suppress background, mainly from pion and kaon decays, while selecting prompt muons with high efficiency and/or guaranteeing a robust momentum measurement. The identification algorithm uses the following variables for CB tracks:
\begin{itemize}
\item \textit{q/p significance}, the absolute value of the difference between ratio of the charge and momentum of the muons measured in the ID and MS divided by the quadrature sum of the corresponding uncertainties.
\item $\rho'$, the absolute value of the difference between the $p_T$ measurements in the ID and MS divided by the $p_T$ of the combined track.
\item normalised $\chi^2$ of the combined track fit. 
\end{itemize}

Five muon identification selections (\textit{Loose, Medium, Tight}, \textit{High}-$p_T$ and \textit{Low}-$p_T$) are provided to address the specific needs of different physics analyses. In the \textit{Loose, Medium}, and \textit{Tight} categories, such as in the electron case, the selected muons that pass tighter requirements are also included in the looser categories.

\begin{itemize}
\item \textit{Loose muons}: the \textit{Loose} identification criteria are designed to maximise the reconstruction efficiency while providing good-quality muon tracks and it is optimised for the Higgs searches. All muon types are used. It accepts CB and SA muons requiring to have at least two precision stations except in the region $|\eta|<0.1$, where muons are included but can have at most one muon precision station. The $q/p$ significance must be less than 7 to ensure a loose compatibility between the ID and MS measurements. The acceptance is extended outside the ID coverage by including SA muons with at least three precision stations in the range $2.5<|\eta|<2.7$. CT and ST muons are restricted to the $|\eta|$<0.1 region. In the region $|\eta|$<2.5, about 97\% of the \textit{Loose} muons are CB or IO.
\item \textit{Medium muons}: the \textit{Medium} identification criteria provide the default selection for muons in ATLAS. This selection minimises the systematic uncertainties associated with muon reconstruction and calibration. Only CB (including IO) tracks within the ID acceptance $|\eta|$<2.5 and SA tracks within $2.5<|\eta|<2.7$ are used. They have the same requirements of the \textit{Loose} working point. In the region $|\eta|$ < 2.5, more than 98\% of the muons are CB muons. 
\item \textit{Tight muons}: the \textit{Tight} selection maximises the purity of muons at the expense of an higher inefficiency. Only CB (including IO) muons with hits in at least two stations of the MS and satisfying the \textit{Medium} selection criteria are considered. Requirements are placed on the normalised $\chi^2$ of the combined track fit, on the $q/p$ significance and on $\rho'$ depending on the $p_T$ and $|\eta|$ of the muon.
\item \textit{High}-$p_T$ \textit{muons}: the \textit{High}-$p_T$ selection aims to maximise the momentum resolution for tracks with transverse momentum above 100 GeV. The selection is optimised for searches for high-mass $Z$' and $W$' resonances. CB muons passing the \textit{Medium} selection and having at least three hits in three MS stations are selected.
\item \textit{Low}-$p_T$ \textit{muons}: the \textit{Low}-$p_T$ selection targets the lowest-$p_T$ muons which are less likely to be independently reconstructed as full tracks in the MS, so that the identification based on MS segments is necessary. Two versions of the Low-$p_T$ WP have been developed: a cut-based selection, which reduces the kinematic dependencies of the background efficiencies, and a multivariate WP which maximises the overall performance. 
\end{itemize}

Muon reconstruction efficiency as a function of $|\eta|$ is shown in Figure \ref{mueff} for \textit{Loose}, \textit{Medium} and \textit{Tight} muons. 
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\caption{Muon reconstruction and identification efficiency for \textit{Loose, Medium} and \textit{Tight} criteria (\protect{\subref{fig:effpTMu}}) from $J\psi\to \mu\mu$ events as function of $p_T$ and (\protect{\subref{fig:effEtaMu}}) from $Z\to\mu\mu$ events as function of $\eta$ for muons with $p_T>10$ GeV(\textit{on the right})  \cite{Aad:2020gmm}.}
\label{mueff}
\end{figure}

As done for the electrons, an isolation requirement on the muons is applied to improve the separation from fake muons. Based on the same variables defined in the previous section, several working points have been defined by ATLAS. The details on the isolation working point used in the \htollll analysis are described in Section \ref{sec:EvtSel}.

\subsection{Jet reconstruction and identification}
\label{subsec:jetObj}
Quarks and gluons produced in particle interactions hadronise and produce collimated \textit{jets} of particles. The goal of jet reconstruction is to combine those particles in order to obtain a physics object describing the characteristics of the initial parton.

For the jet reconstruction, an algorithm which combines tracking information and energy deposits in the calorimeters is used and it is called \textit{particle flow} \cite{Aaboud:2017aca}. It does a cell-based energy subtraction to remove the overlap between them. Each track is matched to a single topo-cluster by a reduced error-corrected angular separation and its energy-momentum compatibility. The expected energy deposit in the cluster is then calculated based on cluster position and track momentum. The expected energy is then subtracted cell by cell from the set of matched clusters. Finally, if the energy in the system is consistent with the expected shower fluctuations of a single particle's signal, the topo-cluster remnants are removed. If the remnant energy is above the threshold, the clusters are kept and treated as additional particles. This procedure is applied to tracks sorted in descending $p_T$-order, firstly to the cases where only a single topo-cluster is matched to the track, and then to the other selected tracks.

Particle flow jets are reconstructed using $anti-k_t$ algorithm \cite{Cacciari:2008gp}. It is a clustering algorithm that builds jets with an iterative procedure. The main input object of the $anti-k_t$ algorithm are the topological clusters surviving the energy subtraction step and the selected tracks that are matched to the hard-scatter primary vertex. 

This algorithm combines objects according to the distance parameters 
\begin{equation}
d_{i,j}=\mbox{min}\left({p_{T,i}^{-2}}, {p_{T,j}^{-2}}\right) \cdot \frac{\Delta R}{R} \qquad \mbox{and} \qquad d_{i,beam}={p_{T,i}^{-2}}
\end{equation}
where $p_{T,i}$ is the transverse momentum of object $i$ and $\Delta R$ is the distance between the topological clusters $i$ and $j$. The parameter $R$ controls the size of the jet and for the particle flow jets $R$ is equal to 0.4. The four-momentum of the jet is simply the four-momenta sum of the constituent objects. 

The energy of the jets reconstructed in ATLAS needs to be calibrated to the true energy of the corresponding jet of stable hadronic particles. The calibration takes into account several effects, such as the non-compensation of the hadronic calorimeters, the leakage effects when the showers reaching the outer edge of the calorimeters, the pile-up, the energy deposits below noise threshold and the energy lost in inactive areas of the detector \cite{Aaboud:2017aca}. 

\paragraph{\textit{b}-tagging.}\mbox{}\\
The identification of jets coming from b-quarks fragmentation (\textit{b-tagging}), is crucial for analyses looking for one or more b-quarks in the final state. For example, the $ttH$ production mode, which contains two top quarks that decay exclusively into bottom quarks ($t \to Wb$) \cite{Aad:2019aic}.

Three different b-tagging algorithm are used in ATLAS. A log-likelihood-ratio-based algorithm, $IP3D$, takes track impact parameters as input to assign a weight to all the tracks which are then combined as the score of the jet. The $SV1$ algorithm instead attempts to reconstruct the secondary vertex fitting the track associated with the jet. Finally the $JetFitter$ algorithm reconstruct the decay chains from the interaction point through the $b-$ and $c-$ hadrons inside the jets using Kamal filters.

The final algorithm is a based on Multi-Variate Analysis (MVA) techniques, $MV2c10$, which combines the output of the three algorithms into a Boosted Decision Tree (BDT). The working point are defined by making cut on BDT score to achieve $b$-jets efficiencies of 85\%, 77\%, 70\% and 60\%. The distribution of the output discriminant of the algorithm for $b$-jets, $c$-jets and $light$-jets is shown in Figure \ref{btag}.
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\caption{The b-tagging discriminant used to distinguish b-jets from jets containing charm and other light flavours.  \cite{Aad:2019aic}.}
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\section{The Standard Model}

The Standard Model describes three out of the four fundamental interactions of elementary particles in the framework of Quantum Field Theory: the electromagnetic interaction, responsible for the interaction between charged particles; the weak interaction, responsible for the existence of radioactive decays; and the strong interaction, responsible for the formation of proton and neutron and consequently nuclei. The gravitational interaction is too weak at the particle physics energy scales, and is not incorporated in the Standard Model (SM). 

The elementary particles are divided into two groups:
\begin{itemize}
\item \textbf{Fermions}, have half-integer spin and are the constituents of matter. They are divided into \textit{leptons} and \textit{quarks}; the latter are involved in the strong interactions. They are grouped in three generations, each composed of two quarks and two leptons. 
\item \textbf{Bosons}, have integer spin. The gauge bosons have spin 1 and mediate the fundamental interactions: the \textit{photon} is the massless mediator of electromagnetic interaction, the $W^+$, $W^-$ and $Z^0$ are the massive mediator of weak interaction and the eight massless \textit{gluons} mediate the strong interaction. The Higgs boson is a scalar boson which explains the massive nature of the particles within the SM. 

\end{itemize}
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\caption{The elementary particles of the Standard Model.}
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The Standard Model is a gauge theory based on the local symmetry group $SU(3)_C\times SU(2)_L \times U(1)_Y$, where the subscripts $C$, $L$, and $Y$ denote colour, left-handed chirality and weak hypercharge, respectively. 

The $SU(3)_C$  group describes the colour symmetry of the strong interaction. The theory of the strong interactions between quarks and gluons is called Quantum Chromodinamycs (QCD), and the charge in QCD is referred to as colour charge and it could be of three types: red, green and blue. Only quarks and gluons are colour-charged particles and they cannot be isolated and exist only within colour neutral hadrons or high-temperature plasmas (\textit{colour confinement}). The $SU(2)_L$ and the $U(1)_Y$ groups will be described in the next section.

The gauge group uniquely determines the interactions and the number of vector gauge bosons that correspond to the generators of the group. The electroweak interactions, based on the symmetry group $SU(2)_L \times U(1)_Y$, can be studied separately from strong interactions, because the symmetry under the colour group $SU(3)_C$ is unbroken and there is no mixing between $SU(3)_C$ and $SU(2)_L \times U(1)_Y$ sectors; on the other hand, as we will see, electromagnetic and weak interactions must be treated together because there is a mixing between the neutral gauge bosons of $SU(2)_L$ and $U(1)_Y$. 

\subsubsection*{Electroweak Theory}
The electroweak unification was first formalized in 1960 by Glashow \cite{Glashow:1961tr} and then refined in 1967 by Weinberg and Salam \cite{Weinberg:1967tq} \cite{Salam:1968rm}. They discovered a way to combine the electromagnetic and weak interactions. To discuss about the electroweak part of the SM Lagrangian is sufficient to consider only the $SU(2)_L\times U(1)_Y$ symmetry group. 

The symmetry group $SU(2)_L$ is called \textit{weak isospin}. The elements of the group act only on the left-handed chiral components of the fermion fields (the right-handed chiral components are singlets under weak isospin transformations). This group has three generators, for which we use the notation $T_i$ (i = 1, 2, 3) and they satisfy the commutation relations:
\begin{equation}
[T_i,T_j]=i\epsilon_{ijk}T_k\ ,
\end{equation}
where $\epsilon_{ijk}$ is the totally antisymmetric tensor. The weak isospin group is a non-abelian group and the generators are $T_i=\tau_i/2$, where $\tau_1$, $\tau_2$ and $\tau_3$ are the three Pauli matrices:
\begin{equation}
\tau_1 = \left(\begin{matrix} 0 & 1 \\ 1 & 0 \end{matrix} \right) \qquad \tau_2 = \left(\begin{matrix} 0 & -i \\ i & 0  \end{matrix} \right) \qquad \tau_3 = \left(\begin{matrix} 1 & 0 \\ 0 & -1  \end{matrix} \right) \ .
\end{equation}

The symmetry group $U(1)_Y$ is called \textit{hypercharge}, and it is an abelian group. It is generated by the hypercharge operator $Y$, which is connected to $T_3$ and the charge operator $Q$ by the \textit{Gell-Mann–Nishijima relation}:
\begin{equation}
Q=T_3 + \frac{Y}{2} \ .
\end{equation}
This relation is necessary in order to fix the action of the hypercharge operator $Y$ on the fermion fields and implies the unification of weak and electromagnetic interactions. 

In order to have local gauge invariance, one must introduce three vector gauge boson fields $W_i^{\mu}$ (i = 1, 2, 3) associated with the three generators $T_i$ (i = 1, 2, 3) of the group $SU(2)_L$, and one vector gauge boson field $B_{\mu}$ associated with the generator $Y$ of the group $U(1)_Y$. The covariant derivative $D_{\mu}$, which in gauge theories replaces the normal derivative $\partial_{\mu}$ in the Lagrangian, is:
\begin{equation}
D_{\mu}=\partial_{\mu}+ig W_{\mu}^i T_i + i g' B_{\mu} \frac{Y}{2} \ .
\end{equation}
The two independent coupling constants $g$ and $g'$ are associated with the $SU(2)_L$ and $U(1)_Y$ groups respectively.

The choice of the representations for the fermion fields has been guided by the previous theory for the weak interaction, namely the $V-A$ theory, and the two-component theory of the neutrino. Thus, the fermions are divided into \textit{left-handed} and \textit{right-handed} components. Since the $W$ bosons couple only to the left-handed particles, while the $Z$ boson and the photon couple to both left-handed and right-handed particles, the left-handed chiral components of the fermion fields are grouped into \textit{weak isospin doublets}, while the right-handed components are assumed to be singlets under the weak isospin group of transformations:
\begin{equation}
\left(\begin{matrix}  u \\ d \end{matrix}\right)_L , \ \left(\begin{matrix}  \nu_e \\ e \end{matrix}\right)_L  \qquad 
\left(\begin{matrix}  c \\ s \end{matrix}\right)_L , \ \left(\begin{matrix}  \nu_{\mu} \\ \mu \end{matrix}\right)_L  \qquad \left(\begin{matrix}  t \\ b \end{matrix}\right)_L , \ \left(\begin{matrix}  \nu_{\tau} \\ \tau \end{matrix}\right)_L 
\end{equation}
\begin{equation}
u_R, \ d_R, \ e_R \qquad c_R, s_R, \ \mu_R \qquad t_R, \ b_R, \ \tau_R \ .
\end{equation}

The left-handed and right-handed components of the fermion fields transform differently under rotations of  $SU(2)_L\times U(1)_Y$. The unitarity transformation is defined as:
\begin{equation}
U(\alpha(x), \overline{\beta}(x)) = e^{i \alpha(x) \frac{Y}{2} + i \overline{\beta}(x)\cdot\frac{\overline{\tau}}{2}} \ ,
\end{equation}
where $(\alpha(x), \overline{\beta}(x)) $ is a set of 1+3 parameters, with $\overline{\beta}(x)=(\beta_1(x), \beta_2(x), \beta_3(x))$.
The transformation of the left-handed doublets and of right-handed singlets are given by:

\begin{equation}
\psi_L \longrightarrow \psi'_L=e^{i \alpha(x) \frac{Y}{2} + i \overline{\beta}(x)\cdot\frac{\overline{\tau}}{2}}\psi_L \ , \qquad \psi_R \longrightarrow \psi'_R=e^{i \alpha(x) \frac{Y}{2}}\psi_R \ .
\end{equation}
The resulting electroweak Lagrangian is:
\begin{equation}
\begin{split}
\mathcal{L}=&-\frac{1}{4} W_{\mu\nu}^i W_i^{\mu\nu} -\frac{1}{4} B_{\mu\nu}B^{\mu\nu}+ i \overline{\psi}\gamma^{\mu}D_{\mu} \psi =\\
=&-\frac{1}{4} W_{\mu\nu}^i W_i^{\mu\nu} -\frac{1}{4} B_{\mu\nu}B^{\mu\nu} + i \overline{\psi_L}\gamma^{\mu}\partial_{\mu} \psi_L + i \overline{\psi_R}\gamma^{\mu}\partial_{\mu} \psi_R +\\
& - \overline{\psi_L}\gamma^{\mu}\left( g \frac{\tau_i}{2}W_{\mu}^i + g' \frac{Y}{2}B_{\mu} \right) \psi_L - \overline{\psi_R}\gamma^{\mu}\left( g' \frac{Y}{2}B_{\mu} \right) \psi_R \ ,
\end{split}
\label{lagSM}
\end{equation}
where $W_{\mu\nu}^i$ and $B_{\mu\nu}$ are the field tensors:
\begin{equation}
W_{\mu\nu}^i=\partial_{\mu}W_{\nu}^i + \partial_{\nu}W_{\mu}^i - g \epsilon_{ijk}W_{\mu}^j W_{\nu}^k \ ,
\end{equation}
\begin{equation}
B_{\mu\nu}=\partial_{\mu}B_{\nu} + \partial_{\nu}B_{\mu} \ .
\end{equation}
Then to satisfy gauge invariance, the covariant derivative must transform as: 
\begin{equation}
D_{\mu} \longrightarrow D'_{\mu}=U(\alpha(x), \overline{\beta}(x))D_{\mu}U^{-1}(\alpha(x), \overline{\beta}(x))
\end{equation}
This means that the gauge boson fields transform as:
\begin{equation}
W_{\mu}^i \tau^i \longrightarrow {W_{\mu}^i}' \tau^i=U(\alpha(x), \overline{\beta}(x))\left[W_{\mu}^i \tau^i  -\frac{i}{g}\partial_{\mu} \right] U^{-1}(\alpha(x), \overline{\beta}(x))
\label{Wtransf}
\end{equation}
\begin{equation}
B_{\mu}\frac{Y}{2} \longrightarrow B'_{\mu}\frac{Y}{2}=U(\alpha(x), \overline{\beta}(x))\left[B_{\mu}\frac{Y}{2}  -\frac{i}{g'}\partial_{\mu} \right] U^{-1}(\alpha(x), \overline{\beta}(x))
\label{Btransf}
\end{equation}

A mass term for a fermion in the Lagrangian would be of the form: $-m\overline{\psi}\psi$, but such terms are not allowed as they are not gauge invariant, since
\begin{equation}
-m\overline{\psi}\psi=-m[\overline{\psi_R}\psi_L + \overline{\psi_L}\psi_R] \ ,
\end{equation}
but the left-handed and right-handed components transform in a different way under the transformations of the gauge group as seen before. 
In the same way, the invariance of the Lagrangian is achieved by replacing the partial derivative by a covariant derivative and introducing a new vector field with specific transformation properties (see \ref{Wtransf} and \ref{Btransf}). Under these symmetry requirements it is not possible for a gauge boson to acquire mass, e.g. in QED:
\begin{equation}
\frac{1}{2} m_{\gamma}^2 A_{\mu}A^{\mu} \to \frac{1}{2} m_{\gamma}^2 \left(A_{\mu}-\frac{i}{e}\partial_{\mu}\right)\left(A^{\mu}-\frac{i}{e}\partial^{\mu}\right) \neq \frac{1}{2} m_{\gamma}^2 A_{\mu}A^{\mu} \ .
\end{equation}

The interaction Lagrangian that describes the coupling of the fermions with the gauge bosons is the last line of the equation \ref{lagSM} and in order to derive the explicit interaction term for the fermions, the definitions of Pauli matrices are used and $\psi_{u}$ and $\psi_{d}$ as the \textit{up} component and \textit{down} component of fermion fields are defined:
\begin{equation}
\mathcal{L}_I=-\frac{1}{2} (  \overline{\psi}_{uL} \  \overline{\psi}_{dL}) \left( \begin{matrix} g \slashed{W}_3 - g' \slashed{B} & g(\slashed{W}_1 - i \slashed{W}_2) \\ g(\slashed{W}_1 + i \slashed{W}_2) & -g\slashed{W}_3 - g' \slashed{B} \end{matrix} \right ) \left( \begin{matrix}\psi_{uL} \\ \psi_{dL} \end{matrix} \right) + g' \frac{Y}{2} \overline{\psi}_{uR} \slashed{B} \psi_{uR} + g' \frac{Y}{2} \overline{\psi}_{dR} \slashed{B} \psi_{dR} \ .
\end{equation}

A field $W^{\mu}$ that annihilates $W^+$ bosons and creates $W^-$ bosons can be defined, and its hermitian conjugate $W^{\mu \dagger}$, as a linear combination of $W^{\mu}_1$ and $W^{\mu}_2$:
\begin{equation}
W^{\mu}=\frac{W^{\mu}_1 - i W^{\mu}_2}{\sqrt{2}} \quad \Longrightarrow \quad W^{\mu \dagger}=\frac{W^{\mu}_1 + i W^{\mu}_2}{\sqrt{2}} \ .
\end{equation}

The theory must include the electromagnetic interactions described by the quantum electrodynamic (QED) Lagrangian. As such, the electromagnetic field $A^{\mu}$ can be expressed as an appropriate linear combination of $B^{\mu}$ and $W^{\mu}_3$ and write the orthogonal combination, which defines the vector boson field $Z^{\mu}$. This performs a rotation in the plane of the $B^{\mu}$, $W^{\mu}_3$ fields through an angle $\theta_{W}$:
\begin{equation}
\left(\begin{matrix} A^{\mu} \\ Z^{\mu} \end{matrix} \right)=\left(\begin{matrix} \cos \theta_W & \sin \theta_W \\ -\sin \theta_W & \cos \theta_W \end{matrix} \right) \left(\begin{matrix} B^{\mu} \\ W^{\mu}_3 \end{matrix} \right) \qquad \mbox{with} \  \tan \theta_W = \frac{g'}{g} \ .
\end{equation}
The angle $\theta_W$ is called the \textit{Weinberg angle}. The weak mixing angle is chosen in order to obtain the QED Lagrangian for the coupling between the electromagnetic field and the fermion fields.

Separate the interaction Lagrangian into a \textit{charged-current} (CC) and \textit{neutral-current} (NC):
\begin{equation}
\begin{split}
\mathcal{L}_{I}^{(CC)} & = -\frac{g}{\sqrt{2}} \left\{ \overline{\psi}_{uL} \slashed{W} \psi_{dL} + \overline{\psi}_{dL} \slashed{W}^{\dagger} \psi_{uL} \right \} \ ,
\end{split}
\label{CC}
\end{equation}
\begin{equation}
\begin{split}
\mathcal{L}_{I}^{(NC)} & = -\frac{g}{2\cos\theta_{W}}  \left\{ 2 g_{L}^{U} \overline{\psi}_{uL} \slashed{Z} \psi_{uL}+ 2 g_{L}^{D} \overline{\psi}_{dL} \slashed{Z} \psi_{dL} + 2 g_{R}^{U} \overline{\psi}_{uR} \slashed{Z} \psi_{uR} + 2 g_{R}^{D} \overline{\psi}_{dR} \slashed{Z} \psi_{dR} \right \}+ \\
& - g \sin\theta_{W} \frac{Y}{2} \overline{\psi} \slashed{A} \psi \ ,
\end{split}
\end{equation}
Then,
\begin{equation}
\mathcal{L}_{I}^{(NC)}= -\frac{g}{2\cos\theta_{W}}  \left\{ \overline{\psi}_{u} \slashed{Z}(g_V^U-g_A^U \gamma^5) \psi_{u}+ \overline{\psi}_{d} \slashed{Z}(g_V^D-g_A^D \gamma^5) \psi_{d} \right \} - g \sin\theta_{W} \frac{Y}{2} \overline{\psi} \slashed{A} \psi \ ,
\label{NC}
\end{equation}
where the coefficients $g_{L,R}^{U,D}$, $g_V^{U,D}$ and $g_A^{U,D}$ have been introduced. In general, the values of the coefficients $g_{L}^{f}$ and $g_{R}^{f}$ for fermion field $f$ are given by:
\begin{equation}
g_{L}^{f}=T_3^f - q_f \sin^2 \theta_W \ , \qquad g_{R}^{f}= - q_f \sin^2 \theta_W \ ,
\end{equation}
where the $T_3^f$ is the value of the third component of the weak isospin and $q_f$ is the electric charge of the fermion in units of the elementary electric charge $e$. 

The $V-A$ structure of the weak interaction is shown by the fact that in \ref{CC} the coupling of W bosons is only with left-handed fermions $(1-\gamma^5)$, and in \ref{NC} the $Z$ boson has a vector and an axial coupling with fermion fields, expressed by $(g_V-g_A\gamma^5)$.


\subsection{The Higgs mechanism}
\label{subsec:SSB}
In the previous section, a gauge-invariant and renormalisable unified theory of weak and electromagnetic interactions has been obtained. However, all fermions and gauge bosons need to have zero mass, since it has been shown that the \textit{ad hoc} addition of mass terms to the Lagrangian density spoils the gauge invariance and the renormalisability of the theory. In order to obtain a renormalisable theory, it is essential to introduce the masses by a mechanism which retains the gauge invariance of the Lagrangian density: the \textit{spontaneous symmetry breaking}.

In the Standard Model, the masses are generated through a spontaneous symmetry breaking of a local gauge theory, known as the \textit{Higgs mechanism} \cite{Englert:1964et} \cite{Higgs:1964pj}. This is implemented by an additional $SU(2)_L$ isospin doublet of complex scalar fields with hypercharge $Y=1$:
\begin{equation}
\Phi(x)=\left(\begin{matrix} \phi^+(x) \\ \phi^0(x) \end{matrix} \right) \ ,
\end{equation}
where $\phi^+ (x)$ is a charged field and $\phi^0 (x)$ is a neutral field. The Higgs doublet transforms under $SU(2)_L \times U(1)_Y$ transformation as follows:
\begin{equation}
\Phi \longrightarrow \Phi'=e^{i \alpha(x) \frac{Y}{2} + i \overline{\beta}(x)\cdot\frac{\overline{\tau}}{2}}\Phi \ .
\end{equation}

The Higgs part of the SM Lagrangian is composed by a kinetic term, with the covariant derivative, and a potential term, that it could be thought as an expansion in powers of $\Phi(x)$ and $\Phi(x)^{\dagger}$ about the stable equilibrium configuration $\Phi(x)=0$:
\begin{equation}
\mathcal{L}_{Higgs} = (D_{\mu}\Phi)^{\dagger} (D^{\mu}\Phi) - \mu^2 \Phi^{\dagger} \Phi - \lambda (\Phi^{\dagger} \Phi)^2 \ .
\end{equation}
The Higgs potential is:
\begin{equation}
V(\Phi)= - \mu^2 \Phi^{\dagger} \Phi - \lambda (\Phi^{\dagger}\Phi)^2 \ ,
\end{equation}
and the $\lambda (\Phi^{\dagger}\Phi)^2$ term can be treat by perturbation theory.

The coefficient $\lambda$ of the quadratic self-couplings of the Higgs fields must be positive in order to have a potential which is bounded from below. 
On the other hand, the squared mass-like coefficient $\mu^2$ must be negative in order to realise the spontaneous breaking of the symmetry
\begin{equation}
SU(2)_L\times U(1)_Y \to U(1)_Q \ ,
\end{equation}
where $U(1)_Q$ is the gauge symmetry group of electromagnetic interactions, associated with the conservation of the electric charge.
This invariance guarantees the existence of a massless gauge boson associated with the symmetry group $U(1)_Q$, which is the photon.

In the case of $\mu^2>0$, the potential has a unique minimum at $\Phi=0$, which in quantum field theory corresponds to the vacuum and has the lowest energy state (ground state). This means that the field $\Phi$ has zero \textit{vacuum expectation value} (VEV), defined as $\langle0| \Phi|0 \rangle$, and the vacuum is thus invariant under $SU(2)_L \times U(1)_Y$ and gauge bosons have to be massless in order to respect this symmetry. In the case of $\mu^2<0$, a non vanishing vacuum expectation value for $\Phi$ in the physical vacuum state is obtained. The potential assumes a shape known as the \textit{"Mexican hat"} (Figures \ref{hig1d} and \ref{higpot}), with a local maximum at $\Phi=0$. Defining:
\begin{equation}
v \equiv \sqrt{-\frac{\mu^2}{\lambda}} \ ,
\end{equation}
the Higgs potential can be written (neglecting constant term $v^4/4$) as:
\begin{equation}
V(\Phi)= \lambda \left( \Phi^{\dagger} \Phi - \frac{v^2}{2} \right)^2 \ .
\end{equation}
Then the potential is minimum at:
\begin{equation}
\Phi^{\dagger} \Phi = \frac{v^2}{2} \ .
\end{equation}

\begin{figure}[htbp]
\centering
\includegraphics[width=11cm]{Higgs1D.png}
\caption{The Higgs potential $V(\Phi)$ as a function of the complex scalar field $\Phi$ for $\mu^2>0$ (\textit{on the left}) and $\mu^2<0$ (\textit{on the right}).}
\label{hig1d}
\end{figure}

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{Higgspotential.png}
\caption{The Higgs potential shape known as the ''mexican hat''.}
\label{higpot}
\end{figure}

The minimum of the potential corresponds to the ground state and the quantised excitations of each field above the vacuum correspond to the particle states. Fermion and vector boson fields carry a non-zero spin, then they must have a zero vacuum expectation value, in order to preserve the invariance under spatial rotation; also charged scalar fields must have zero value in the vacuum because it is electrically neutral. On the other hand, neutral scalar fields (no charge and no spin) can have a non-zero vacuum expectation value. Then to have an electrically neutral vacuum, the VEV of the Higgs fields must be due to $\phi^0$:
\begin{equation}
\langle \Phi \rangle = \frac{1}{\sqrt{2}} \left( \begin{matrix} 0 \\ v \end{matrix} \right) \ .
\end{equation}
The minimum of the potential is no longer a unique value of $\Phi$, but there are an infinite number of states. The fields are expressed with quantum fluctuations about this minimum and the scalar doublet $\Phi$ can be written as:
\begin{equation}
\Phi(x)=  e^{ \frac{ i \overline{\xi}(x)\cdot\overline{\tau}}{2v}} \left( \begin{matrix} 0 \\ \frac{v + H(x)}{\sqrt{2}}\end{matrix} \right) \ ,
\end{equation}
where $\xi_i(x)$ ($i=1,2,3$) are the massless real fields (Goldstone bosons) and $H(x)$ is the real scalar Higgs field, the massive Higgs field. The Goldstone bosons correspond to angular excitations from the ground state, that leave the potential energy unchanged, while the the scalar Higgs field describes radial excitations, changing the potential energy. Since the Lagrangian in locally $SU(2)_L$ invariant, the three massless scalar bosons $\xi_i(x)$ could correspond to the phases parameter $\beta_i(x)$ in $SU(2)_L$ transformations and disappear from the Lagrangian. Then $\Phi$ can be replaced by:
\begin{equation}
\Phi(x)=\left( \begin{matrix} 0 \\ \frac{v + H(x)}{\sqrt{2}} \end{matrix} \right) \ .
\label{hug}
\end{equation}
This transformation defines the so-called \textit{unitary gauge}. In this gauge, the Higgs Lagrangian becomes:
\begin{equation}
\begin{split}
\mathcal{L}_{Higgs}=&\frac{1}{2}(\partial H)^2 - \lambda v^2 H^2 - \lambda v H^3 - \frac{\lambda}{4}H^4 + \frac{g^2v^2}{4} W_{\mu}^{\dagger} W^{\mu} + \frac{g^2v^2}{8 \cos^2 \theta_W} Z_{\mu}Z^{\mu} + \\
&\frac{g^2v}{2} W_{\mu}^{\dagger} W^{\mu} H + \frac{g^2v}{4 \cos^2 \theta_W} Z_{\mu}Z^{\mu} H + \\
&\frac{g^2}{2} W_{\mu}^{\dagger} W^{\mu} H^2 + \frac{g^2}{8 \cos^2 \theta_W} Z_{\mu}Z^{\mu} H^2 \ .
\end{split}
\end{equation}
The first term is the kinetic term for the Higgs boson. The second term is the mass term for the Higgs boson, from which the mass of the Higgs boson is given by:
\begin{equation}
m_H=\sqrt{2\lambda v^2} \ .
\end{equation}
The fifth and the sixth terms are mass terms for the $W$ and $Z$ gauge bosons. The other terms are the trilinear and quadrilinear self-couplings of the Higgs field and the couplings of the Higgs field with the gauge bosons. 

The mass of the $W^{\pm}$ and the $Z$ bosons are related to each other through the following relation:
\begin{equation}
M_Z \cos \theta_W = M_W = \frac{1}{2}vg \quad \Longrightarrow \quad M_W=\frac{vg}{2} \ , \ \ M_Z= \frac{v}{2} \sqrt{g^2 + g'^2} \ .
\end{equation}

The fermions masses, like bosons, are generated by coupling between the Higgs doublet and the fermions. There are Yukawa coupling terms in the SM Lagrangian with this form:
\begin{equation}
\mathcal{L}_Y=-g_y^f \ \overline{\psi_L} \Phi \psi_R + h.c. \ ,
\end{equation}
where the $g_y$ is the Yukawa coupling constant of the fermions with the Higgs boson. In the unitary gauge, the Higgs doublet has the expression given by the equation \ref{hug}, and the Higgs-lepton Yukawa Lagrangian becomes:
\begin{equation}
\mathcal{L}_Y=-g_y^f  \left(\frac{v+H(x)}{\sqrt{2}} \right)  \overline{\psi_L}\psi_R + h.c. \ .
\end{equation}
The term proportional to the VEV ($v$) of the Higgs doublet is the mass term for the charged fermion, whereas the term proportional the Higgs boson field $H(x)$ gives the trilinear couplings between the fermions and the Higgs boson. Then, the mass of the fermions is given by:
\begin{equation}
m_f = \frac{g_y^f v}{\sqrt{2}} \ .
\end{equation}

\subsubsection{The Higgs boson discovery}
The announcement of the Higgs boson has been done on July 4$^{th}$ 2012 by the ATLAS  \cite{Aad:2012tfa}  and CMS collaborations \cite{Chatrchyan:2012ufa}. The ATLAS experiment used a dataset corresponding to integrated luminosities of approximately 4.8 fb$^{-1}$ collected at  $\sqrt{s}$=7 TeV during 2011 and 5.8 fb$^{-1}$ at  $\sqrt{s}$=8 TeV during 2012. The CMS experiment used a data samples corresponding to integrated luminosities of approximately 5.1 fb$^{-1}$ at  $\sqrt{s}$=7 TeV and 5.3 fb$^{-1}$ at  $\sqrt{s}$=8 TeV.

Figure \ref{m4l} shows the distribution of the four-lepton invariant mass $m_{4l}$ from the $H\to ZZ^* \to 4l$ decay channel analysis, compared to the background expectation, for the combination of the 7 TeV and 8 TeV data. The distribution shows a clear signature  of a new particle production, in good agreement with the signal expectation for a SM Higgs with $m_H$=125 GeV.

Figure \ref{mgammagamma} shows the diphoton invariant mass distribution from the $H\to\gamma \gamma$ decay channel analysis, with a clear peak over the continuum background distribution, consistent with the SM Higgs boson expectations.

The current estimation of the Higgs boson mass from the latest results obtained by combining the most sensitive channels from the ATLAS and CMS experiments is \cite{Aad:2015zhl}:
\begin{equation}
m_H=(125.09 \pm 0.21 (stat.) \pm 0.11 (syst.)) \mbox{ GeV}
\end{equation}

\begin{figure}[htbp]
\centering
\includegraphics[width=7.5cm]{mH4l.png}\quad \includegraphics[width=7.3cm]{mH4lcms.png}
\caption{ The distribution of the four-lepton invariant mass $m_{4l}$. The signal and the background expectation are shown and compared with the combination of the 7 TeV and 8 TeV data . \textit{On the left}: ATLAS Collaboration \cite{Aad:2012tfa}. \textit{On the right}: CMS Collaboration \cite{Chatrchyan:2012ufa}. }
\label{m4l}
\end{figure}

\begin{figure}[htbp]
\centering
\includegraphics[width=7.5cm]{mHgagacms.png}\quad \includegraphics[width=6cm]{mHgaga.png}
\caption{The diphoton invariant mass distribution. The result of a fit to the combined 7 TeV and 8 TeV data of the sum of a signal and a background component is superimposed. \textit{On the left}: CMS Collaboration \cite{Chatrchyan:2012ufa}. \textit{On the right}: ATLAS Collaboration (the inclusive sample (a,b) and a weighted version (c,d) are shown) \cite{Aad:2012tfa}. }
\label{mgammagamma}
\end{figure}

\subsection{Beyond the Standard Model Higgs boson frameworks}
The Standard Model is expected not to be the ultimate theory of particle physics, given that many fundamental questions are still not solved soon as the presence of the dark matter or the matter-antimatter asymmetry. For this reason, the investigation of the Higgs boson properties is crucial to search signs of possible New Physics effects in the Higgs sector, beyond the Standard Model (BSM). 

It is reasonable to assume that new BSM particles are much heavier than the Standard Model particles, otherwise they would have already been detected by LHC experiments. In this case, the SM can represent only a simplification of a more complex underlying theoretical framework. 
To deal with this assumptions, the Beyond Standard Model physics in the electroweak sector can be described by an \textit{Effective Field Theory} (EFT). In this framework, possible new heavy physical states can be expressed as an expansion in operator dimensions of an Effective Lagrangian.
The EFT approach provides a useful tool to bring the SM and different BSM models closer. This is due to is "dual" nature: \textit{top-down} and \textit{bottom-up} approaches. 

The top-down approach starts from a well known and defined High Energy (HE) theory to obtain a Low Energy (LE) theory to describe the low energy physics which the experiments are sensitive to. This is done by "integrate out" (removing) the heavier particles from the HE theory and "matching" onto a LE theory at a given scale $\Lambda$. It can be schematically represented as:
\begin{equation}
\mathcal{L}_{\mathrm{HE}} \quad \rightarrow \quad \sum_n \mathcal{L}_{\mathrm{LE}}^{(n)} \ ,
\end{equation}  
where the sum in $n$ is an expansion in decreasing relevance. $\mathcal{L}_{\mathrm{HE}}$ and $\mathcal{L}_{\mathrm{LE}}$ need to agree in the infrared (IR) but differs in the ultraviolet (UV). This approach indeed is strongly dependent on the model implemented in the HE theory.

In the bottom-up approach the underlying theory is unknown, or at least partially known, such as if it is Lorentz invariant, a gauge theory, etc. Then it is built writing down the most general possible operators in which the SM Lagrangian is the leading order term and the effects of new physics are encoded in higher-dimensional operators constructed out of the SM fields at higher energy scales $\Lambda^2\gg m^2$:
\begin{equation}
\label{eq:EFT}
\sum_n \mathcal{L}_{\mathrm{LE}}^{(n)} \quad \rightarrow \quad \mathcal{L}_{\mathrm{EFT}} = \mathcal{L}_{\mathrm{SM}} + \frac{c^{(5)}}{\Lambda} \mathcal{O}^{(5)} + \sum_i \frac{c^{(6)}}{\Lambda^2} \mathcal{O}^{(6)} + \dots
\end{equation} 
where $ \mathcal{O}^{(d)}$ are the operators of dimension-$d$ and $c^{(d)}$ are the corresponding dimensionless coupling constant, called \textit{Wilson coefficients}. These couplings are unknown, but they can be constrained from the experimental measurements. This approach is more model-independent with respect to the top-down one. 

Several theoretical frameworks have been developed to probe anomalous Higgs boson couplings. The simplest interpretation was developed during Run 1 looking for deviations from the SM expectation by defining coupling modifiers in the so-called $\kappa$-framework \cite{Heinemeyer:2013tqa}. This approach is an intuitive language but the formulation is limited to leading order effects on the Higgs boson couplings. During Run 2, with the statistics enhancement, the precision of the measurements improves by a sizeable factor, which allows more complete frameworks to be used for the interpretation of the results as the Standard Model Effective Field Theory (SMEFT) \cite{Brivio:2017vri} and the Pseudo-Observable (PO) \cite{Gonzalez-Alonso:2014eva} framework. This last approach represents a generalisation of the $\kappa$-framework for higher precision studies of the on-shell Higgs decays, given that the Higgs PO are defined from a general decomposition of on-shell amplitudes involving the Higgs boson and a momentum expansion assuming no new particles below the Higgs mass. The Higgs PO can be then match a wider class of New Physics model than the coupling modifiers, including the determination of the Wilson coefficients in the EFT context \cite{deFlorian:2016spz}. 


\subsubsection{Coupling modifier: $\kappa$-framework}
\label{subsec:kappatheo}
The first interpretation framework put in place during Run 1 was the so-called $\kappa$-framework \cite{Heinemeyer:2013tqa}. In this framework, multiplicative coupling modifiers $\kappa$ are introduced to parametrise deviations of the Higgs boson couplings from the SM predictions under the assumption of a single CP-even Higgs boson state and of the SM tensor coupling structure. Only the coupling strength are allowed to be modified by BSM physics. The measured Higgs boson cross sections can then be interpreted in this framework. Assuming the narrow-width approximation, the production and the decay can be factorised such that:
\begin{equation}
\sigma \cdot \mathcal{B}(i\to H\to f) = \sigma_i (\kappa) \cdot \frac{\Gamma_f(\kappa)}{\Gamma_H} \ ,
\end{equation}
where $\sigma_i$ is the production cross section from the initial state $i$ and $\mathcal{B}$ and $\Gamma_f$ are the branching ratio and partial decay width for the decay into the final state $f$, and $\Gamma_H$ is the total width of the Higgs boson. The coupling modifiers for the Higgs production and decay process are defined as:
\begin{equation}
\kappa_i^2 = \frac{\sigma_i}{\sigma_i^{\mathrm{SM}}} \qquad \mbox{and} \qquad \kappa_f^2 = \frac{\Gamma_f}{\Gamma_f^{\mathrm{SM}}} \ .
\end{equation}

\subsubsection{Standard Model Effective Field Theory}
\label{subsec:EFTtheo}
As mentioned before, an Effective Field Theory approach can be used to parametrise new physics at an energy scale $\Lambda$ higher than the electroweak scale. This framework defines new operators consisting of SM fields with dimensions larger than the SM Lagrangian operators. 

In the Standard Model Effective Field Theory (SMEFT), a complete set of dimension-six operators invariant under the SM gauge group  $SU(3)_C\times SU(2)_L \times U(1)_Y$ is built from the SM fields \cite{Brivio:2017vri} . The general effective Lagrangian is the one described by the Equation \ref{eq:EFT}.

%The general effective Lagrangian is written as follow:
%\begin{equation}
%\mathcal{L}_{\mathrm{SMEFT}} =  \mathcal{L}_{\mathrm{SM}} + \mathcal{L}^{(5)} + \mathcal{L}^{(6)} + ... + \mathcal{L}^{(d)}\ , \quad \mathcal{L}^{(d)} = \sum_i \frac{c_i^{(d)}}{\Lambda^{4-d}} O_i^{(d)} \mbox{ for d>4}
%\end{equation}
%where $O_i^{(d)}$ are the operators of the dimension-$d$ invariant under the SM gauge group and $c_i^{(d)}$ are the corresponding dimensionless coupling constants, the Wilson coefficients. 

Dimension-five operators violates lepton number ($L$ conservation), while dimension-seven violate the observed $B-L$ symmetry ($B$ is the baryon number). Both these effects in previous experiments have been shown to be suppressed. Therefore, the leading contributions to physical observables are expected from dimension-six operators and the SMEFT Lagrangian becomes:
\begin{equation}
\mathcal{L}_{\mathrm{SMEFT}} =  \mathcal{L}_{\mathrm{SM}} + \sum_i \frac{c_i}{\Lambda^{2}} O_i^{(6)} \ .
\end{equation}

There are several complete sets of these dimension-six operators. The historical one is the so-called \textit{Warsaw basis}, which contains 59 independent operators assuming lepton and baryon number conservation. These operators are divided into eight classes according to the field content and the number of covariant derivatives, class 1: $X^3$, class 2: $\Phi^6$, class 3: $\Phi^4D^2$, class 4: $X^2\Phi^2$, class 5: $\psi^2\Phi^3$, class 6: $\psi^2X\Phi$, class 7: $\psi^2\Phi^2D$ and class 8: $\psi^4$, where $X=G_{\mu\nu}^A, W_{\mu\nu}^I, B_{\mu\nu}$ are the gauge field strength tensors, $\Phi$ the scalar doublet Higgs field, $\psi$ the fermion spinor of $SU(2)_L$ eigenstates and $D_{\mu}$ the covariant derivative.

Considering three independent flavours, the 59 operators lead to 2499 independent real parameters. These can be reduced if we impose some assumptions, like flavour symmetry. This assumption lead to a reduced number of parameters, in particular to 52 CP-even and 17 CP-odd ones. Focusing on the operators which can affect the $H\to ZZ^*$ measurement, the remaining couplings are the top Yukawa coupling, which can be probed by the \ttH production, the gluon coupling probed in the \ggF production and the couplings to the weak gauge bosons, which can be measured in the \VBF and \VH, as well as in the decay vertex $HZZ$. The 5 CP-even and 5 CP-odd coupling remain are listed in Table \ref{tab:CPcoup}.
\FloatBarrier
\begin{table}[!htbp]
\renewcommand\arraystretch{1.2}
\centering
\hspace*{-1cm}\begin{tabular}{ccc|ccc|cc}
\hline
\hline
\multicolumn{3}{c|}{CP-even}    & \multicolumn{3}{c|}{CP-odd}     & \multicolumn{2}{c}{Impact on} \\
Operator & Structure & Coupling & Operator & Structure & Coupling & Production       & Decay      \\ \hline
$O_{\Phi G}$    &    $\Phi^{\dagger} \Phi  G_{\mu\nu}^A G^{\mu\nu A} $      & $c_{HG}$      & $O_{\Phi \tilde{G}}$    &    $\Phi^{\dagger} \Phi  \tilde{G}_{\mu\nu}^A G^{\mu\nu A} $      & $c_{H\tilde{G}}$& ggF              & -          \\
$O_{u\Phi}$    &     $(\Phi^{\dagger} \Phi) (\tilde{Q}_p u_r \tilde{\Phi}) $    & $c_{uH}$      & $O_{\tilde{u}\Phi}$    &     $(\Phi^{\dagger} \Phi) (\tilde{Q}_p u_r \tilde{\Phi}) $    & $c_{\tilde{u}H}$     & ttH              & -          \\
$O_{\Phi W}$    &    $\Phi^{\dagger} \Phi  W_{\mu\nu}^IW^{\mu\nu I} $     & $c_{HW}$      & $O_{\Phi \tilde{W}}$    &    $\Phi^{\dagger} \Phi  \tilde{W}_{\mu\nu}^IW^{\mu\nu I} $     & $c_{H\tilde{W}}$     & VBF,VH           & Yes        \\
$O_{\Phi B}$    &     $\Phi^{\dagger} \Phi  B_{\mu\nu}B^{\mu\nu} $      & $c_{HB}$      & $O_{\Phi \tilde{B}}$    &     $\Phi^{\dagger} \Phi  \tilde{B}_{\mu\nu}B^{\mu\nu} $      & $c_{H\tilde{B}}$      & VBF,VH           & Yes        \\
$O_{\Phi WB}$   &    $\Phi^{\dagger} \tau^I \Phi  W_{\mu\nu}^IB^{\mu\nu} $       & $c_{HWB}$     & $O_{\Phi \tilde{W}B}$   &    $\Phi^{\dagger} \tau^I \Phi  \tilde{W}_{\mu\nu}^IB^{\mu\nu} $       & $c_{H\tilde{W}B}$   & VBF,VH           & Yes       \\
\hline
\hline
\end{tabular}
\caption{SMEFT CP-even and CP-odd dimension-six operators in the Warsaw basis relevant for the measurement in the $H\to ZZ^*\to 4\ell$ decay channel}
\label{tab:CPcoup}
\end{table}

An alternative complete set of operators can be defined, based on the mass eigenstates instead of the fields (then after the spontaneous symmetry breaking explained in Section \ref{subsec:SSB}). This formulation is expressed in terms of the physical states $W^+$, $W^-$, $Z$ and $\gamma$. The effective Lagrangian in terms of these alternative couplings, focused on the $HVV$ couplings, is:

\begin{align}
\mathcal{L}_{\mathrm{HVV}}^{\mathrm{SM+d=6}} = & \frac{h}{c}  \Biggl[(1+\delta c_w) \frac{g^2v^2}{2} W_{\mu}^+W^{\mu-} + (1+\delta c_z) \frac{(g^2+ g'^{2})v^2}{4} Z_{\mu}Z^{\mu} + \nonumber \\
& c_{ww} \frac{g^2}{2} W_{\mu\nu}^+W^{\mu\nu-} + \tilde{c}_{ww} \frac{g^2}{2} W_{\mu\nu}^+\tilde{W}^{\mu\nu-} + c_{w\square}g^2(W_{\mu}^-\partial_{\nu}W^{\mu\nu+} +\mathrm{h.c}) + \nonumber \\
& c_{gg} \frac{g_s^2}{4} G_{\mu\nu}^aG^{\mu\nu a} +c_{\gamma\gamma}\frac{e^2}{4} A_{\mu\nu}A^{\mu\nu} c_{z\gamma} \frac{e\sqrt{g^2+ g'^{2}}}{4} Z_{\mu\nu}A^{\mu\nu} + c_{zz} \frac{g^2+ g'^{2}}{4} Z_{\mu\nu}Z^{\mu\nu} + \nonumber\\
& c_{z\square}g^2 Z_{\mu}\partial_{\nu}Z^{\mu\nu} +  c_{\gamma\square}gg' Z_{\mu}\partial_{\nu}A^{\mu\nu} \nonumber \\
& \tilde{c}_{gg} \frac{g_s^2}{4} G_{\mu\nu}^a \tilde{G}^{\mu\nu a} + \tilde{c}_{\gamma\gamma}\frac{e^2}{4} A_{\mu\nu} \tilde{A}^{\mu\nu} \tilde{c}_{z\gamma} \frac{e\sqrt{g^2+ g'^{2}}}{4} Z_{\mu\nu} \tilde{A}^{\mu\nu} + \tilde{c}_{zz} \frac{g^2+ g'^{2}}{4} Z_{\mu\nu} \tilde{Z}_{\mu\nu}\Biggr]
\end{align}

From this Lagrangian it is possible to build another basis which can probe the effects of the Higgs boson couplings with the other particles, parametrising them with only one coefficients instead of a linear combination of other coefficients. This is called \textit{Higgs basis}, and the recommended choice for the independent couplings is the following:
\begin{equation}
\delta c_{z}, c_{gg}, c_{\gamma\gamma}, c_{z\gamma}, c_{zz}, c_{z\square}, \tilde{c}_{gg},  \tilde{c}_{\gamma\gamma},  \tilde{c}_{z\gamma},  \tilde{c}_{zz} \ ,
\end{equation}
where $\tilde{c}$ denote coefficients of the CP-violating operators, while the other are the CP-conserving ones. 

The $H\to ZZ^*\to4\ell$ analysis performed in this thesis, especially in the CP-violation search, is focused on the study of the couplings in the $HVV$ vertex, which can be probed mainly in the decay and in the \VBF and \VH production. In the end only three operators are needed:
\begin{itemize}
\item Warsaw basis: \cHWtil, \cHBtil, \cHWtilB
\item Higgs basis: \tCzz, \tCza, \tCaa
\end{itemize}
The Warsaw basis is implemented in the \progname{SMEFTsim} package \cite{Brivio:2017btx} which interfaced with various Monte Carlo generators. To simulate samples in the Higgs basis, the couplings of the two bases need to be translated. The relations between them are listed below:
\begin{equation}
\tilde{c}_{zz} = 4 \left( \frac{g^2 c_{H\tilde{W}} + g'^{2} c_{H\tilde{B}} +gg' c_{H\tilde{W}B} }{(g^2+g'^{2})^2} \right) \frac{v^2}{\Lambda^2} \ ,
\end{equation}
\begin{equation}
\tilde{c}_{z\gamma} = 4 \left( \frac{c_{H\tilde{W}} - c_{H\tilde{B}} - \frac{g^2-g'^{2}}{2gg'} c_{H\tilde{W}B} }{g^2+g'^{2}} \right) \frac{v^2}{\Lambda^2} \ ,
\end{equation}
\begin{equation}
\tilde{c}_{\gamma\gamma} = 4 \left( \frac{1}{g^2} c_{H\tilde{W}} + \frac{1}{g'^{2}} c_{H\tilde{B}} - \frac{1}{gg'} c_{H\tilde{W}B} \right) \frac{v^2}{\Lambda^2} \ ,
\end{equation}
and these translation formula are implemented in the \progname{ROSETTA} framework \cite{Falkowski:2015wza}.

\subsubsection{Pseudo-Observable}
\label{subsec:POtheo}
Several phenomenological analyses about the effective couplings of the Higgs boson to SM fields have appeared after its discovery in 2012, mainly based on the $\kappa$-framework or signal-strength results reported by ATLAS and CMS.

The purpose of the work presented in Ref. \cite{Gonzalez-Alonso:2014eva} is to provide a generalisation of the "$\kappa$-framework" suitable for high-precision studies of on-shell Higgs decays.
It relies on the hypothesis the Higgs boson (denoted as h(125)) is a spin zero particle and that there is no new particle with mass below (or around) $m_{H}\sim$125 GeV. In this regime the Effective Field Theory (EFT) approach is applicable, and no further assumption have been done in order to specify if the h(125) state is part of $SU(2)_L$ doublet, and global symmetry hypothesis (lepton-universality, $CP$ invariance) are not imposed and can be tested from data. The only key assumption is to neglect terms in the decay amplitudes with a non-vanishing tree-level contribution from local operators with D>6.

The old $\kappa$-framework cannot describe modifications of the Higgs-cross sections that cannot be reabsorbed into a simple overall re-scaling with respect to the SM.
A set of \textit{effective-couplings} Pseudo-Observable (PO) can be defined to parametrise the on-shell production and decay amplitudes. These can be extracted from the measurements performed in the LHC Higgs analysis. 

The $h\to4f$ amplitudes are particularly interesting since they allow to investigate the effective $hW^+W^-$ and $hZZ$ interaction terms. 
The purpose of this approach is to probe this interactions in model-independent way taking into account all possible additional contribution to $h\to4f$ from contact terms and effective Higgs couplings. It is needed to characterise the three point function of the Higgs boson and two fermion currents:
\begin{equation}
\langle 0| \mathcal{T} \{ J^{\mu}_f (x), J^{\nu}_f (x), h(0) \} |0 \rangle \ , 
\end{equation}
which can be probed by the experiments in $h\to4f$ decays. Extracting a kinematical structure of the decay from data, it will allow to determine the effective coupling of the $h$ to all the SM gauge bosons, and also to investigate possible couplings to new massive state (New Physics).

It is possible to define a limited set of POs from the momentum expansion of the on-shell electroweak Higgs decay amplitudes around the physical poles due to exchange of SM electroweak gauge bosons. The effective coupling PO that appear in these channels consist of four sets:
\begin{itemize}
\item 3 flavour-universal charged-current PO: $\{\kappa_{WW},\epsilon_{WW},\epsilon_{WW}^{CP}\}$
\item 7 flavour-universal neutral-current PO:  $\{\kappa_{ZZ},\epsilon_{ZZ},\epsilon_{ZZ}^{CP}\}$ and  $\{\kappa_{\gamma\gamma}, \delta_{\gamma\gamma}^{CP}, \kappa_{Z\gamma},\delta_{Z\gamma}^{CP}\}$
\item set of flavour non-universal charged-current PO: $\{\epsilon_{Wf}\}$
\item set of flavour non-universal neutral-current PO: $\{\epsilon_{Zf}\}$
\end{itemize}
in which the number of flavour non-universal PO depends on the fermion species. 

Focusing on the $h\to4f$ neutral currents, it is possible to write a most generic expression of the decay amplitude of an on-shell Higgs boson to $h\to f \bar{f}+f' \bar{f'}$ final state as function of the POs:

\begin{equation}
A = i\frac{2m_Z^2}{v_F} \sum_{f=f_L,f_R} \sum_{f'=f'_L,f'_R} (\bar{f} \gamma_{\mu}f)(\bar{f'} \gamma_{\nu}f') T^{\mu\nu} (q_1,q_2) \ ,
\end{equation}

\begin{equation}
T^{\mu\nu} (q_1,q_2) = \left[ F_L^{ff'}(q_1^2,q_2^2)g^{\mu\nu} + F_T^{ff'}(q_1^2,q_2^2) \frac{q_1\cdot q_2g^{\mu\nu} -q_2^{\mu} q_1^{\nu}}{m_Z^2}+ F_{CP}^{ff'}(q_1^2,q_2^2) \frac{\epsilon^{\mu\nu\rho\sigma}q_{2\rho} q_{1\sigma}}{m_Z^2} \right] \ ,
\end{equation}
where $F_L^{ff'}(q_1^2,q_2^2)$, $F_T^{ff'}(q_1^2,q_2^2)$ and $F_{CP}^{ff'}(q_1^2,q_2^2)$ are the form factors which describe the longitudinal and transverse part of the current, as in the SM, and the $CP$-violating part of the interaction:
\begin{equation}
F_L^{ff'}(q_1^2,q_2^2) = k_{ZZ} \frac{g_Z^f g_Z^{f'}}{P_Z(q_1^2)P_Z(q_2^2)} +\frac{\epsilon_{Zf}}{m_Z^2}\frac{g_Z^{f'}}{P_Z(q_2^2)} + \frac{\epsilon_{Zf'}}{m_Z^2}\frac{g_Z^{f}}{P_Z(q_1^2)} \ ,
\end{equation}
\begin{equation}
F_T^{ff'}(q_1^2,q_2^2) = \epsilon_{ZZ} \frac{g_Z^f g_Z^{f'}}{P_Z(q_1^2)P_Z(q_2^2)} + \epsilon_{Z\gamma} \left( \frac{eQ_{f'}g_Z^{f}}{q_2^2P_Z(q_1^2)} +  \frac{eQ_{f}g_Z^{f'}}{q_1^2P_Z(q_2^2)} \right) + \epsilon_{\gamma\gamma} \frac{eQ_{f} Q_{f'}}{q_1^2 q_2^2}\ ,
\end{equation}
\begin{equation}
F_{CP}^{ff'}(q_1^2,q_2^2) = \epsilon_{ZZ}^{CP} \frac{g_Z^f g_Z^{f'}}{P_Z(q_1^2)P_Z(q_2^2)} + \epsilon_{Z\gamma}^{CP} \left( \frac{eQ_{f'}g_Z^{f}}{q_2^2P_Z(q_1^2)} +  \frac{eQ_{f}g_Z^{f'}}{q_1^2P_Z(q_2^2)} \right) + \epsilon_{\gamma\gamma}^{CP} \frac{eQ_{f} Q_{f'}}{q_1^2 q_2^2} \ ,
\end{equation}
where $g_Z^{f}$ are the Z-pole PO. 

Choosing as example decay channel $h \to 2e2\mu$, the independent contributions of the three form factors to the decay rate are:
\begin{align}
%\centering
&\frac{d\Gamma^{LL}}{dm_1dm_2} \propto f_L(m_1,m_2) \sum_{f,f'} |F_L^{ff'}|^2 \ , \qquad \frac{d\Gamma^{TT}}{dm_1dm_2} \propto f_T(m_1,m_2) \sum_{f,f'} |F_T^{ff'}|^2\ ,\nonumber  \\
&\qquad \qquad \qquad \qquad\frac{d\Gamma^{CP}}{dm_1dm_2} \propto f_{CP}(m_1,m_2) \sum_{f,f'} |F_{CP}^{ff'}|^2 \ ,
\end{align}
where $m_{1(2)} = \sqrt{q_{1(2)}^2}$ and $f_{L,T,CP}(m_1,m_2)$ are factors function of $q_{1(2)}^2$. By integrating over $m_1$ and $m_2$, we can obtain the partial decay rate as:
\begin{equation}
\Gamma(h \to 2e2\mu) = \Gamma(h \to 2e2\mu) ^{SM} \times \sum_{j\ge i} X_{ij}^{2e2\mu} \kappa_i \kappa_j \ ,
\end{equation}
where $X_{ij}^{2e2\mu}$ are numerical coefficients and $ \kappa_i$ are the effective-coupling PO.

Imposing the CP invariance of the Higgs boson, the term $F_{CP}^{ff'}(q_1^2,q_2^2)$ cancels out and the most interesting effects which can be probed by the $H\to ZZ^*\to 4\ell$ analysis are in the $F_L^{ff'}$ term. Then at the end we have 5 POs: $k_{ZZ}$, $\epsilon_{Ze L}$, $\epsilon_{Z\mu L}$, $\epsilon_{Ze R}$, $\epsilon_{Z\mu R}$ which represent the coupling to the $hZZ$ vertex and the contact terms of the $Z$ boson with leptons respectively.


\section{The Higgs boson at LHC}

The Large Hadron Collider provides $p-p$ collisions at very high energies. It is crucial to know the production modes and the decay channels to search for the Higgs boson.

\subsection{Production modes}

The main Higgs production mechanism at the LHC is the gluon-gluon fusion (\ggF) then, ordered by importance, the vector-boson fusion (\VBF), the associated production with a gauge boson (\VH), the associated production with a pair of top quarks (\ttH), then with a pair of bottom quarks and the production in association with a single top quark ($tH$). Figure \ref{prod} shows the Feynman diagrams for different production modes and Figure \ref{prodxs} shows the Higgs boson production cross sections in $p-p$ collisions at $\sqrt{s}=13$ TeV as a function of the Higgs boson mass. Table \ref{xstab} shows the Higgs boson production cross sections for $m_{H}=125$ GeV in \textit{p-p} collisions at $\sqrt{s}=13$ TeV with their overall uncertainties. The theoretical uncertainties are those associated with limitations of perturbative calculations of the partonic cross sections, which are estimated by varying factorisation and renormalisation QCD scales and, hence, they are frequently referred to as "QCD scale uncertainties". The PDF uncertainties also contribute directly to the overall uncertainties, because different collaborations making PDF fits provide their best-fit parameters with uncertainties, but they do not necessarily lead to the exact same cross sections. For this reason the overall uncertainties cross sections are estimated taking an envelope of all results from different PDF-fitting collaboration. In the end, also the uncertainties on fundamental input parameters, such as $\alpha_S$, affects the overall uncertainties. The four main production modes are described below.
\begin{figure}[htbp]
\centering
\includegraphics[width=0.9\textwidth]{prodmecv2.png}
\caption{Examples of leading-order Feynman diagram for Higgs boson production via ggF, VBF, VH, ttH/bbH and tH/bH production processes.}
\label{prod}
\end{figure}


\begin{figure}[htbp]
\centering
\includegraphics[width=7cm]{plot_13tev_H_sqrt.pdf}
\caption{Standard Model Higgs boson production cross sections at $\sqrt{s}$ = 13 TeV as a function of the Higgs boson mass \cite{deFlorian:2016spz}.}
\label{prodxs}
\end{figure}
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\begin{table}[!htpb]
\centering
\hspace*{-1.8cm}
\begin{tabular}{ccccccc}
\toprule
\multicolumn{7}{c}{Cross section (in pb) $^+_-$ QCD scale \% $\pm$ (PDF + $\alpha_s$) \% }\\
\midrule
\textbf{ggF}& \textbf{VBF} & \multicolumn{2}{c}{\textbf{VH}} &\multicolumn{2}{c}{\textbf{ttH+tH}} & \textbf{bbH}\\
\midrule
\multirow{2}*{$48.58^{+4.6 \%}_{-6.7 \%}\pm 3.2 \% $} & \multirow{2}*{ $3.78^{+0.4 \%}_{-0.3 \%}\pm 2.1 \% $ }& \textbf{WH}& $1.37^{+0.5 \%}_{-0.7 \%}\pm 1.9 \% $ & \textbf{ttH}&$0.51^{+5.8 \%}_{-9.2 \%}\pm 3.6 \% $& \multirow{2}*{$0.49^{+20.2 \%}_{-23.9 \%} $} \\[7pt]
&&\textbf{ZH}&$0.88^{+3.8 \%}_{-3.1 \%}\pm 1.6 \% $ & \textbf{tH}&$0.074^{+6.5 \%}_{-14.9 \%}\pm 3.7 \% $\\
\bottomrule
\end{tabular}
\caption{Standard Model Higgs boson production cross section for $m_{H}=125$ GeV in \textit{p-p} collisions at $\sqrt{s}=13$ TeV with their theoretical uncertainties \cite{deFlorian:2016spz}. The theoretical uncertainty reported for the \bbH production is the total $^+_-$ (QCD scale + PDF + $\alpha_s$) \%.}
\label{xstab}
\end{table}
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\paragraph{Gluon-gluon Fusion.} At high-energy hadron colliders, the Higgs boson production mechanism with the largest cross section is the gluon-fusion process, $gg \to H + X$, mediated by a quark loop in which the heavy top quark gives the main contribution. 

\paragraph{Vector-Boson-Fusion.}  The SM Higgs production mode with the second-largest cross section at the LHC is vector boson fusion. The $qq \to qqH$ process via VBF proceeds by the scattering of two (anti-)quarks, mediated by $t-$ or $u-$channel exchange of a $W$ or $Z$ boson, with the Higgs boson radiated off the weak-boson propagator. The scattered quarks give rise to two jets with high transverse momentum $p_T$ in the forward and backward regions of the detector, respectively.

\paragraph{Associated production with a vector boson.}  It is also called \textit{Higgsstrahlung} because the Higgs boson is produced in association with $W$ and $Z$ gauge bosons.

\paragraph{Associated production with a pair of top quarks.}  The Higgs radiation of top quarks, $pp \to  t \bar{t} H$, can provide important information on the top-Higgs Yukawa coupling.

\subsection{Decay channels}
\label{sec:Hdec}
According to the Standard Model, the Higgs boson can decay into pairs of fermions or bosons. 

The Higgs couplings to the particles are proportional to the particle masses. The heavier is the particle, the stronger the coupling with the Higgs boson is and thus the higher the branching ratio of the Higgs in this channel.

The sensitivity of a search channel for Higgs boson, for a given mass, depends on its production cross section, its decay branching ratio, the reconstructed mass resolution, the selection efficiency and the level of background in the final state. For the Higgs boson with mass $m_H=125$ GeV, there are five decay channels that play the major role at the LHC. The $H\to \gamma \gamma$ and the $H\to ZZ^* \to 4l$ channels played a key role in the Higgs boson discovery. In fact, in these decay channels, all final state particles can be very precisely measured and therefore they present the best $m_H$ resolution because the $H \to \gamma \gamma$ channel is characterised by a narrow resonant peak above the continuum background and the $H \to ZZ^* \to 4l$ channel has a good signal over background ratio, despite the low branching ratio. The $H \to WW^*\to l\nu l \nu$ decay channel has relatively large branching ratio but the presence of neutrinos affects the $m_H$ resolution. Finally the $H \to b \bar{b}$ and the $H \to \tau^+ \tau^-$ channels suffer from large backgrounds and poor mass resolution. Figure \ref{dech} shows the Higgs boson decay branching ratios as a function of the Higgs boson mass.
\begin{figure}[!htbp]
\centering
\includegraphics[width=8.cm]{Higgs_BR_LM.pdf}
\caption{Standard Model Higgs boson decay branching ratios as a function of the Higgs boson mass \cite{Heinemeyer:2013tqa}.}
\label{dech}
\end{figure}

\subsection{Status of the Higgs boson measurement at the LHC}

With the increasing statistics of the Run 2, large improvements on the precision of the property measurements have been achieved. The results also have been interpreted via theoretical frameworks on top of the $\kappa$-framework to put constraints on anomalous couplings of the Higgs boson with the other SM particles and to probe New Physics phenomena.

\subsubsection{First observations with Run 2}

\paragraph{$\bm{H\to \tau^+ \tau^-}$ decay channel} \mbox{}\\
During the early Run 2, the $H\to \tau^+ \tau^-$ signal has been observed for the first time by the ATLAS (36.1 \ifb) \cite{Aaboud:2018pen} and CMS experiments (35.9 \ifb)\cite{Sirunyan:2017khh}. 
The analyses have been performed in different event categories designed to target Higgs boson signal from \ggF and \VBF production, categorising the events on the basis of the number of jets and the Higgs boson transverse momentum. 

Combining these results with the Higgs boson decays to $\tau$ lepton pairs measurements performed during Run 1 at energies of 7 and 8 TeV, the observed significance amounts to 6.4 $\sigma$ with ATLAS and to 5.9  $\sigma$ with CMS experiment.
Figures \ref{fig:tauAtlas} and \ref{fig:tauCMS} show the distribution of the invariant mass of the $\tau$ lepton pair $m_{\tau\tau}$. 
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\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{StatusHiggs/CMS-HIG-16-043_Figure_019-b.pdf}
\caption{}
\label{fig:tauCMS}
\end{subfigure}\quad
\caption{Distribution of the reconstructed di-$\tau$ invariant mass $m_{\tau\tau}$ from (\protect{\subref{fig:tauAtlas}}) ATLAS \cite{Aaboud:2018pen} and (\protect{\subref{fig:tauCMS}}) CMS experiments \cite{Sirunyan:2017khh}.}
\label{fig:tauObs}
\end{figure}

\paragraph{\emph{ttH}\xspace production} \mbox{}\\
The detection of the \ttH production is a direct probe of the Higgs Yukawa coupling to the top quark. During Run 2  both ATLAS and CMS experiments have observed this process for the first time. 

ATLAS experiment has combined the \ttH measurement at 13 TeV performed in $H\to ZZ^*\to4\ell$ and $H\to \gamma \gamma$ with data collected at 79.8 \ifb with the measurements performed in $H\to b\bar{b}$ and multi-lepton decay channels at 36.1 \ifb \cite{Aaboud:2018urx}. A combined fit using also the results from Run 1 gives an observed (expected) significance of 6.3 (5.1) $\sigma$. Figure \ref{fig:ttHAtlas} shows the combined \ttH production cross section, as well as cross sections measured in the individual analyses. 

CMS experiment has combined the \ttH measurements with the 13 TeV data collected at 35.9 \ifb in $H\to ZZ^*,WW^*, \gamma \gamma, \tau^+ \tau^-$ and $b\bar{b}$ decay channels to extract the signal strength \cite{Sirunyan:2018hoz}. Combining the results from Run 1 analyses an observed significance of 5.2 $\sigma$ has been obtained. Figure \ref{fig:ttHCMS} show the best fit value of the \ttH signal strength modifier for each decay channel and the combined results.

The overall results for the two experiment are:
\begin{equation}
(\sigma_{\mathrm{ttH}}/\sigma_{\mathrm{ttH}}^{SM})^{\mbox{\tiny{ATLAS}}} = 1.32^{+0.28}_{-0.26} \qquad \mu_{\mathrm{ttH}}^{\mbox{\tiny{CMS}}} = 1.26^{+0.31}_{-0.26}
\end{equation}
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\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{StatusHiggs/CMS-HIG-17-035_Figure_001.pdf}
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\label{fig:ttHCMS}
\end{subfigure}\quad
\caption{(\protect{\subref{fig:ttHAtlas}}) combined \ttH production cross section, as well as cross sections measured in the individual analyses performed by ATLAS experiment \cite{Aaboud:2018urx}. (\protect{\subref{fig:ttHCMS}}) the best fit value of the \ttH signal strength modifier for each decay channel and the combined results performed by CMS experiment \cite{Sirunyan:2018hoz}.}
\label{fig:ttHObs}
\end{figure}

\paragraph{$\bm{H\to b\bar{b}}$ decays in the \VH production} \mbox{}\\
This channel is the one with the highest Branching Ratio ($\sim$ 58\%), but it is affected by large backgrounds from multi-jet production, which make the search in the dominant \ggF production very challenging. The most sensitive production mode for the decay channel detection is the associated production with a vector boson which decays leptonically. 
The first observation of the decay of the Standard Model Higgs boson into a $b\bar{b}$ pair produced in association with a $W$ or $Z$ boson has been done by ATLAS and CMS detectors. 

The measurement performed by the ATLAS detector is based on the data corresponding to an integrated luminosity of 79.8 \ifb \cite{Aaboud:2018zhk}. The search is performed in final states including 0,1 or 2 charged leptons (depending on the $W$ or $Z$ boson decay) and two identified bottom quark jets. The signal extraction method is performed using multivariate discriminants as fit observable and cross-checked with the dijet-mass analysis, in which the signal is extracted by fitting $m_{bb}$ (Figure \ref{fig:mbbAtlas}). The result of the multivariate analysis has been combined with the previous measurements performed during Run 1, with other searches for $ b\bar{b}$ decays of the Higgs boson and with other searches in the \VH production. 
The combined results from other searches in Run 1 and in Run 2 for the Higgs boson in the $ b\bar{b}$ decay mode show an excess over the expected SM background with an observed (expected) significance of 5.4 (5.5) $\sigma$, providing a direct observation of the Higgs boson decay into $b$-quarks. The measured signal strength relative to the SM expectation is:
\begin{equation}
\mu_{H\to b\bar{b}}^{\mbox{\tiny{ATLAS}}} = 1.01 \pm 0.12 (\mbox{stat.})^{+0.17}_ {-0.15}(\mbox{syst.})
\end{equation} 
Additionally, a combination of Run 2 results searching for the Higgs boson produced in association with a vector boson yields an observed (expected) significance of 5.3 (4.8) standard deviations. Figures \ref{fig:HbbAtlas} and   \ref{fig:VHAtlas} show the signal strength $\mu_{H\to b\bar{b}}$ and $\mu_{VH}$ for individual search channels and their combination.

Similar analysis strategy has been followed also by the CMS experiment in \VH, $H\to b\bar{b}$ process, using data collected up to 77.2 \ifb at 13 TeV \cite{Sirunyan:2018kst}. A combination of all CMS measurements of the $H\to b\bar{b}$ decay in all the other production modes (Figure \ref{fig:HbbCMS}), yields an observed (expected) significance of 5.6 (5.5) $\sigma$ and the signal strength is:
\begin{equation}
\mu_{H\to b\bar{b}}^{\mbox{\tiny{CMS}}} = 1.04 \pm 0.20.
\end{equation} 
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\label{fig:mbbCMS}
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\caption{Distribution of the reconstructed di-jet invariant mass $m_{bb}$ from (\protect{\subref{fig:mbbAtlas}}) ATLAS \cite{Aaboud:2018zhk} and (\protect{\subref{fig:mbbCMS}}) CMS experiment \cite{Sirunyan:2018kst}.}
\label{fig:mbbObs}
\end{figure}
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\begin{subfigure}[c]{0.3\textwidth}
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\includegraphics[width=\linewidth]{StatusHiggs/VHObs.pdf}
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\label{fig:VHAtlas}
\end{subfigure}\quad
\caption{Signal strength $\mu_{H\to b\bar{b}}$ for individual search channels and their combination for the (\protect{\subref{fig:HbbAtlas}}) ATLAS \cite{Aaboud:2018zhk} and (\protect{\subref{fig:HbbCMS}}) CMS experiment \cite{Sirunyan:2018kst}. (\protect{\subref{fig:VHAtlas}}) Signal strength $\mu_{VH}$(\protect{\subref{fig:ttHCMS}}) for each decay channel search and the combined result for the ATLAS experiment \cite{Aaboud:2018zhk}.}
\label{fig:VHbbObs}
\end{figure}
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\paragraph{Evidence for rare $\bm{H\to\mu\mu}$ Higgs boson decay} \mbox{}\\
ATLAS and CMS experiments announced new results which show the first indication of the Higgs boson decay into two muons. This is one of the most rare decay process of the Higgs boson with a branching ratio of 0.23\%. These results are crucial because they indicate for the first time that the Higgs boson interacts with second-generation elementary particles.

ATLAS experiment performed the search for $H\to\mu\mu$ decay channel \cite{Aad:2020xfq} with the full Run 2 statistics. The analysis selects event with two opposite-charge muons and classifies them into mutually exclusive categories based on the event topology (related to the production mode) and multivariate discriminants to increase the signal sensitivity. The signal yield is then extracted from a fit on the dimuon mass $m_{\mu\mu}$.
Observed (expected) significance have been found of 2 (1.7) $\sigma$ with a best-fit value of the signal strength parameter of:
\begin{equation}
\mu_{H\to\mu\mu}^{\mbox{\tiny{ATLAS}}} = 1.2 \pm 0.6
\end{equation}
The observed upper limit on the cross section times branching ratio for $pp\to H \to \mu\mu$ is 2.2 times the SM prediction at 95\% CL, while the expected assuming absence (presence) of a SM signal is 1.1 (2.0). 

CMS experiment performed the same search using the full Run 2 statistics of 137 \ifb \cite{CMS:2020eni}, observing an excess of events in data with a significance of 3.0 $\sigma$, where the SM expectation is 2.5. The measured signal strength is:
\begin{equation}
\mu_{H\to\mu\mu}^{\mbox{\tiny{CMS}}} = 1.19 ^{+0.41}_ {-0.39} (\mbox{stat}) ^{+0.17}_ {-0.16} (\mbox{sys})
\end{equation}
Figure \ref{fig:Hmumu} show the dimuon invariant mass distribution for ATLAS and CMS experiments.
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\caption{Dimuon invariant mass spectra from (\protect{\subref{fig:mmumuAtlas}}) ATLAS \cite{Aad:2020xfq} and (\protect{\subref{fig:mmumuCMS}}) CMS experiment \cite{CMS:2020eni}.}
\label{fig:Hmumu}
\end{figure}

\subsubsection{Higgs boson mass measurements}
The ATLAS and CMS Collaborations have independently measured the Higgs boson mass during Run 1. 
The Higgs boson mass measurement has been performed in two of the most sensitive decay channels $H \to ZZ^* \to 4l$ and $H \to \gamma \gamma$, because they offer the best mass resolution. Due to their low BR, the total uncertainties on the mass measurement are dominated by the statistical term, and the systematic ones by the experimental effects related to the muon momentum and photon energy scales.

The results in the two channels with the partial Run 2 statistics of 36 fb$^{-1}$ collected by the ATLAS experiment has been combined with the Run 1 results and they are shown in Figure \ref{fig:massAtlas} \cite{Aaboud:2018wps}. The combined measurement of the Higgs boson mass is: 
\begin{equation}
m_{\mbox{\tiny{H}}}^{\mbox{\tiny{ATLAS}}}  = 124.97 \pm 0.24 \ (\pm 0.16) \ \mbox{GeV}
\end{equation}
Same combination has been performed by CMS experiment in these decay channels with the data collected up ti 35.9 \ifb during Run 2 together with the Run 1 results (Figure \ref{fig:massCMS}) \cite{Sirunyan:2020xwk}. The combined measurement is:
\begin{equation}
m_{\mbox{\tiny{H}}}^{\mbox{\tiny{CMS}}}  = 125.38 \pm 0.14 \ (\pm 0.11) \ \mbox{GeV}
\end{equation}
Preliminary mass measurement in $H\to ZZ^{*} \to 4l$ channel with the full Run 2 statistics has been published \cite{ATLAS:2020coj} by ATLAS experiment: 
\begin{equation}
m_{\mbox{\tiny{H}}}^{\mbox{\tiny{ATLAS-FullRun2}}}  = 124.92^{+0.21}_{-0.20} \ \mbox{GeV}
\end{equation}
showing an improvement of about 40\% with respect to the previous analysis in this channel. 
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\caption{ Summary of Higgs boson mass measurements from the individual analyses of (\protect{\subref{fig:massAtlas}}) ATLAS and (\protect{\subref{fig:massCMS}}) CMS. }
\label{fig:mass}
\end{figure}


\subsubsection{Spin-CP measurements}
The spin-CP of the Higgs boson in the Standard Model is predicted to be $J^{CP} = 0^{++}$, but Beyond Standard Model theories predict the boson with other states of spin or CP, or even a mixture of CP-even and CP-odd states. 
Measurements of the Higgs spin-parity and tensor structure are based on angular analysis of decays to vector boson pairs. The presence of anomalous non-scalar components would indicate a mixed state and new physics. 

\paragraph{Run 1 ATLAS and CMS results}
During Run 1 several alternatives hypothesis of spin-parity have been tested to assert the Higgs boson as a CP-even scalar particle. In the ATLAS experiment, the hypothesis are based on the Effective Field Theory approach, which assumes a general effective Lagrangian compatible with Lorentz invariance \cite{Aad:2015mxa}. In contrast, in the CMS experiment, the spin-CP models are based on an anomalous coupling approach, which assumed the general amplitude compatible with the Lorentz and gauge invariance \cite{Khachatryan:2014kca}. 

The SM hypothesis $J^{P} = 0^{+}$ has been compared to alternative spin-- models: a pseudo-scalar boson $J^{P} = 0^{-}$ and a BSM scalar boson $J^{P} = 0^{+}_{h}$, which describe the interaction of the Higgs boson with the SM vector bosons with an effective couplings. Also graviton-like tensor models with $J^{P} = 2^{+}$ have been investigated. The analysis rely on observables chosen to be sensitive to the spin and parity signal in the most sensitive decay channels: $H\to \gamma \gamma$, $H \to ZZ^* \to 4\ell$ and $H\to WW^* \to e\nu\mu\nu$. In these tests of fixed spin and parity hypothesis, it is assumed that the resonance decay involves only one CP eigenstate. Figure \ref{fig:SpinRun1} show the expected and observed distributions of the test statistics of the SM hypothesis against all alternative spin-parity hypotheses for ATLAS and CMS experiments. In all the cases the quantum number predicted by the SM $J^{P} = 0^{+}$ are favoured by the data.
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\caption{Distribution of the test statistics of the SM hypothesis $J^{P} = 0^{+}$ against the alternative spin-parity hypothesis $J^{P} = 0^{-}, 1^{+}, 1^{-}, 2^{+} $ for (\protect{\subref{fig:SpinAtlas}}) ATLAS \cite{Aad:2015mxa} and (\protect{\subref{fig:SpinCMS}}) CMS \cite{Khachatryan:2014kca}. The spin-1 hypothesis in in principle excluded due to the observation of the $H\to\gamma\gamma$  decays and the Landau-Yang theorem, which forbids the decay of a spin-1 particle into two massless vector bosons. Then this hypothesis is not shown in the ATLAS results which includes also the $H\to\gamma\gamma$ channel in the combination.}
\label{fig:SpinRun1}
\end{figure}


In addition to the fixed hypothesis test, also the possible presence of BSM terms in the Lagrangian describing the $HVV$ vertex of the spin-0 resonance has been investigated, and the relative fractions of the CP-odd and CP-even BSM contributions to the observed Higgs boson decays are constrained. 

ATLAS experiment has set limits on the corresponding BSM tensor couplings expressed as the ratio couplings $\tilde{\kappa}_{HVV}/\kappa_{SM}$ and $\tilde{\kappa}_{AVV}/\kappa_{SM}\cdot \tan \alpha$ which are related to the coupling constant corresponding to the interaction of the SM ($\kappa_{SM}$), BSM CP-even ($\tilde{\kappa}_{HVV}$) and BSM CP-odd ($\tilde{\kappa}_{AVV}$) spin-0 particle, and $\alpha$ represents the CP-mixing angle. Table \ref{tab:HVVAtlas} shows the expected and observed best-fit values of $\tilde{\kappa}_{HVV}/\kappa_{SM}$ and $\tilde{\kappa}_{AVV}/\kappa_{SM}\cdot \tan \alpha$ and 95\% CL excluded regions obtained in the combination of $H \to ZZ^* \to 4\ell$ and $H\to WW^* \to e\nu\mu\nu$ analyses.

\begin{table}[!hptb]
\begin{tabular}{cccc}
\hline
\hline
Coupling ratio & Best fit value & \multicolumn{2}{c}{95\% CL Exclusion regions}                 \\
combined       & observed       & Expected                      & Observed                      \\
\hline
$\tilde{\kappa}_{AVV}/\kappa_{SM}\cdot \tan \alpha$       & -0.68          & $(-\infty, -2.33]\cup[2.30, \infty)$ & $(-\infty, -2.18]\cup[0.83, \infty)$ \\
 $\tilde{\kappa}_{HVV}/\kappa_{SM}$       & -0.48          & $(-\infty, -0.55]\cup[4.80, \infty)$ & $(-\infty, -0.73]\cup[0.63, \infty)$\\
\hline
\hline
\end{tabular}
\caption{Expected and observed best-fit values of $\tilde{\kappa}_{HVV}/\kappa_{SM}$ and $\tilde{\kappa}_{AVV}/\kappa_{SM}\cdot \tan \alpha$ and 95\% CL excluded regions obtained in the combination of $H \to ZZ^* \to 4\ell$ and $H\to WW^* \to e\nu\mu\nu$ analyses from ATLAS experiment \cite{Aad:2015mxa}.}
\label{tab:HVVAtlas}
\end{table}

CMS experiment has put limits on the couplings $a_i$ ($i$=1,2,3) present in the general scattering amplitude which describes interactions of a spin-zero boson with the gauge bosons. In particular $a_1$ represent the parity-conserving interaction of a scalar Higgs to $VV$ bosons at tree-level, which is related to the $\Lambda_1$ BSM physics scale at which a possible new particles can contribute to the $HVV$ vertex; while $a_2$ is generated through radiative corrections. Finally $a_3$ represent the parity-conserving interaction of a pseudo-scalar Higgs. Table \ref{tab:HVVCMS} show a summary of the allowed 95\% CL intervals on the anomalous couplings in $HVV$ interactions in combination of $H \to ZZ^*$ and $H\to WW^*$ measurements.

\begin{table}[!hptb]
\begin{tabular}{cccc}
\hline
\hline
Parameter             & Observed                      & Expected                      \\
\hline
$(\Lambda_1 \sqrt{|a_1|})\cos(\phi_{\Lambda_1}) $         & $(-\infty, -100 \mbox{GeV}]\cup[-103 \mbox{GeV}, \infty)$ & $(-\infty, -43 \mbox{GeV}]\cup[-116 \mbox{GeV}, \infty)$ \\
 $a_2/a_1$               & $[-0.58,0.76]$ & $[-0.45,1.67]$\\
 $a_3/a_1$               & $[-1.54,1.57]$ & $[-2.65,2.65]$\\
\hline
\hline
\end{tabular}
\caption{Summary of the allowed 95\% CL intervals on the anomalous couplings in $HVV$ interactions in combination of $H \to ZZ^*$ and $H\to WW^*$ measurements  \cite{Khachatryan:2014kca}.}
\label{tab:HVVCMS}
\end{table}

\paragraph{CP structure of the Higgs boson Yukawa coupling with top quark}\mbox{}\\
In the $H\to\gamma\gamma$ decay, the $t\bar{t}H$ production vertex has been studied to put strong constraint on possibile CP-odd couplings between the Higgs boson and the top quark. The ATLAS experiment has excluded a pure CP-odd coupling (mixing angle $\alpha = 90(180)^{\circ}$) at 3.9 $\sigma$ \cite{Aad:2020ivc}. A comparable study from the CMS experiment excluded $\alpha = 90^{\circ}$ at 3.2 $\sigma$\cite{Sirunyan:2020sum}.  A possible mixture of CP-even and CP-odd has been investigated. ATLAS has put directly a limit on the mixing angle $|\alpha|<43^{\circ}$ at 95\% CL. Instead CMS experiment performed the measurement of the quantity:
\begin{equation}
f_{\mathrm{CP}}^{\mathrm{ttH}} = \frac{|\tilde{\kappa}_t|^2}{|\tilde{\kappa}_t|^2+|\tilde{\kappa}_t|^2} \mathrm{sign}(\tilde{\kappa}_t/\kappa_t)
\end{equation}
where $\kappa_t$ and $\tilde{\kappa}_t$ are the CP-even and CP-odd Yukawa couplings. It is constrained to be $f_{\mathrm{CP}}^{\mathrm{ttH}} = 0.00 \pm 0.33$ at 68\% CL. 

\paragraph{Test of CP invariance in \VBF production}\mbox{}\\
In the $H\to\tau\tau$ decay, the coupling between the Higgs boson and the vector boson has been investigated by ATLAS experiment in the $VBF$ production vertex and described in an Effective Field Theory framework \cite{Aad:2020mnm}. The parameter $\tilde{d}$ represents the strength of CP violation and it has been constrained to the interval [-0.090,0.035] at the 68\% CL, based on the fit of Optimal Observable distribution (Figure \ref{fig:tauCPAtlas}), a matrix element based variable able to discriminate CP-odd contribution. 

\paragraph{CP structure of the Higgs boson Yukawa coupling with $\bm{\tau}$ lepton}\mbox{}\\
CMS experiment has performed the first measurement of the effective mixing angle $\phi_{\tau\tau}$ between a scalar and pseudo-scalar $H\tau\tau$ coupling using the full Run 2 statistics of 137 \ifb \cite{CMS:2020rpr}. The hypothesis for a pure CP-odd pseudo-scalar boson is rejected at 3.2 (2.3) observed (expected) standard deviations and the observed mixing angle is found to be $4\pm17^{\circ}$, which is compatible with the expected value of $0\pm23^{\circ}$. Figure \ref{fig:tauCPCMS} shows a 2-dimensional scan of CP-even $\kappa_{\tau}$ and CP-odd $\tilde{\kappa}_{\tau}$ Yukawa coupling.
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\caption{(\protect{\subref{fig:tauCPAtlas}}) The observed and expected negative log-likelihood (NLL) scan curve as a function of $\tilde{d}$ values \cite{Aad:2020mnm}. (\protect{\subref{fig:tauCPCMS}}) Two-dimensional scan of CP-even $\kappa_{\tau}$ and CP-odd $\tilde{\kappa}_{\tau}$ Yukawa coupling between Higgs boson and $\tau$ lepton \cite{CMS:2020rpr}.}
\label{fig:tauCP}
\end{figure}

\subsubsection{Constraints on the Higgs boson width}

A direct measurement of Higgs width is limited by the experimental resolution which is orders of magnitude greater than the one needed for the measurement. The $H\to ZZ^{*}$ decay channel can set a constraint on the Higgs boson width, obtained by measuring the off-shell Higgs boson production event yields normalised to the on-shell $\mu_{\mbox{\tiny{off-shell}}}/\mu_{\mbox{\tiny{on-shell}}}$, assuming identical coupling modifiers for on-shell and off-shell Higgs boson. 

The combined results in the $ZZ^{*} \to 4l$ and $ZZ^{*} \to 2l2\nu$ decay channels using data collected by ATLAS experiment at 36.1 \ifb, set an observed (expected) upper limit on the off-shell signal strength and on the Higgs width:
\begin{equation}
\mu_{\mbox{\tiny{off-shell}}}^{\mbox{\tiny{ATLAS}}} <3.8\ (3.4) \mbox{ at } 95\% \ CL \qquad (\Gamma_{\mbox{\tiny{H}}}/\Gamma^{\mbox{\tiny{SM}}}_{\mbox{\tiny{H}}})^{\mbox{\tiny{ATLAS}}}<3.5\ (3.7)  \mbox{ at } 95\% \ CL.
\end{equation} 
CMS experiment performed the same measurement using data collected up to 80.2 \ifb and combined the results with those obtained during Run 1. The Higgs boson width is constrained to be:
\begin{equation}
\Gamma_{\mbox{\tiny{H}}}^{\mbox{\tiny{CMS}}}= 3.2^{+2.8}_{-2.2} \ , \ [0.08,9.16] \mbox{ at } 95\% \ CL.
\end{equation} 

\subsubsection{Fiducial inclusive and differential cross section measurements}
Fiducial cross sections are measured to minimise the model dependency of the extrapolation to phase-space regions not covered by the detector acceptance and are corrected for detector effects to be directly compared to theoretical calculation. 

ATLAS experiment has published new measurement with the full Run 2 statistics in the $H\to \gamma \gamma$ \cite{ATLAS:2019jst} and $H\to ZZ^* \to 4l$ \cite{ATLAS:2020wny} decay channels. This thesis work has contributed to the second analysis.  
The current measurement of the inclusive fiducial cross section in the  $H\to \gamma \gamma$ and $H\to ZZ^* \to 4l$ decay channels are:
\begin{equation}
\sigma_{fid,\gamma\gamma}^{\mbox{\tiny{ATLAS}}} = 65.2 \pm 7.1 \mbox{ fb} \ ,
\end{equation}
\begin{equation}
\sigma_{fid,ZZ\to 4l}^{\mbox{\tiny{ATLAS}}} = 3.28 \pm 0.32  \mbox{ fb} \ ,
\end{equation}
in agreement with the Standard model predictions of $63.6 \pm 3.3$ fb and $3.41 \pm 0.18$ fb respectively. 
A combined measurement in this two channels has been performed \cite{ATLAS:2019mju} and the total Higgs boson production cross section has been measured:
\begin{equation}
\sigma_{tot}^{\mbox{\tiny{ATLAS}}} = 55.4^{+4.3}_{-4.2}  \mbox{ pb} \ ,
\end{equation}
in agreement with the Standard model prediction $55.6 \pm 2.5$ pb. 

CMS experiment has performed a combined measurement in the $H\to \gamma \gamma$,  $H\to ZZ^* \to 4l$ and $H\to b\bar{b}$ with data collected up to 35.9 \ifb \cite{Sirunyan:2018sgc}. The measured total cross section is:
\begin{equation}
\sigma_{tot}^{\mbox{\tiny{CMS}}} = 61.1\pm 6.0 \mbox{(stat)} \pm 3.7 \mbox{(syst)}  \mbox{ pb} \ .
\end{equation}
The more recent results with the full Run 2 statistics in the $H\to ZZ^* \to 4l$ \cite{CMS:2019chr} measured a fiducial cross section of:
\begin{equation}
\sigma_{fid,ZZ\to 4l}^{\mbox{\tiny{CMS}}} = 2.73^{+0.23}_{-0.22} \mbox{(stat)} ^{+0.24}_{-0.19} \mbox{(syst)}  \ .\mbox{ fb}
\end{equation}

Differential cross sections measurements have been also performed with observables sensitive to the Higgs-boson production and decay modes. Figure \ref{fig:DiffpTNj} shows the differential fiducial cross sections as a function of $p_{T,H}$ and $N_{jets}$ in the $H\to ZZ^* \to 4l$ decay channel measured by ATLAS and CMS. These results have been used to test the couplings of the Higgs boson with Standard Model particles and also to put constraints on anomalous Higgs-boson interactions with them in different theoretical framework. In Chapter \ref{chap:DiffXS}, the analysis performed in the $H\to ZZ^* \to 4l$ decay channel with the ATLAS detector is described and in Chapter \ref{chap:BSMInt} the interpretations of the results are presented.

Figure \ref{fig:pTComb} show the combined differential cross section as function of $p_{T,H}$ for the ATLAS experiment using data up to 139 \ifb ($H\to \gamma \gamma$ and $H\to ZZ^* \to 4l$) and for the CMS experiment using data up to 35.9 \ifb.
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\caption{(\protect{\subref{fig:DiffpTAtlas}}) - (\protect{\subref{fig:DiffNjCMS}}) Differential cross sections as function of $p_{T,H}$ and $N_{jets}$ in the $H\to ZZ^* \to 4l$ decay channel measured by ATLAS \cite{ATLAS:2020wny} and CMS \cite{CMS:2019chr}.}
\label{fig:DiffpTNj}
\end{figure}
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\end{subfigure}\\
\caption{Combined differential cross section as function of $p_{T,H}$ from measurement performed in $H\to \gamma \gamma$ and $H\to ZZ^* \to 4l$ by (\protect{\subref{fig:CombpTAtlas}}) ATLAS \cite{ATLAS:2019mju} and (\protect{\subref{fig:CombpTCMS}}) CMS \cite{Sirunyan:2018sgc}.}
\label{fig:pTComb}
\end{figure}
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\subsubsection{Higgs boson production cross section and couplings}

The production cross section measurements represent an additional way to probe the strength of the Higgs boson coupling with the other Standard Model particles and test possible beyond SM effects. A way to perform this measurement is in the \textit{Simplified Template Cross Section} framework (STXS) \cite{Berger:2019wnu}, defining exclusive regions of the Higgs phase space (called STXS bins) based on its kinematics and of the particle and jets produced in association to identify the different production modes: the transverse momentum of the Higgs boson $p_T^{H}$, the number of jets $N_{jets}$, the invariant mass of the di-jet system $m_{jj}$ and the transverse momentum of the vector boson $p_T^{V}$ produced in association with the Higgs. The definitions of the STXS bins are motivated by maximising the experimental sensitivity and minimising the dependency on theoretical uncertainties. 
Different STXS stages can be defined, corresponding to increasingly fine granularity, but not all the analyses are sensitive to all the STXS bins. The STXS measurement is performed defining a reco-level categorisation, which is chosen as close as possible to the STXS one to minimise the extrapolation dependency. 

The combination of the production cross section measurements in the main processes $ggF$, $VBF$, $WH$, $ZH$ and $ttH+tH$ has been performed by ATLAS experiment (as shown in Figure \ref{fig:XSAtlas}) \cite{ATLAS:2020qdt}. The observed significance in each production mode is larger than 5 $\sigma$. Also the STXS (Stage 1.2) measurements have been combined and the results show a compatibility with the SM expectation of 95\%. On the $tH$ STXS measurement, an upper limit $<8.4 \times \sigma_{\mbox{\tiny{tH}}}^{\mbox{\tiny{exp}}}$ has been set.
These results have been interpreted in the well-known $\kappa$-framework. An interpretation assuming a universal coupling of vector bosons and fermions $\kappa_V$ and $\kappa_F$ has been performed, and also considering the coupling strength to $W$, $Z$, $t$, $b$,$\tau$ and $\mu$ independently. 
To probe BSM effect in the loop, the modified couplings with gluons $\kappa_g$ and photons $\kappa_{\gamma}$ have been studied. They may contribute to the total Higgs width, which is sensitive to possible invisible decay ($B_i$) and undetected decay ($B_u$). The different constraints are put on the couplings based on the different assumptions that have been made. The best-fit values of the Higgs boson coupling modifiers including effective photon and gluon couplings with and without BSM contributions to the total width are shown in Figure \ref{fig:kappaAtlas}. 

The CMS experiment have combined the production and decay rates of the Higgs boson measurements, providing the results in terms of signal strength, coupling modifiers and also an interpretation in effective field theory, parametrising deviations in the cross section in terms of Wilson coefficients $c_i$ (Figure \ref{fig:EFTCMS}). All the results are found compatible with the SM expectation.
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\caption{(\protect{\subref{fig:XSAtlas}}) Measured cross sections for $ggF$, $VBF$, $WH$, $ZH$ and $ttH+tH$ normalised to their SM predictions, measured assuming SM values for the decay branching fractions \cite{ATLAS:2020qdt}. (\protect{\subref{fig:kappaAtlas}}) Best-fit values and uncertainties for Higgs boson coupling modifiers per particle type with effective photon and gluon couplings and either $B_i=B_u=0$ (left), or include them as free parameters (right)\cite{ATLAS:2020qdt}. (\protect{\subref{fig:EFTCMS}}) Summary plot for the effective couplings scans. The best fit values when profiling (fixing) the other parameters are shown by the solid black (hollow blue) points. The $\pm1\sigma$ and $\pm2\sigma$ confidence intervals are represented by the thick and thin black lines respectively for the profiled scenario, and the green and yellow bands respectively for the fixed scenario \cite{CMS:2020gsy}.}
\label{fig:comb} 
\end{figure}
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\caption{ATLAS New Small Wheels.}
\end{figure}

The New Small Wheel (NSW) upgrade \cite{Kawamoto:2013udg} of the ATLAS experiment consists of replacing all the detectors currently installed in the innermost muon station in the forward region, the so-called \textit{Small Wheel} (SW).

\section{New Small Wheel Requirements}
LHC will reach a luminosity peak of $2-3 \times 10^{34}$ cm$^{-2}$s$^{-1}$ during the Run III (with Phase-I upgrade), which corresponds to 55-80 mean interactions per bunch crossing, and up to $5-7 \times 10^{34}$ cm$^{-2}$s$^{-1}$ during HL-LHC runs (with the Phase-II upgrade), corresponding to 140 pileup events. The New Small Wheel has been designed to operate efficiently for all the future LHC runs at higher particle flux.

\subsection{Limitations of the Small Wheel in view of Run 3}
The current Small Wheel consists of two detector technologies: CSC and MDT. With the LHC luminosity increase, a degradation of the performance of the MDT detectors is expected, with an efficiency of about 80\% at rate of 15 kHz/cm$^2$. Also the Level 1 trigger needs to be improved in order to discard the fake muon triggers produced by particles not coming from the interaction point. These are referred to as "cavern background".

\subsubsection*{Precision Tracking performance}

During the next LHC phases the luminosity will reach a peak of $5-7 \times 10^{34}$ cm$^{-2}$s$^{-1}$, with an expected particle rate up to 15 kHz/cm$^2$. This maximum hit rate can be extracted from Figure \ref{mdtradius}. It shows the observed hit rates  as function of the radial distance from the beam line in the MDT ($r$>210 cm) and CSC ($r$<200 cm) scaled to the value corresponding to the nominal Run III luminosity. The yellow band indicates the area corresponding to a hit rate of 200-300 kHz per tube of MDT. 

\begin{figure}[htbp]
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\includegraphics[width=9cm]{mdt_hitrate.png}
\caption{Extrapolated hit rate in the CSC and MDT regions for a luminosity of $3 \times 10^{34}$ cm$^{-2}$s$^{-1}$ at $\sqrt{s}$=7 TeV as a function of the radial distance from the beam line. The yellow band is the range of tube rates of 200-300 kHz \cite{Kawamoto:2013udg}.}
\label{mdtradius}
\end{figure}
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\includegraphics[width=10cm]{mdt_eff.png}
\caption{MDT tube hit (solid line) and track segment efficiency (dashed line, referring to a MDT chamber with 2x4 tube layers) as a function of tube rate estimated with test-beam data. Instantaneous luminosity of $1 \times 10^{34}$ cm$^{-2}$s$^{-1}$ is referred in this plot as ‘design luminosity’. Points on the plots are result of test beam measurements \cite{Kawamoto:2013udg}.}
\label{mdt}
\end{figure}

Figure \ref{mdt} shows the MDT tube efficiency as a function of the hit rate. In the plot, the track segments efficiency is reported, which are built using the hits in a given station of the detector. The other curve represents the efficiency at chamber level, which shows higher values than the tube level one, because only a subset of all available hits is required. This curve decreases rapidly with the enhancement of the flux, reaching efficiency levels of 70\% for the expected hit rate of 300 kHz/Tube and results in a degradation of the spectrometer performance.

\subsubsection*{Trigger selection}
In the endcap region, the rate of fake triggers is high due to the background, as shown in Figure \ref{trignsw}. It shows the $\eta$ distribution of candidates selected by the ATLAS Level-1 trigger as muons with a transverse momentum greater than 10 GeV. More than 80\% of the muon trigger rate is from the endcaps ($|\eta|$>1.0) and most of the triggered objects are not reconstructed offline.

\begin{figure}[htbp]
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\includegraphics[width=10cm]{trigger_nsw.png}
\caption{$\eta$ distribution of Level-1 muon signal ($p_T$>10 GeV) (L1$\_$MU11) with the distribution of the subset with matched muon candidate (within $\Delta$R<0.2) to an offline well reconstructed muon (combined inner detector and muon spectrometer track with $p_T$>3 GeV), and offline reconstructed muons with $p_T$>10 GeV \cite{Kawamoto:2013udg}.}
\label{trignsw}
\end{figure}

At higher luminosity, the fake trigger signals will increase and saturate the full bandwidth of 100 kHz available for the Level 1 trigger. Trigger simulations have been performed to see the improvements that can be reached by the New Small Wheel by applying offline cuts:
\begin{enumerate}
\item the presence of track segments in the Small Wheel: $SW\  segment>0$
\item the segment points the IP in $\theta$: $d\theta\  cut$
\item the segment matches in ($\eta$-$\phi$) to the triggering segment in the Big Wheel: $dL\  cut$
\end{enumerate}

Figure \ref{trigcase} shows how those cuts simulate where the NSW can aid the Big Wheel in reject fake triggers. It can be seen that among the three possible cases which produce a hit in the Big Wheel, only the case "A" is a real track, and it will be confirmed as such by the NSW. Instead the case "B" will be rejected because the NSW does not find a track coming from the IP that matches the Big Wheel candidate (simulated by $dL\ cut$), and the case "C" will be rejected because the NSW does not point to the interaction point (simulated by $d\theta\  cut$).
Then the upcoming New Small Wheel are expected to maintain a Level 1 trigger rate around 20 kHz at a luminosity of $3 \times 10^{34}$ cm$^{-2}$s$^{-1}$.
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\includegraphics[width=11cm]{trigger_cases.png}
\caption{Schematic of the Muon endcap trigger. The existing Big Wheel trigger accepts all three tracks shown. With the NSW enhancement of the Muon endcap trigger only track ‘A’, the desired track, which is confirmed by both the Big Wheel and the New Small Wheel, will be accepted. Track ‘B’ will be rejected because the NSW does not find a track coming from the interaction that matches the Big Wheel candidate. ‘C’ will be rejected because the NSW track does not point to the interaction point. The NSW logic requires that $\Delta\theta < \pm$ 7 mrad}
\label{trigcase}
\end{figure}

\subsection{Upgrade requirements}
The New Small Wheel detectors are designed to be able to work efficiently in high luminosity environment.
These detectors have the following requirements:
\begin{itemize}
\item Measure the transverse momentum ($p_{T}$) of passing muons with a precision of 10\% for 1 TeV muons in the full rapidity coverage of the Small Wheel (up to $|\eta|$=2.7). It will be able to reconstruct track segments with a position resolution better than 100 \mum\ per plane
\item Segment finding efficiency better than 97\% for muons with $p_{T}$>10 GeV
\item Efficiencies and resolutions do not degrade at very high momenta
\item Measure the second coordinate with a resolution of 1-2 mm to facilitate good matching between MS and ID tracks for the combined muon reconstruction
\item Track segment information arrives at the Sector Logic\footnote{The muon trigger electronics that combine information from the various detectors to provide one or more Regions of Interest per bunch crossing.} not later than 1.088 \textmu s after a collision. This is the current delay of the Big Wheel TGC
\item Track segment reconstruction for triggering with an angular resolution of 1 mrad or better
\item Track segments with a granularity better than 0.04 $\times$ 0.04 in the $\eta$-$\phi$ plane will match to one of the current muon trigger system.
\item Track segments reconstructed online with high efficiency in the full $\eta$ coverage of the detector (1.3 <$|\eta|$ 2.5).
\item Online track segment reconstruction efficiency greater than 95\%.
\end{itemize}

Furthermore, the detectors will be able to operate in high background environment and reject spurious hits caused by $\delta$-rays, neutron or other background particles.

\section{NSW Design}
To fulfil the requirements explained before, two detector technologies have been chosen for the New Small Wheel: the Micro Mesh Gaseous Chambers (Micromegas, MM) and the Small Thin Gap Chambers (sTGCs). This choice lead to a robust and redundant tracking system, given that both detectors can operate as tracking and trigger detector. Nevertheless, the Micromegas detectors are mostly devoted as tracker for their exceptional precision tracking capability, while the sTGCs mainly contribute to provide trigger signal given their single bunch crossing identification capability. 

The NSW consists of 16 detector planes in two multilayers. Each multilayer comprises four sTGC and four MM detector planes. 

The choice of eight plane per detector has been dictated by the need to provide a robust and fully functional detector system over its whole lifetime. Given that the NSW will work in a high background environment, it could lead to a detector deterioration, which will compromise the track segment reconstruction efficiency and resolution. The redundancy will ensure an appropriate detector performance even if some planes fail to work, or have to work with a lower high voltage settings. 
Furthermore, the layout of the NSW is defined to have a trigger acceptance of 1.3<$|\eta|$<2.5 and a precision tracking acceptance of 1.3<$|\eta|$<2.7. 

\subsection{Layout of the NSW}
\label{subsec:NSWlay} 
In the NSW, the detectors are arranged to maximise the distance between the sTGCs of the two multilayers, optimising the online track resolution: sTGC - MM - MM - sTGC (Figure \ref{nswsTGCMM}) in $z$ direction. 

To ensure compatibility with the existing tracking detectors and the endcap alignment system, the 16 sectors of precision chambers are grouped in 8 small sectors and 8 large sectors, with a small of overlap between them.
\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{sTGCMMscheme.png}
\caption{Detector order in $z$ direction in the NSW: sTGC - MM - MM - sTGC.}
\label{nswsTGCMM}
\end{figure}

The barrel toroid magnet structure imposes a division into 16 sectors for the muon instrumentation in the barrel region. The sectors in the barrel are numbered consecutively starting with sector 1 which contains the positive $x$-axis ($\phi=0$), and increase with increasing $\phi$, as shown in Figure \ref{nswlayout}. The endcap detector have to follow the same convention as consequence. This numbering scheme implies that the large sectors are labelled with odd numbers, and the small sectors with even numbers. 

There is also a nomenclature convection for each component of the New Small Wheel, starting from the basic detector element of a specific technology up to the final sector of the wheel, and it will be used in this thesis.

\begin{itemize}
\item \textbf{Plane or Layer:} a single detector gas gap with the readout structures.
\item \textbf{Multiplet or Quadruplet or Module:} assembly of n planes of a single technology (sTGC or MM) in $z$-direction (n=1 to 4).
\item \textbf{Wedge:} assembly of modules of a single technology type (sTGC or MM) in $z$ direction, covering a full sector in $r-\phi$ plane. 
\item \textbf{Double-Wedge:} assembly of two modules of a single technology (sTGC or MM) in the $z$ direction and one or more modules in the $r$ direction which constitute a single independent object. It might include an internal or external spacer frame between the modules in the $z$ direction. The two wedges in the $z$ direction are called \textit{IP side} or \textit{HO side}, based on where they are facing: the interaction point (IP) or the external side of ATLAS (HO). 
\item \textbf{Sector:} 1/16$^{\mbox{\footnotesize{th}}}$ of the NSW on side A or C \footnote{The detector part in the positive $z$ direction is called side A, the part in the negative $z$ direction side C} (corresponding to a large or small geometric sector), comprised of two sTGCs wedges and two MM wedges (corresponding to one MM double-wedge) placed as in Figure \ref{nswsTGCMM}.
\end{itemize}

Each NSW wedge has a radial segmentation in modules of different sizes and shape. In particular, each MM wedge consists of two types of MM quadruplets distributed along $r$ and in small/large sectors, while each sTGC wedge is composed of three different quadruplet types. They are labelled (counting from the smaller radius sectors up to bigger radius ones) as follow:
\begin{itemize}
\item \textbf{Micromegas.} Small Modules: \textbf{\textit{SM1}}, \textbf{\textit{SM2}}; Large Module: \textbf{\textit{LM1}}, \textbf{\textit{LM2}}.
\item \textbf{sTGC.} Quadruplets Small: \textbf{\textit{QS1}}, \textbf{\textit{QS2}}, \textbf{\textit{QS3}}; Quadruplets Large: \textbf{\textit{QL1}}, \textbf{\textit{QL2}}, \textbf{\textit{QL3}}.
\end{itemize}

The right picture in Figure \ref{nswlayout} shows the scheme of the four different Micromegas modules (two large and two small) in the NSW. A wedge is the part of the wheel sector made by a Module of type 1 and a Module of type 2 for the MM and also type 3 for the sTGC, to have 4 layers of a single technology covering the full $|\eta|$ range.

The production is distributed over different institutes and industries. For the Micromegas, the production sites are: Italy (SM1), Germany (SM2), France (LM1) and Russia-Greece-CERN (LM2). For the sTGC, the production sites are: Canada (QS3, QL2), Chile (QS1), China (QS2) and Israel (QL1, QL3).

\begin{figure}[htbp]
\centering
\includegraphics[width=\textwidth]{nsw_layout.png}
\caption{The left picture show the barrel scheme with the definition of the 16 sectors of the ATLAS muon spectrometer (dark blue sectors represent the \textit{large} sectors, the light blue represent the \textit{small} ones. Inside of the barrel scheme a sketch of the NSW is represented and the detailed view is shown in the right picture. This shows the 8 large sectors in which only the sTGC wedge are visible. The large and small MM sectors with the corresponding LM1, LM2, SM1 and SM2 modules segmentation are also represented.}
\label{nswlayout}
\end{figure}


\section{NSW detectors: sTGC and MM}

\subsection{small-strip Thin Gap Chambers (sTGC)}

The sTGC detectors have been chosen to be the main triggering detector in the NSW, featuring bunch crossing identification, and good time and angular resolution for online reconstructed segments. 

The basic small-strip Thin Gap Chamber structure is shown in Figure \ref{fig:sTGC}. It consists of an array of 50 \mum\ diameter gold plated tungsten wires held at a potential of 2.85 kV, with a 1.8 mm pitch, sandwiched between two cathode planes located at a distance of 1.4 mm from the wire plane \cite{Abusleme:2015yja}. The cathode planes are made of graphite-epoxy mixture with a typical surface resistivity of 100 or 200 k$\Omega/\Box$ sprayed on a 100 or 200 \mum\ thick G10 plane for the inner and outer chambers, respectively. Behind the cathode planes, on one side of the anode plane, there are copper strips for precise coordinate reconstruction that run perpendicular to the wires. On the other side of the anode plane, there are copper pad which is used for fast trigger purposes. Both strips and pads act as readout electrodes. The pads cover large rectangular surfaces on a 1.5 mm thick PCB with the shielding ground on the opposite side. The strips have a 3.2 mm pitch, which is much smaller than the pitch of the current ATLAS TGC of 150-490 mm. This is why they are called "small-strip" TGC.

The sTGC quadruplet consists of four pad-wire-strip planes shown in Figure \ref{fig:sTGCnsw}. The pads are used for a 3-out-4 coincidence to identify the muon tracks pointing back to the interaction point and to define a Region Of Interest to determine the strips that should be read out to obtain the precise position measurement $\eta$. The azimuthal coordinate is obtained from the wires readout.
The operational gas mixture is 55:45 $CO_{2}:n-petane$.
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		\includegraphics[width=\textwidth]{sTGC_scheme.png}
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        \label{fig:sTGC}
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        \includegraphics[width=\textwidth]{sTGC_nsw.png}
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        \label{fig:sTGCnsw}
   \end{subfigure}
    \caption{Schematic diagram of the basic sTGC structure (\protect{\subref{fig:sTGC}}) and the scheme of the small and large sectors that make up the New Small Wheel (\protect{\subref{fig:sTGCnsw}}). Each sector consists of two quadruplets of sTGC with eight Micromegas(MM) detector plane in between \cite{Abusleme:2015yja}.}
    \label{fig:sTGC_all}
\end{figure}

The timing performance of the sTGC is the crucial point for trigger performance. The features of the sTGC, ensure good time properties, since the total drift time for most electrons is shorter than 25 ns, and the high amplification ensures high efficiency. The time spectrum for normally incident muons on an sTGC operated at 2.85 kV has been studied comparing simulation and measurements. The experimental and simulated data agree well and demonstrate that 95\% of the total events are contained within a 25 ns time window, as shown in Figure \ref{fig:timesTGC} \cite{Kawamoto:2013udg}. A test beam has been also performed at Fermilab on the first full-size sTGC prototype detector to determine the position resolution. It has been estimated based on adjacent sTGC strip-layer position residual distributions. A representative result of about 41 \mum\ for a sTGC standalone data taking run is shown in Figure \ref{fig:ressTGC} \cite{Abusleme:2015yja}.
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    \begin{subfigure}[cb]{0.45\textwidth}
        \centering
        \includegraphics[height=6cm]{ressTGC.png}
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        \label{fig:ressTGC}
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    \caption{Comparison of a simulated time spectrum with experimental data taken using wire voltage of 2.85 kV (\protect{\subref{fig:timesTGC}}). The horizontal axis has an arbitrary offset  \cite{Kawamoto:2013udg}. In (\protect{\subref{fig:ressTGC}}) the resolution estimate based on adjacent sTGC strip-layer position residual distributions for a representative sTGC standalone data taking run is reported \cite{Abusleme:2015yja}.}
    \label{fig:sTGC_meas}
\end{figure}
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\subsection{Micromegas detector}

Micromegas (MM) chambers is an abbreviation for MICRO MEsh GASeous Structure and it is an innovative design concept for Micro-Pattern Gaseous Detectors first introduced by Charpak and Giomataris during the 1990s.
These chambers have been chosen as new precision tracking detectors for the upgrade of the forward muon spectrometer of the ATLAS experiment \cite{Iodice:2015yca}.

Micromegas are gas detectors in which a 5 mm gap between two parallel electrodes is filled with a typical 93 : 7 $Ar : CO_2$ gas mixture and a thin metallic micromesh is placed between the two electrodes, held by isolating \textit{pillars} with a pitch of few millimetres and a height of about 128 \mum\ (Figure \ref{mm_scheme}). The drift electrode, with a -300 V voltage applied, and the mesh, which is grounded, define the drift region, where the ionisation takes place and the low electric field ($\sim$600 V/cm) guides the produced electrons towards the mesh. Following the field lines the electrons enter the very thin amplification region between the mesh and the readout electrode, which is segmented into strips with a pitch of about 400 \mum, where 570 V voltage is applied. Due to the very high electric field (40 - 50 kV/cm), the electrons produce avalanches with a gain of the order of $10^4$. The thin amplification gap allows a fast ions evacuation, which occurs in about 100 ns, and allows MM to operate in highly radiated environments. 
The produced signal is then read by the readout strips capacitively coupled to the resistive ones in order to reduce the performance degradation due to discharges in the detector. 

\begin{figure}[htbp]
\centering
\includegraphics[width=11cm]{micromegas.png}
\caption{Schematic view of the Micromegas detector and the principles of operation.}
\label{mm_scheme}
\end{figure}

\subsubsection{Development of Micromegas detectors for ATLAS}
In the NSW upgrade, large area Micromegas chambers will be used for the first time in high-energy physics. This application turned out to be a real challenge, leading to years of research and development on the Micro Pattern Gas detectors, to improve their performance. The operational principle described in the previous section is the result of the R\&D activity which started in 2008 with the Muon ATLAS MicroMegas Activity (MAMMA) \cite{Wotschack:2013ola}.

\paragraph{Spark protection}
The weak point of the Micromegas original design was their vulnerability to sparking. The readout plane was designed as a copper readout strips layer. Sparks occur when the total number of electrons in the avalanche reaches $\sim 10^7$ (Raether limit \cite{Raether:102989}). Given that the amplification factor for a MIP is of the order of $10^4$, this limit can be reached with a ionisation process produces more than 1000 electrons, such as low-energy alpha-particles. These sparks may damage the detector and the readout electronics, leading to large dead times as a result of HV breakdown.
To solve this problem, a spark protection system has been developed, adding a layer of resistive strips on top of a thin insulator directly above the readout electrode. In this way, the readout electrode is no longer directly exposed to the charge and the signals are capacitively coupled to it. The strips resistivity should be the order of $\sim 10$ M$\Omega$/cm. The principle of the resistive spark protection is schematically shown in Figure \ref{sparkpro}.

\begin{figure}[htbp]
\centering
\includegraphics[width=13cm]{spark_prot.png}
\caption{Spark protection principle.}
\label{sparkpro}
\end{figure}


\paragraph{Floating mesh}
The amplification gap of Micromegas is obtained by suspending a mesh over the anode strips. The precise gap is obtained by using insulating spacers, called \textit{pillars}, etched on top of the anode plane by conventional lithography of a photoresistive film. The mesh is stretched and glued on a frame and then rested on top of the pillars. 
The positioning of the mesh in order to obtain a good flatness and parallelism between the anode and cathode represents a challenge in the construction, especially for large area chambers.

The first Micromegas prototypes was built with the so-called "bulk" design \cite{Giomataris:2004aa}. The entire sensitive detector is produced in a single process based on the PCB (Printed Circuit Board), in which the mesh is embedded into the readout PCB structure itself. This method lower the production cost, but it is limited by the industrial manufacturing of the PCB boards to a medium-sized area detectors.

The need for very large area detectors forced ATLAS to develop a new technique: the so-called "\textit{floating mesh}". It consists of the integration of the mesh in the panel containing the cathode plane instead of the readout PCB plane. In this way, the drift gap is formed separately from the readout PCB, removing the dimension limitations. The floating mesh scheme is shown in Figure \ref{floatmesh}: the mesh is integrated in the so-called \textit{drift panel} (the cathode plane) and the \textit{readout panel} (the anode plane) is separate (on the \textit{left}) and then coupled together (on the \textit{right}) .

\begin{figure}[htbp]
\centering
\includegraphics[width=13cm]{floating_mesh.png}
\caption{Schematic of a single MM plane assembly. \textit{On the left}: the drift panel (top) and the readout panel (bottom) are shown in open position. The mesh is an element integrated in the drift panel, glued on an aluminum frame (the mesh frame). \textit{On the right}: the drift panel is coupled up to the readout panel.}
\label{floatmesh}
\end{figure}

\paragraph{Inverted HV scheme}
The MM usually adopts a HV scheme applying negative HV on the mesh and keeping the resistive strips at ground. A new scheme has been developed in which the mesh has been grounded and positive HV is applied on the resistive strips. It brings several improvements. The absence of HV on the mesh simplifies the chamber construction, especially with the floating mesh scheme, and it reduces the risk of HV leaks. This scheme also allows for an easier implementation of segmenting the HV on the readout boards. It was observed from the tests that this provides a more stable detector performance allowing for operation of the detectors at higher gas gains \cite{Wotschack:2013ola}.


\subsubsection{Micromegas in the New Small Wheel}

The NSW structure consist of 8 large sectors and 8 small sectors, with 4 Micromegas modules per sectors. Micromegas chambers are produced in 4 different shapes: LM1, LM2, SM1 and SM2, in order to cover different $|\eta|$ regions of the wheel. In Figure \ref{nsw_scheme}, the four different shapes are shown with the corresponding dimensions in millimeters. The chamber size is $\sim$2 m$^2$ for small modules (SM1 and SM2) and $\sim$3 m$^2$ for large modules (LM1 and LM2), and the volumes are  $\sim$40 L for SM1, $\sim$42 L for SM2, $\sim$60 L for LM1 and $\sim$61 L for LM2. Each Micromegas chamber consists of five (type 1) or three (type 2) printed circuit boards (PCB) per layer, numbered respectively from 1 to 5 (type 1) and 6 to 8 (type 2), as they are assembled in sequence in a wedge. 

\begin{figure}[htbp]
\centering
\includegraphics[width=\textwidth]{NSW_dim.png}
\caption{The New Small Wheel subdivision in small (S) and large (L) sectors and the division of the sectors' readout planes into 8 anode PCBs grouped in two modules (5 PCBs + 3 PCBs)}
\label{nsw_scheme}
\end{figure}
\FloatBarrier
The INFN has committed to build all the 32 quadruplets of type SM1, under the responsibility of the INFN groups of Cosenza, Frascati, Lecce, Napoli, Pavia, Roma Tre and Roma Sapienza. 

Figure \ref{moduleMM} shows a schematic view of a quadruplet. Each quadruplet is composed of five panels, to have four active gaps. 
Three out of the five panels (panels 1, 3 and 5 in the figure) are called \textit{Drift panels}, and are made of the drift PCB cathode and meshes. The panels 1 and 5 are the \textit{external} drift panels (or \textit{outer}) while the panel 3 is the  \textit{central} one. The cathode layers consist of PCBs with copper layers and they are placed, as for the meshes, on the inner face of the external panels and on both sides of the central. The panels 2 and 4 are called \textit{Readout panels} and the active area is composed by the anode readout PCBs. 


\begin{figure}[htbp]
\centering
\includegraphics[width=\textwidth]{MM_module.png}
\caption{A schematic view of the five panels of a MM quadruplet.}
\label{moduleMM}
\end{figure}

The readout PCB consists of a 500 \mum\ thick FR4 layer on top of which copper strips of 17 \mum\ height are printed via photolitography. The strips are 300 \mum\ wide for all the modules with a pitch of 425 - 450 $\pm$ 20 \mum\ for small and large modules respectively. The shape of the resistive strip foils is almost identical as the readout PCBs. They are composed of a 50 \mum\ thick Kapton\myreg\ substrate glued on the readout strips, with screen-printed resistive strips, 8-10 \mum\ thick. The resistive strips are split in two in the middle so that each side of the PCB has a separate high voltage supply line. Consequently, the MM module of type 1 has 10 HV sections in each layer (40 HV sections in total) and the MM module of type 2 has 6 HV sections in each layer (24 HV sections in total).

In the quadruplet layout, the strips of the first two layers are parallel to the chamber bases, and almost orthogonal to the bending plane of the tracks in the ATLAS experiment. The panel that forms these two layers is called \textit{Eta panel}. In the case of the third and fourth layer, formed by the \textit{Stereo panel}, the strips are inclined by $\pm$ 1.5$^{\circ}$ with respect to the strips of the \textit{Eta panel}. This configuration, schematically shown in Figure \ref{fig:layetastereo}, allows not only a precise determination of the $X$ coordinate, orthogonal to the strips and necessary for the momentum measurement, but also a determination of the second $Y$ coordinate, although with less precision. 

Figure \ref{fig:pcblay} shows the layout of one PCB readout board for each type (\textit{Eta} and \textit{Stereo}). Each PCB readout board consists of 512 readout strips, half of them routed to the upper right corner to be readout while the other half, to the bottom left. This scheme balances the load for electronic boards on each side of the detector. The figure shows also an extra space for the electronics and the services on the PCB side.
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        \caption{Eta and Stereo readout panel layout. }
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        \caption{Eta and Stereo readout PCB layout.}
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    \caption{Layout of the Eta and Stereo readout (\protect{\subref{fig:layetastereo}}) panel and (\protect{\subref{fig:pcblay}}) PCB.}
    \label{fig:layerslayout}
\end{figure}
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\section{Assembly and Validation of SM1 modules}
A MicroMegas module for the NSW is made of four gas gap (\textit{Quadruplet}) and it consists of 5 panels: two external Drift panels, one central Drift Panel and two Readout panels, the \textit{Eta} (with vertical strip to measure the $\eta$ coordinate) and the \textit{Stereo} (with strip tilted at $\pm$1.5$^{\circ}$ to allow also the measurement of the second $\phi$ coordinate).

The INFN Italian production for the SM1 chambers is summarised as shown in Figure \ref{prod_scheme}.

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{prod_scheme.png}
\caption{INFN production scheme of SM1.}
\label{prod_scheme}
\end{figure}
 In this section, an overview of the panels construction and a detailed description of the assembly of a full SM1 quadruplet are presented, together with the quality control performed at LNF to validate the modules performance with respect to the ATLAS requirements.

\subsection{Panel construction}

\subsubsection{Drift Panel} 
The \textit{bare} drift panels (without the mesh) is prepared at Roma-1 in the clean room using the so called \textit{vacuum bag technique} \cite{ref:vacuum} . The PCBs are placed with the copper face down on the granite table and the lateral frames, the inner bars and the honeycomb are glued on the PCB layer. Then a second set of PCBs is positioned on the already assembled components and finally the glue is fixed with a vacuum bag, that produces an underpressure of 100-150 mbar, using an aluminum mask to guarantee a uniform pressure. In this way a good planarity level can be achieved for the drift panel, below the 37 \mum\ required. This measurement, together with the panel thickness, is made with a specific tool called \textit{limbo}, which consists of a bar instrumented with 10 height gauges. 

The meshes are prepared in parallel at Roma-3. The mesh lays on the stretching table and it is held with 28 clamps that are gradually moved until a tension of $\sim$ 9 N/m is reached. Then a map of the mesh tension is performed using a tensiometer for textile fabric.
The drift panel is finalised in Cosenza and then at LNF, where a frame 5 mm thick is fixed on the bare drift panel to build the ionisation gap and the stretched mesh is glued over this frame. The mesh tension is checked during this steps, and finally the High Voltage and the gas tightness tests are performed to ensure the operation of the drift panel.
Some pictures of the drift panels construction phases are shown in Figure \ref{fig:driftcons}. Figure \ref{fig:driftmeas} shows an example of the planarity measurements of the drift panel and the mesh tension map. 
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\label{fig:vacmesh}
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\includegraphics[height=6cm]{driftfinal.png}
\caption{}
\label{fig:driftfinal}
\end{subfigure}
\caption{Drift panel construction steps: (\protect{\subref{fig:vacmesh}}) the vacuum bag technique (\textit{on the top}), the mesh on the stretching table (\textit{on the bottom}) and (\protect{\subref{fig:driftfinal}}) the drift panel finalised.}
\label{fig:driftcons}
\end{figure}
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\label{fig:plandrift}
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\caption{}
\label{fig:meshten}
\end{subfigure}
\caption{(\protect{\subref{fig:plandrift}}) Measurement of the thickness and planarity for a drift panel and (\protect{\subref{fig:meshten}}) the mesh tension map.}
\label{fig:driftmeas}
\end{figure}


\subsubsection{Readout Panel}
The two readout panels of the SM1 modules are prepared in Pavia in the clean room using the \textit{stiff-back technique} \cite{Iengo:2014vxa} (Figure \ref{fig:stiffback}). A readout panel has 5 PCBs for each side, and these PCBs are made of a layer of copper strips, the insulator layer and the layer of resistive strips. The assembly starts by placing the first PCB skin on the granite table, precisely positioned using reference pins, and sucked on this with a vacuum pump, and the second skin is placed on the stiff-back. Then the frames and the honeycomb are glued over the first PCB skin. The stiff-back is rotated upside-down and moved over the table to put the second skin on top of the assembled panel. The finalised panel is shown in Figure \ref{fig:ropanel}.

As for the drift panels, the planarity of the readout panels is refined to be lower than 37 \mum. The planarity measurement of the panel is performed with the CMM (\textit{Coordinate Measuring System}) machine, a device for dimensional measurements mounted on a bridge over the granite table. An example of the planarity measurement is shown in Figure \ref{fig:planro}.

An important step of the readout panel construction is the test of the readout strip alignment. This measurement is performed with a custom-made optical tool called \text{Rasfork} (based on the  \textit{Rasnik} system \cite{Beker:2019ove}). It is able to read the coded masks placed on the PCB external side through contact-CCDs. These tools perform measurements both of the mis-alignments and rotations of the strips PCB-to-PCB and of the strip alignment Layer-to-Layer. The tolerance for the absolute alignment is $|\Delta\eta|<$ 40 \mum, while for the relative alignment between the two side of the panel it is $|\Delta\eta|<$ 60 \mum. A partial statistics of the readout SM1 panel measurements is shown in Figure \ref{fig:rasforkro}.
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\caption{(\protect{\subref{fig:stiffback}}) The stiff-back technique scheme and (\protect{\subref{fig:ropanel}}) the final readout panel.}
\label{fig:rocons}
\end{figure}
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\includegraphics[height=5cm]{planro1.png}
\caption{}
\label{fig:planro}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[height=5cm]{rasforkro.png}
\caption{}
\label{fig:rasforkro}
\end{subfigure}
\caption{(\protect{\subref{fig:planro}})  Mean and RMS value of a stereo panel planarity measurements and (\protect{\subref{fig:rasforkro}}) mis-alignment of the readout strips along the precise coordinate measured with the \textit{Rasfork}.}
\label{fig:romeas}
\end{figure}
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\subsection{Assembly procedure}
The assembly of a full MM quadruplet takes about one week. It includes the assembly steps itself, but also the intermediate HV tests performed at each gap closure. A gap is built when the active areas of a Drift panel and of a Readout one are placed face-to-face to each other.

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{Assembly/FinalFig/AssemblyTool.png}
\caption{Picture of the assembly tool installed in the Clean Room at LNF.}
\label{AssToll}
\end{figure}

\subsubsection{Layer 4 - External Drift Panel}
The assembly starts from the gap which represents the \textit{Layer 4} in the SM1 nomenclature, i.e. the last gap of the detector. The External Drift panel is positioned on the \textit{stiff-frame}, placed on the granite table. The stiff-frame is a mechanical structure used to guarantee the panel planarity during the assembly procedure. It is made with Al profile glued with Al brackets with mechanical tolerances of $\sim$ 100 \mum. The panel is aligned to the stiff-frame border within 3 mm using adjustment screws. The stiff-frame with the panel is then moved on the assembly tool, mounted on the granite table. It is fixed on that tool using two clamps on the top and with two support brackets with slot on the bottom. The External Drift is then put in vertical position on the granite table as shown in Figure \ref{L4D}. Other two support brackets with inserted screws are mounted on both panel sides, and the screws are tuned in such a way that the weight of the panel and the stiff frame is loaded on the iron platforms on the tool side, instead of on the whole assembly structure. The o-ring is inserted in the frame slot along the perimeter of the Drift panel, to guarantee the gas tightness of the gap. 

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{Assembly/FinalFig/L4D.jpg}
\caption{First External Drift in vertical position on the assembly tool.}
\label{L4D}
\end{figure}

\subsubsection{Layer 4 and 3 - Readout Stereo Panel}
The Layer 4 is a Stereo layer (as also the Layer 3). To close the first gap, the Stereo Readout panel is put in vertical position on the \textit{assembly cart}. This is a movable assembly tool mounted on a trolley. The panel is held on that cart by two brackets equipped with spherical joints on both sides, as shown in Figure \ref{L4RO}. The height of the trolley is fixed such that it is aligned with the tracks on the granite table in which the cart have to slide. The cart has two degree of freedom, one along the central axis and one along the bases of the panel, to align the holes for the assembly screws on all panels.
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\includegraphics[height=6cm]{Assembly/FinalFig/L4RO.jpg}
\caption{}
\label{fig:ROpan}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=6cm]{Assembly/FinalFig/RS_00.png}
\caption{}
\label{fig:ROtool}
\end{subfigure}
\caption{(\protect{\subref{fig:ROpan}}) Stereo Readout panel on the movable assembly tool. (\protect{\subref{fig:ROtool}}) Support bracket to hold the panel on the tool.}
\label{L4RO}
\end{figure}


When both the panels are in vertical position, a \textit{dry cleaning} procedure is performed on the panel surfaces, removing the dust with a vacuum cleaner and then with an electrostatic roller, as shown in Figure \ref{dryclean}.

\begin{figure}[htbp]
%\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\hspace*{-0.75cm}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=6cm]{Assembly/FinalFig/RS_2.png}
\caption{}
\label{fig:vacclean}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=6cm]{Assembly/FinalFig/RS_4.png}
\caption{}
\label{fig:rolclean}
\end{subfigure}
\caption{Dry cleaning procedure performed on the panel surfaces (\protect{\subref{fig:vacclean}}) with vacuum cleaner and (\protect{\subref{fig:rolclean}}) with electrostatic roller.}
\label{dryclean}
\end{figure}

The assembly trolley is brought closer to the granite table and fixed to the tracks. In this way, the cart with the Readout panel can slide along the tracks to approach it to the Drift panel (Figure \ref{fig:gapclose}). To align the Readout and the Drift panels, two \textit{Delrin\myreg} pins of 6 mm diameter are inserted in the holes for the closure of the gap. As for the Drift panel, and for both sides of the Readout panel, two support brackets with inserted screws are installed for not-loading the panel weight on the assembly structure. In this case, the screw is a micrometrical screw, which allows for a finer alignment of the panel. 

The capacitors of the HV filters installed on the Readout panel are tested by connecting the HV of each section of the layer (10 sections for the SM1 modules). The two panels are then connected using \textit{expansion rods}, as shown in Figure \ref{fig:expro}, on half of the screw holes. The expansion rods are designed to be fixed by turning the screw on one side and locking them with a wheel on the other side. In this way the panels are fixed and the o-ring compression is ensured without leaving metallic dust inside the gap.

When the first gap is closed, the HV test in air is performed by applying 750 V and requiring current values smaller than $\sim$ 10-20 nA. If some sections show instabilities, or do not work properly, the gap is re-opened, checked for defects on the panels and cleaned again. 

\begin{figure}[htbp]
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\includegraphics[height=5.5cm]{Assembly/FinalFig/RS_5.png}
\caption{Closure of the first gap.}
\label{fig:gapclose}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[height=5cm]{Assembly/FinalFig/RS_8.png}
\caption{Expansion Rods}
\label{fig:expro}
\end{subfigure}
\caption{(\protect{\subref{fig:gapclose}}) Closure of the first gap approaching the Stereo readout to the drift panel installed on the assembly tool.(\protect{\subref{fig:expro}}) The Expansion rods used to fix the two panels during the assembly procedure, compressing the o-ring.}
\label{fig:closure}
\end{figure}


\subsubsection{Layer 3 and 2 - Central Drift Panel}
To close the second gap (\textit{Layer 3}), the Central Drift panel is added at this stage. It is a double-faced panel, then it builds the Layer 3 gap as well as the Layer 2 gap.  As for the Stereo Readout, the Drift panel is put on the assembly trolley facing the Layer 3 - side of the Stereo panel. The dry cleaning is performed, the panel is aligned with respect to the Readout panel screw holes using Delrin\myreg\ pins and the capacitors are tested. Then the gap is closed, assembling the new Drift panel and the Stereo one using the expansion rods on the second half screw holes. The support brackets are mounted on the sides of the panel. Finally the HV test in air is performed as for the previous gap.

\subsubsection{Layer 2 and 1 - Readout Eta Panel}
The assembly of the Eta panel closes the third gap (\textit{Layer 2}). As before, the panel is put on the assembly cart and subject to the described cleaning procedure and capacitor test. 

In this case the alignment procedure is finer, as at this stage the alignment of the readout strips between the Stereo panel and the Eta one is performed. The Eta panel needs to be aligned with respect to the two \textit{Alignment Pins} (Figure \ref{etaalign}) installed at two angles of the Stereo panel, which are put on the bottom side during the assembly of the Stereo panel. The alignment is performed using load cells installed on the assembly cart, which measure the weight of the Eta panel loaded on the two alignment pins. The micrometrical screws on the cart, which tune the vertical position of the panel, are turned slowly to reduce the weight loaded on the pins as much as possible, with a tolerance of 200-300 grams. 

Once an acceptable value is achieved on both sides of the panel, the Eta Readout is closed to the Central Drift panel by applying clamps on both tracks to fix the position of the sliding tool. Then the capacitors are tested and the gap is closed with the expansion rods used to fix the Stereo Readout panel. During this step, it is important that the values of the weight loaded on the pins do not change.
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\includegraphics[height=5.5cm]{Assembly/FinalFig/AlignPin.png}
\caption{Alignment Pin (installed on the Stereo panel) inserted in the pin slot (installed on the Eta panel).}
\label{gapclose}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=5.5cm]{Assembly/FinalFig/AlignAq.png}
\caption{Monitoring of the weight loaded on the two pins using load cells.}
\label{expro}
\end{subfigure}
\caption{The Eta panel need to be aligned to the Stereo one during the assembly. Load cells are used to measured the weight loaded on the alignment pins, with a tolerance of 200-300 grams.}
\label{etaalign}
\end{figure}


\subsubsection{Layer 1 - External Drift Panel}
Finally, the last External Drift panel is assembled to close the fourth gap (\textit{Layer 1}). Following the same procedure explained before for the assembly of the Central Drift panel, the panel is put on the cart, cleaned, and closed to the Eta Readout panel, performing the alignment with the Delrin\myreg\ pin. 

Before the module completion and the closure with the final screws, the gap is again closed with the expansion rods used to close the Central Drift panel. Interconnection plugs with o-rings on both side of the module are inserted to minimise the gas leakage. Then a preliminary HV test in Ar:CO$_2$ is performed, ramping up the HV value up to 550 V. The test is not performed up to the operational HV value of 570 V given that the Relative Humidity (RH) value in the Clean Room is usually quite high ($\sim$ 40\%) and the gas tightness of the module is not the optimal one.

If the module passes this preliminary HV test, the expansion rods are substituted with the final screws, closing the gaps with a dynamometric key. The module is then taken out from the assembly tool and put in horizontal position on the granite table to start the QA/QC tests (Figure \ref{FinalMod}).

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{Assembly/FinalFig/quad_support.jpg}
\caption{Assembled module on the granite table, ready to start the QA/QC tests.}
\label{FinalMod}
\end{figure}


\subsection{Validation of SM1 Module at LNF}
Several quality tests are performed on the Micromegas modules to ensure their correct functioning and the adherence to the construction requirements.

\begin{itemize}
\item \textit{Planarity} of the module, required to be $<80$ \mum\ but values up to 200 \mum\ are tolerated, and \textit{thickness} is required to be consistent between the modules.

\item \textit{Gas tightness}. It is an important requirement, given that a gas leak in the module can lead to a contamination of the gas mixture with air and water, based on the humidity level. This effect would compromise the performance of the chambers. The ATLAS requirement is that the relative variation of the gas volume inside the chamber in time to be $<10^{-5}$ Vol/min.

\item \textit{Strip alignment} measurement to have be performed to map the mis-alignments or rotations of the readout strips. This is to correct the track reconstruction taking into account of these effects. Mis-alignments $<60$ \mum\ are required, and tolerated up to 100 \mum.

\item  \textit{High Voltage stability}. Fundamental test to guarantee the functioning of the chamber at the nominal voltage without discharges. The nominal HV working point is 570 V in Ar:CO$_{2}$ 93:7 gas mixture.

\item  \textit{Cosmic Ray test} to estimate the efficiency of the chamber and its performance. At least 85\% of the chamber must have an efficiency $>90$\%.

\end{itemize}

\subsubsection{Planarity and Thickness}

This test is performed in the clean room, positioning the quadruplet on several supports on the granite table, as shown in the scheme of Figure \ref{suppPlan}. The support plane represents the reference plane (z=0) for planarity and thickness measurements. 

The measurement is made with a Laser Tracker \cite{bib:LaserTracker}. This tool is based on the laser interferometer to measure relative distance. It works on the principle of light interference in which one beam is used as a reference while the other beam is reflected back from a mirror or retro-reflector at some distance, producing interference. The distance can be calculated from the number of interference fringes, given that the wavelength of the laser is well known.

The laser tracker is first calibrated by taking the supports as the reference plane for the measurement. The module is then positioned on them to start the measurement. Figure \ref{LTphoto} shows the laser tracker during the data taking of one module. The laser points to the retro-reflective target, the tool is then moved on the module surface and the height map of more than $\sim$3000 points is built for each side of the module.

A planar fit is performed on the cloud points. Figure \ref{planmeas} shows the measured points and interpolated surface for both side of one module. The thickness of the module is then extracted from the mean value of all the measurements and the planarity from the RMS.
\FloatBarrier
\begin{figure}[!t]
%\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=4cm]{Validation/planarity.png}
\caption{Setup for planarity measurement}
\label{suppPlan}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=6cm]{Validation/LTmeas.jpg}
\caption{Data acquisition with Laser Tracker}
\label{LTphoto}
\end{subfigure}
\caption{Setup during the planarity measurement. The Module is positioned on several aluminium supports which represents the reference plane z=0 for the measurement performed with the laser tracker.}
\label{plansetup}
\end{figure}

\begin{figure}[!t]
\centering
\includegraphics[width=8cm]{Validation/Modulo10_SIDE1_SURFACE_POINTS.png}\includegraphics[width=8cm]{Validation/Modulo10_SIDE4_SURFACE_POINTS.png}
\caption{Point clouds obtained with the Laser Tracker and the interpolated surfaces of the two sides of the module for the planarity and thickness measurements.}
\label{planmeas}
\end{figure}

A study has been done to estimate the deformation of the modules due to the gas pressure. 
This test has been performed on one prototype of the final Micromegas SM1 module, called \textit{Doublet} as it was built with just two gas gaps (i.e. with only one readout and two external panels). Two sets of measurement have been collected, one without pressure and the other with an overpressure of $\sim$3 mbar. 

The results are summarised in Table \ref{tab:plandef}, which show the difference of the mean thickness $\Delta <$z$>$ of the panel with and without pressure is about 100 \mum. Given that the deformation is due to the external panels, that deformation will be almost the same for the Quadruplet. As the SM1 modules have a volume of 40 L and a surface area of 2 $m^2$, a thickness variation of 100 \mum\ can be translated in a volume variation of 0.2 L. The relative volume variation due to the deformation of the chamber in an overpressure regime is about 0.5 \%. 

\begin{table}[!hptb]
\centering
\begin{tabular}{c|c|c|c}
\multicolumn{2}{c|}{\textbf{Side 1}} & \multicolumn{2}{|c}{\textbf{Side 2}} \\ \hline
$\Delta z$  (mm)  & RMS (mm)  & $\Delta z$ (mm)   & RMS (mm)  \\ \hline
0.097          & 0.055     & 0.107          & 0.056    
\end{tabular}
\caption{Results from laser tracker measurements of the Doublet thickness difference with and without pressure.}
\label{tab:plandef}
\end{table}


\subsubsection{Gas Leak Test}

The tightness of the module is an important parameter to guarantee the performance of the chamber. This test is performed with the module in horizontal position on the granite table in Clean Room.
The gas leak is measured with the \textit{Pressure Drop} technique. The module is over-pressured in a static way (no continuous gas flushing) and then the variation of the pressure in time is measured. 

Given the ideal gas law:
\begin{equation}
PV = nRT \ ,
\end{equation}
the gas leak in a given volume V, pressure P and temperature T is due to a variation of the gas mass, related to $\Delta n$. Then assuming a constant pressure in the chamber during the gas flushing, usually evaluated in terms of L/hour, this mass variation can be expressed as a gas volume variation $\Delta V$. 

The ATLAS requirement for the gas leak is expressed in terms of relative variation of the gas volume inside the chamber in time:
\begin{equation}
\frac{\Delta V}{V}\frac{1}{\Delta t} < 10^{-5} \mbox{min}^{-1} \ .
\end{equation}
This formula can be translated to relative variation of the pressure inside the chamber with respect to the atmosphere pressure outside the chamber during a pressure drop measurement. In this case, there is no constant gas flushing in the chamber and the pressure variation in the chamber is just due to a possible leak:
\begin{equation}
\frac{\Delta P}{P} = \frac{\Delta V}{V} \implies \mbox{ATLAS Limit: } \frac{\Delta P}{\Delta t} = 0.64 \mbox{ mbar} \cdot \mbox{hour}^{-1} \ ,
\end{equation}
assuming an external pressure P = 1 atm and a constant volume V= 40 L for the SM1 modules.
This relation is based on the assumption that the volume of the chamber does not change with the gas flushing. As shown in the previous section, the volume deformation in overpressure condition is about 0.5\% of the volume. As such, the effect on the relative variation $\Delta V/V$ is negligible. 

The measurement is performed connecting the gas input line of the module to a pump of 200 mL capacity and the gas output to a sensor to measure the pressure inside the chamber (Figure \ref{gassetup}). The value of the initial pressure inside the chamber is taken as reference and then air is injected with the pump in the chamber until an over-pressure of $\sim$3 mbar is reached. The pressure variation is then monitored together with the temperature.

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{Validation/gassetup.png}
\caption{Setup scheme used at LNF to perform the pressure drop measurement.}
\label{gassetup}
\end{figure}

Figure \ref{gasleak} shows the pressure drop due to the chamber leakage. A linear fit is then performed to extract a measurement of the leakage expressed in terms of mbar/hour.  
The duration of the measurement is about 15-20 minutes. In this short time range, the temperature variation $\Delta T$ is negligible as shown on the bottom panel of the plot in Figure \ref{gasleak}, and also its effect on the pressure variation.

\begin{figure}[htbp]
\centering
\includegraphics[width=7.6cm]{Validation/GasLeak_Temperature_ok.pdf}
\caption{Pressure drop plot to measure the gas tightness of the chamber. The red line represent the linear fit to extrapolate the gas leak measurement. The bottom panel shows the Clean Room temperature variation during the measurement.}
\label{gasleak}
\end{figure}

\subsubsection{Strip and Panel Alignment}
\label{subsec:align}
It is very important to ensure that there are no displacements or rotations between one PCB and another to achieve a high spatial resolution. 
For this purpose, many alignment measurements are performed during the construction of MM modules to measure all the possible parameters which can affect the track reconstruction. 
The as-built parameters to be determined with the alignment measurements are:
\begin{itemize}
\item PCB shape parameters: Strip sagitta and elogantions
\item PCB alignment in-Layer: PCB translation and rotation and the in-Layer coordinate system
\item Layer alignment in-Panel: Layer translation and rotation and the in-Panel coordinate system
\item Panel alignment in-Module: Panel translation and rotation and the in-Module coordinate system
\end{itemize}

From a complete map of any displacements and rotations between the PCB, it is possible to perform a combined fit of all available measurements to reconstruct the full module metrology, which can be used at the muon reconstruction level.
These parameters are measured several times with different tools, given that the individual measurement set does not cover the full module metrology. 

At LNF, the panel-to-panel alignment is measured after the module assembly. The measurement is performed using a custom-made tool called \textit{4 - Rasfork}, based on the \textit{Rasnik} system \cite{Beker:2019ove} and developed in Saclay, that is able to measure the misalignment of corresponding PCB on the two panels.
The ATLAS requirement on the Panel-to-Panel mis-alignment along the precision coordinate is $\Delta \eta < 60$ \mum. 

The Micromegas PCBs have three coded masks etched on the copper layer along each PCB side. These masks can be analysed by \textit{Rasnik} system, using a contact CCD (cCCD) coupled with a LEDs. This projects the PCBs coded masks onto the cCCD camera. 
The \textit{Rasnik Mask} (Rasmask) is a chessboard, as shown in Figure \ref{rasmask} with some squares switched from black to white, and other switched from white to black in way to indicate to a camera which part of the mask it is looking at, despite only seeing a small portion of the mask. The images of the masks are analysed by a dedicated LWDAQ software developed by Brandeis University \cite{bib:RasAnalysis}. The software performs the analysis of the rasmask pattern and determines the center of the mask with respect to the cCCD center (image sensor), defining the \textit{rasnik position}. Then the final Rasnik measurement consists of the $x$ and $y$ coordinates of a point in the mask, the magnification of the mask image and the rotation of the mask with respect to the image sensor.

\begin{figure}[htbp]
\centering
\includegraphics[width=4.5cm]{Validation/rasmask.png}
\caption{Rasmask installed on the PCBs.}
\label{rasmask}
\end{figure}

The 4-Rasfork instrument has the same working principle of the 2-Rasfork used for the layer-to-layer (within the same readout panel) alignment measurement performed in Pavia but it consists of four channels instead of two to be able to measure both the layer-to-layer and panel-to-panel alignment. 

It is made of four Rasfork tubes and a circuit of 4 cCCDs and a support block. A Rasfork tube consists of a prism holder, equipped with a prism and a LED circuit, and a tube consisting of 2 half tubes, a lens and a diaphragm at their junction. Due to the LED circuit, the light reflected by the rasmasks is guided by the prism, that works in total internal reflection, in the tubes and reaches the cCCD (one for each tube).
The measurement setup is shown in Figure \ref{rassetup}. The module is placed on precise shims (the same used for the planarity measurement), so that the Rasfork can be inserted correctly.

\begin{figure}[!h]
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\includegraphics[width=7cm]{Validation/ras3.jpg}
\caption{4-Rasfork setup during a measurement.}
\label{rassetup}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\includegraphics[width=7cm]{Validation/caliras2.jpg}
\caption{4-Rasfork during the calibration step at LNF using the Calirasfork.}
\label{caliras}
\end{subfigure}
\caption{4-Rasfork measurement of the panel-to-panel alignment.}
\label{rasfork}
\end{figure}
\FloatBarrier
\paragraph{4-Rasfork Calibration}
The Rasfork tool needs to be calibrated, and for this another instrument called \textit{Calirasfork} is used. The Calirasfork is made of a support sitting on 3 balls, holding four glass rasmasks, placed as the masks on the two panel sides. The position and the orientations of the \textit{calimasks} are determined with an accuracy $< $ 3 \mum\ with an optical CMM in Saclay. This calibration is made only once. 

At LNF the first time that the Rasfork is used, or if it is damaged or lacks precision, the Rasfork is calibrated placing the Calirasfork in the Rasfork (Figure \ref{caliras}). The Rasfork acquires the images at different translation in x, y and different heights (placing shims of 1, 2 and 3 \mum\ below the Calirasfork) and different angular orientation. Then a fit of the positions is made to validate the Rasfork calibration.  
Each time that a new alignment measurement is performed on a new Module, the calibration have to be checked.

\paragraph{4-Rasfork Measurement}
The Rasfork measurement on the module is performed on all the 30 rasmasks (3 masks each PCB side). The most relevant measurements are the ones performed on the PCB central masks, which give the real magnitude of the mis-alignment between the panels, instead the others are sensitive also to possible PCB shape deformations.

An example of map of the mis-alignment $(\Delta x, \Delta y)$ measurements is shown in Figure \ref{rasmeas}. The $y$ coordinate represents the precision coordinate $\eta$ in the ATLAS coordinate system. 
\FloatBarrier
\begin{figure}[!h]
\centering
\includegraphics[width=9cm]{Validation/Rasfork_output_M9.pdf}
\caption{Scheme of the $\Delta X$ and $\Delta Y$ displacement of the readout strips between the Eta and the Stereo readout panel.}
\label{rasmeas}
\end{figure}

\subsubsection{High Voltage Stability Test}

The High Voltage stability has been a crucial point of the MM performance during the commissioning phase. 
In Section \ref{sec:HV}, the different issues met during the production of the MM detectors will be described in detail together with the corresponding solutions. They include several additional steps, as the cleaning procedure and the readout panel passivation, to the MM module construction.

A further step to improve the HV performance of the chambers is the so-called \textit{conditioning} procedure in High Voltage. This procedure consists in a slow ramp up of the HV voltage applying an initial voltage of 400 V in the amplification region. It is slowly increased until it reaches the nominal working point of 570 V. Once the nominal HV is reached, a long term stability test is performed and the behaviour of the chamber is monitored for several days (also weeks).

\paragraph{HV setup and acquisition}

The final HV test is performed at Cosmic Ray Stand. All the HV sections are connected to the CAEN power supply (PS) SY4527 through the 48 independent HV channels board A7038AP, a Common Floating Return board which allows on-detector grounding, reducing the noise level. In this setup it is possible to power all the 40 HV sections of the module independently, to have a \textit{full-granularity} configuration. 

The setting and monitoring of the main HV parameters is performed using the CAEN interface GECO2020. It is the GEneral COntrol Software developed by CAEN for High Voltage boards and systems, which brings the HV control and management via external Host PC using a simple GUI. 

The more interesting HV parameters are \textit{VMon} (monitored HV) and \textit{IMon} (monitored current). These values are constantly recorded by a DCS code developed at LNF. The code interfaces with the PS recording data each second using the CAEN HV Wrapper Library functions. Grafana dashboards \footnote{open source analytical and visualisation tool} is used to monitor the trend of the current for each HV section. Figure \ref{HVcontrol} shows an example of the current monitoring in real-time. 

\begin{figure}[htbp]
\centering
\includegraphics[height=6cm]{Validation/Grafana.png}
\caption{HV monitoring system used at LNF to perform the HV test uses Grafana dashboard to monitor the currents of different HV sections. }
\label{HVcontrol}
\end{figure}


\paragraph{Procedure and Criteria}

The HV test is performed while flushing the chamber with Ar:CO$_2$ with a gas flux of $\sim$20 L/h. 
The HV ramp up starts when the gas RH reaches a value $<10$\%. First of all the HV sections are switched on at 100 V to check there are no shorts. Therefore each section is ramped up at 400 V, and then at steps defined by the following chain:
\begin{equation}
400 V \rightarrow 450 V  \rightarrow 500 V \rightarrow 510 V \rightarrow 520 V \rightarrow 530 V \rightarrow 540 V \rightarrow 550 V \rightarrow 560 V \rightarrow 570 V
\end{equation} 

For the first modules, in which low resistivity issue was present (then cured through the passivation technique described in Section \ref{subsec:pass}), the ramp up phase was very slow, taking 1-2 hours between one step and another. In the last modules, with higher strip resistivity, this step became much faster (5-10 minutes each step).

This test is important also to evaluate which is the maximum HV value that a section can reach, which can be lower than the nominal: 570 V. To identify the maximum HV value for which a section is stable, some acceptance criteria have been defined. These are based on the current drawn by the section and on the \textit{spark rate}. 
The \textit{spark rate} is the frequency in which the HV section current goes above a defined current \textit{threshold}. It is computed defining a \textit{spark} as an IMon value > 100 nA in a second. Then if a section draws a current >100 nA for 6 seconds, it is counted as 6 sparks. The spark rate is defined as the number of sparks per minute.

The HV sections can be flagged as GOOD, CONDITIONING or BAD sections based on the following criteria:
\begin{itemize}
\item \textbf{GOOD}: if the section IMon value is < 10 nA and stable (spark rate $\sim$ 0) $\rightarrow$ The HV value can be ramped up to the next step
\item \textbf{CONDITIONING}: if the section IMon value shows \textit{rare instabilities} (0 < spark/min < 6) or few sparks order of hundreds nA $\rightarrow$ The section is left to condition at the corresponding HV value
\item \textbf{BAD}: if the section IMon value shows continuous instabilities (spark/min > 6) $\rightarrow$ The HV is lowered until the IMon value became stable again. The HV could be lowered by 5 V but also by 50 V if needed. The section is left at this HV value for several hours and if it becomes stable, it can be ramped up again following the described procedure.
\end{itemize}

Figure \ref{secCriteria} shows the three different behaviour described above. These criteria are needed also to evaluate if a module has passed the requirements or not.

The ATLAS HV acceptance requirement for a MM module is that the 85\% of the sections have to pass the following criteria:
\begin{itemize}
\item Nominal HV of 570 V
\item Spark Rate < 6/min
\end{itemize}
If a section fails even one of the requirements, it is not considered as accepted. For the SM1, a module is accepted if at least 34/40 HV sections pass the requirements.

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=1.1\textwidth]{Validation/goodsec.png}
\caption{}
\label{good}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=1.1\textwidth]{Validation/conditioning.png}
\caption{}
\label{cond}
\end{subfigure}
\\
\begin{subfigure}[c]{0.55\textwidth}
\centering
\includegraphics[width=\textwidth]{Validation/badsec.png}
\caption{}
\label{bad}
\end{subfigure}
\caption{Different HV behaviour. Each plot show in red the monitored HV (VMon) and in blue the monitored current (IMon). In (\protect{\subref{good}}) it is shown an example of a good sector. In particular in this plot it can be seen also the ramp-up step at the beginning of the plot. In (\protect{\subref{cond}}) it is shown an example of a sector which shows a bad HV behaviour at the beginning. For this reason the HV has been lowered up to 500 V, when it became again stable. Then the ramp up procedure has been performed again and the sector reached 570 V showing a number of spark $<$ 6/min, and it has been left at this HV value to condition. In (\protect{\subref{bad}}) it is shown an example of a bad behaving section. This plot shows the continuous HV drops due to the sparks which can be recovered just lowering the HV up to 500 V, and finally show a spiky behaviour even at this HV value.}
\label{secCriteria}
\end{figure}


\subsubsection{Cosmic Ray Stand Test}

The modules are then validated at the LNF Cosmic Ray Stand to estimate their performances, in terms of efficiency of each layer. 
The experimental setup (Figure \ref{crs_setup}) consists of: 
\begin{itemize}
\item two array of plastic scintillators for the trigger coincidence, achieving a trigger rate of 50 Hz. The trigger logic is the OR between the scintillators on the same plane and the AND between the two plane. 
\item 35 cm of iron absorber to cut muons <0.6 GeV
\item MM Module
\end{itemize}
The module is equipped with 40 APV25 front-end electronic boards. The APV25 boards have a signal sampling time of 25 ns, sent to the Scalable Readout System (SRS) to be read. 

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{Validation/CRS_setup.png}
\caption{Experimental setup at the ATLAS LNF Cosmic Ray Stand.}
\label{crs_setup}
\end{figure}

The software efficiency is computed with a \textit{self-tracking} algorithm. This method is able to estimate the efficiency on the layer $i$ by reconstructing the track on the other $N-1$ layer (Figure \ref{selftrack}).
At LNF, for the SM1 modules, the events selected to reconstruct a track on the $i$-layer requires 1 cluster on the other 3 layers. The efficiencies on the Eta and Stereo layers are then estimated with the 3 over 4 method.

\paragraph{Efficiency on Eta Layer}
The track is reconstructed by using the cluster on the other Eta layer and building a \textit{super-point} (SP) from the Stereo layers, both for the precision coordinate $\eta$ and the second coordinate $\phi$. The super-point coordinates are defined:
\begin{equation}
\begin{dcases} 
\eta_{sp} = \frac{\ell_3+\ell_4}{2\cos\theta} \\ 
\phi_{sp} = \frac{\ell_3-\ell_4}{2\sin\theta} \\ 
\end{dcases}
\end{equation}
where $\ell_3$ and $\ell_4$ are the local coordinates in the Stereo layers 3 and 4 respectively. 
The tracks are selected with angles within $\pm$ 0.5 rad (geometrical acceptance) and the extrapolation of the expected position on the Eta layer to be measured is done by looking for a cluster on that layer within $\pm$ 10 mm from the expected position.

\paragraph{Efficiency on Stereo Layer}
The track is reconstructed using the clusters on the two Eta layers, used to determine the precision coordinate $\eta$. The second coordinate $\phi$ is defined building a \textit{super-point} from the other Stereo layer and one of the Eta layer. The super-point coordinates are:
\begin{equation}
\begin{dcases} 
\eta_{sp} = \ell_2 \\ 
\phi_{sp} = \frac{\ell_2\cos\theta -\ell_4}{\sin\theta} \\ 
\end{dcases}
\end{equation}
where $\ell_2$ and $\ell_4$ are the local coordinates in one of the Eta layers (layer 2 for example) and in the other Stereo layer (layer 4 for example) respectively. 
Also in this case, the tracks are selected with angles within $\pm$ 0.5 rad and the extrapolation of the expected position on the Stereo layer to be measured is done by looking for a cluster on that layer in a window of $\pm$ 25 mm.

Figure \ref{fig:Eff1D2D} shows an example of 1D efficiency plot along the precision coordinate ($X$ corresponds to $\eta$) and the 2D efficiency map for Layer 1 and Layer 3 of one module.

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{Validation/RecoEff.png}
\caption{The \textit{self-tracking} algorithm is used to estimate the efficiency on the layer $i$ reconstructing the track on the other $N-1$ layer. The method to estimate the efficiency on the Eta layer is shown on the left, in which a super-point from the Stereo layer is used, instead on the right is shown the method used for the Stereo layer (super-point from the other Stereo layer and one of the Eta layer).}
\label{selftrack}
\end{figure}
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\includegraphics[width=7cm]{Validation/eff_L1.pdf}
\caption{}
\label{Eff1D1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\includegraphics[width=7cm]{Validation/eff_L3.pdf}
\caption{}
\label{Eff1D3}
\end{subfigure}
\\
\begin{subfigure}[c]{0.45\textwidth}
\includegraphics[width=7cm]{Validation/eff_2D_L1.pdf}
\caption{}
\label{Eff2D1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\includegraphics[width=7cm]{Validation/eff_2D_L3.pdf}
\caption{}
\label{Eff2D3}
\end{subfigure}
\caption{1D e 2D efficiency plot per Layer 1 and Layer 3.}
\label{fig:Eff1D2D}
\end{figure}
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\subsubsection{Results of SM1 modules produced by INFN}

In this section, a summary of the QA/QC tests results on SM1 modules performed at LNF is presented. In Figures \ref{plansum}-\ref{HVsum}, the summary of the QA/QC measurements on the SM1 modules produced are reported. 

The planarity measurements results are within the tolerance value of 200 \mum\ for almost all the module. In Figure \ref{planmod} it is clear that the measurements on the two sides sometimes are quite different. This can be explained by possible defects on the external drift panels, which impact on the measurement on one side, but not on the other. The planarity measurements are indeed sensitive to possible defects on the external drifts and also on the supports used for the measurement. For this reason, also modules that show values far from the tolerance have been accepted.

The gas leak results also are in the tolerance, except for a couple of modules. Cosmic rays tests showed good performances also for these chambers, then they can be accepted. 

The $\Delta y$  (then $\Delta\eta$ in ATLAS coordinate) alignment results shows a couple of module out of the tolerance. In this case, as explained in Section \ref{subsec:align}, it is possible to fully reconstruct the geometry of the strips using also the other measurements performed on the single panels and PCBs. Then also modules with alignments a bit outside the tolerance can be accepted. 

The most important requirement on the HV: at least 85\% of the HV sections at 570 V, is respected by all the modules.

In Table \ref{tab:summaryLNF}, the status of all the SM1 modules is summarised. It shows the percentage of the detector area which is set at nominal voltage of 570 V and the corresponding mean efficiency of the module. The last column shows if the module has been disassembled because it does not pass some validation criteria, or at LNF or at CERN, or if it has been integrated on a Double-Wedge (defined in Section \ref{subsec:NSWlay}), which is labelled as A\# or C\#, if it belongs to the NSW-A or NSW-C.
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\includegraphics[width=12cm]{Plot/planhist.pdf}
\caption{}
\label{planhist}
\end{subfigure}
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\begin{subfigure}[c]{\textwidth}
\centering
\includegraphics[width=12cm]{Plot/planrms.pdf}
\caption{}
\label{planmod}
\end{subfigure}
\caption{Summary planarity measurements.}
\label{plansum}
\end{figure}

\begin{figure}[!t]
\centering
\includegraphics[width=12cm]{Plot/planavg.pdf}
\caption{Summary thickness measurements.}
\label{thick}
\end{figure}
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\begin{subfigure}[c]{\textwidth}
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\includegraphics[width=12cm]{Plot/gasleak.pdf}
\caption{}
\label{gasmod}
\end{subfigure}
\caption{Summary gas leak measurements.}
\label{gasleaksum}
\end{figure}
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\end{subfigure}
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\begin{subfigure}[c]{\textwidth}
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\includegraphics[width=12cm]{Plot/rasforkXall.pdf}
\caption{}
\label{rasXall}
\end{subfigure}
\caption{Summary $\Delta X$ measurements from rasfork.}
\label{rasXsum}
\end{figure}
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\end{subfigure}
\caption{Summary $\Delta Y$ measurements from rasfork.}
\label{rasYsum}
\end{figure}
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\end{subfigure}
\caption{Summary HV results.}
\label{HVsum}
\end{figure}
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\begin{table}[!hptb]
\centering
\hspace*{-1.cm}
\begin{tabular}{c|c|c|c|c}
\hline
\hline
SM1 & Area at& Mean& Validation& \multirow{2}{*}{ Where it is }                                                       \\
Module & 570 V &Efficiency &at LNF &                                                        \\
\hline
\multirow{2}{*}{M01} & \multirow{2}{*}{-} & \multirow{2}{*}{-} & \multirow{2}{*}{-} & used for mechanical integration test  \\
                     &  &                 &                     & on the Wheel $\to$ Disassembled          \\
\multirow{2}{*}{M02} & \multirow{2}{*}{-} & \multirow{2}{*}{-} & \multirow{2}{*}{-} & used for electronics integration test \\
                     & &                  &                     & on the Wheel $\to$ Disassembled          \\
M03        &       -          &       -          & Yes                & Disassembled                      \\
M04        &       -          &       -          & Yes                & Disassembled                      \\
M05        &       -          &       -          & No                & Disassembled                      \\
M06        &88.5 \%          &89.3 \%          & Yes               & CERN on A14 (IP)                                                   \\
M07        &100 \%                 &95.1 \%                 & Yes               & CERN on C12 (HO)                                                   \\
M08        &80.0 \%                 &88.6 \%                 & Yes               & CERN on C12 (IP)                                                   \\
M09        &87.8 \%                 &89.9 \%                 & Yes               & CERN on A14 (HO)                                                   \\
M10        &76.3 \%                 &90.4 \%                 & Yes               & CERN on A04 (HO)                                                   \\
M11        &87.3 \%                 &91.5 \%                 & Yes               & CERN on C04 (HO)                                                   \\
M12        &92.2 \%                 &87.4 \%                 & Yes               & CERN on A16 (IP)                                                   \\
M13        &100 \%                 &96.3 \%                 & Yes               & CERN on A16 (HO)                                                   \\
M14        &94.9 \%                 &96.7 \%                 & Yes               & CERN on A08 (IP)                                                   \\
M15        & 100\% in Ar:CO$_2$ 80:20                 &98.0 \%                 & Yes               & CERN on A08 (HO)                                                   \\
M16        & - &      -          & No                & Disassembled                                                       \\
M17        & 100 \% & 96.2 \%                 & Yes               & CERN on A12 (HO)                                                   \\
M18        & 88.5 \% & 94.1 \%                 & Yes               & CERN on A12 (IP)                                                   \\
M19        & 89.8 \% & 91.8 \%                 & Yes               & CERN on A06 (IP)                                                   \\
M20        & 100 \% & 95.2 \%                 & Yes               & CERN on A06 (HO)                                                   \\
M21        & 100 \% & 92.2 \%                 & Yes               & CERN on A10 (HO)                                                   \\
M22        & 94.9 \% & 93.1 \%                 & Yes               & CERN on A02 (HO)                                                   \\
M23        & 100 \% & 94.8 \%                 & Yes               & CERN on A02 (IP)                                                   \\
M24        & 100 \% & 95.4 \%                  & Yes               & CERN on A10 (IP)                                                   \\
M25        & 100 \% & 94.4 \%                  & Yes               & CERN on C14 (IP)                                                   \\
M26        & 100 \% & 96.1 \%                  & Yes               & CERN on C10 (IP)                                                   \\
M27        & 91.1 \% & 91.5 \%                  & Yes               & CERN on C14 (HO)                                                   \\
M28        & 100\% & 96 \%                  & Yes               & CERN on C02 (HO)                                                   \\
M29        & 96.1 \% & 96.3 \%                  & Yes               & CERN on C10 (HO)                                                   \\
M30        & 100 \% & 96.1 \%                  & Yes               & CERN on A04 (IP)                                                   \\
M31        & 100\% in Ar:CO$_2$:Iso 93:5:2  &90.8 \%                  & Yes               & CERN will be on C04 (IP)                                                   \\
M32        & 94.9 \% & 92.8 \%                  & Yes               & CERN on C16 (HO)                                                   \\
M33        & 94.9 \% & 96.2 \%                  & Yes               & CERN on C16 (IP)                                                   \\
M34        & 93.6 \% & 95.7 \%                  & Yes               & CERN will be on C08 (HO)                                                   \\
M35        & 93.6 \% & 94.4 \%                  & Yes               & CERN (spare)                                                              \\
M36        & 80.7 \% & 80.8 \%                  & Yes               & CERN on C06 (HO)                                                   \\
M37        & 100 \% & 94.1 \%                  & Yes               & CERN on C06 (IP)                                                   \\
M38        & 94.9 \% & 95.1 \%                  & Yes               & CERN on C08 (IP)                                                   \\
M39        & 100 \% & 93.8 \%                  & Yes               & CERN on C02 (IP)                                                  \\
\hline
\hline
\end{tabular}
\caption{Summary validation table of all the SM1 modules assembled and tested at LNF.}
\label{tab:summaryLNF}
\end{table}
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\section{High Voltage stability studies on SM1 modules}
\label{sec:HV}
The HV stability has been a critical part of the Micromegas commissioning. For this purpose, a limited R\&D program restarted addressing the main issues:
\begin{itemize}
\item {Correlation of the currents with the humidity}
\item {Mesh mechanical imperfections}
\item {Residual ionic contamination on PCBs and panels}
\item {Non â�� uniform resistivity on the anode PCBs}
\end{itemize}

Several studies have been performed to overcome these issues and solutions have been implemented in the module assembly workflow.%, summarised in Table \ref{HVtab}.

In the following sections some of these studies are described in details.
\subsection{Relative humidity and gas flux}
From the very first tests on the Micromegas modules, the impact of the relative humidity inside the chamber on the HV behaviour has been observed to be not negligible. A relative humidity higher than 15\% leads to a contamination of the gas mixture, compromising the performance of the chamber. To reduce this, a solution is to increase the gas flux up to 20 L/h. At LNF usually several chambers are tested in parallel. To maximise the benefit of the high gas flux, two SM1 modules are connected in series as in Figure \ref{gasseries}. The relative humidity is monitored with the RH sensor Vaisala connected at the output of each chamber. In Figure \ref{RHeffect}, the variation of the RH in time of two chambers connected in series is shown. It is clear the reduction of the RH from the increasing of the gas flow. The modulation of the curves are due to the day-night cycle.

\begin{figure}[htbp]
\centering
\includegraphics[width=8.5cm]{HVsection/gasseries.png}
\caption{SM1 modules gas line connected in series. The output gas is monitored with RH sensor Vaisala.}
\label{gasseries}
\end{figure}

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{HVsection/RHplot.pdf}
\caption{Relative humidity in time of the SM1 modules M3 and M4 connected in series (M3$\to$M4). It shows the decrease of the RH with the increase of the gas flux.}
\label{RHeffect}
\end{figure}

\subsection{Mesh Polishing}
The imperfections, as small defects, on the meshes can sensitively change the electric field in the amplification gap. Figure \ref{fig:meshfielddot} shows the modification of the electric field due to a single point defect of 2\mum\ size, which can be 100 times larger than the nominal value. As consequence, it has an impact on the High Voltage behaviour of the Micromegas, leading to a sparky regime of the chamber.

The effects of these imperfections can be mitigated and solved by \textit{polishing} the mesh. 
The polishing is performed on the finalised drift panels in two steps, with two different grades of sand papers. The first step is done with grade 2500 sand paper to polish few microns of wire and remove the wider imperfections. In the second step, a 10000 grade sand paper is used to perform the precision polishing to uniform the mesh surface. %The procedure is shown in Figure \ref{fig:polish}. 

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[cb]{0.45\textwidth}
\centering
\includegraphics[width=3.5cm]{MeshPattern.png}\includegraphics[width=4.cm]{HVsection/Mesh_Efield2.png}
\caption{Standard mesh pattern: wire diameter of 30 $\mu m$ and a pitch of 100 $\mu m$ (then a edge-to-edge distance of 70 $\mu m$) on the left. Simulation of the electric field of this pattern.}
\label{fig:meshfield}
\end{subfigure}
\qquad
\begin{subfigure}[cb]{0.45\textwidth}
\centering
\includegraphics[width=3.5cm]{MeshDot.png}\includegraphics[width=4.cm]{HVsection/Mesh_Efield_dot.png}
\caption{SEM image of a defect of 2\mum\ size on the micromesh on the left and simulation of the electric field due to this single point defect on the right.}
\label{fig:meshfielddot}
\end{subfigure}
\caption{Comparison of mesh electric field simulation in presence of mesh imperfections with nominal.}
\label{meshEfield}
\end{figure}


\subsection{Cleaning}
During the PCB and panels production, organic residuals can deposit on the surfaces, leading to instability problem in the High Voltage of the chambers. For this reason, a cleaning procedure has been developed to guarantee the removal of the most of the organic residuals (Figure \ref{PCBresid}). 

\begin{figure}[htbp]
\centering
\includegraphics[width=5cm]{HVsection/resid1.png} \quad \includegraphics[width=5cm]{HVsection/resid2.png}
\caption{Residuals of the previous NGL treatment on the PCB.}
\label{PCBresid}
\end{figure}

The cleaning occurs with the panels placed in vertical position in a custom made \textit{washing machine}. Detergents are distributed on the whole panel surfaces with the use of soft brushes, to properly remove the residuals that can be trapped on the pillar edges, and with warm tap water (T$\sim40^{\circ}$). Different detergents are used according to the panel: the Readout panel is cleaned with micro crystal multipurpose cleaner Cif\myreg\ cream detergent, the Drift panels with NGL Cleaning Technology\myreg\ 17.40 cleaner. 
Alternative cleaning procedure for the Readout panels have been tested using caustic soda and pumice powder. 

Measurements of the ionic contamination have been performed by ELTOS on the PCBs with the Resistivity of Solvent Extract (ROSE) test, to test the presence and measure the average concentration of soluble ionic contaminants, using different detergents. The test results is reported in Table \ref{tab:clean} in terms of total equivalent NaCl [mg/sq inch] for a non-washed PCB, for a PCB immersed in a tank with caustic soda for 30 minutes and for one hour, and finally a PCB cleaned only with Cif\myreg. They show that the cleaning with Cif\myreg\ gives the best performance in terms of reduction of ionic contamination.

\begin{table}[!hptb]
\centering
\begin{tabular}{c|c}
\textbf{Test on PCB}                    & \textbf{NaCl equivalent} \\ \hline
Non-washed                              & 209.6                   \\
Caustic Soda 30 min                     & 165.0                   \\
Caustic Soda 1 hour                     & 27.7                    \\
Only Cif \textregistered & 7.6                     
\end{tabular}
\caption{PCB ionic contamination results from ROSE test.}
\label{tab:clean}
\end{table}

The pumice powder is used to smooth the Readout panels edges before the passivation (described in Section \ref{subsec:pass}). It results in a deeper cleaning of the area, to avoid any possible impurity to be trapped below the passivation, leading to bad HV behaviour.

The detergent is removed by rinsing the panels with warm tap water (T$\sim40^{\circ}$) using garden shower and a soft paint brush. Further rinsing is performed with 25-40 L/surface of deionised water using a high pressure ($\sim$ 60-70 bar) K\"{a}rcher\myreg, kept at a safe distance of 30-40 cm from the surface. This is to eliminate all remnants of the tap water and for the final mechanical action to remove sticky dirt, especially around pillars. 
Deionised water is also sprayed inside the inlet/outlet of the gas distribution tubes, mounted on the Drift panels, to check that sprays come out from the little holes along the tubes. 
After the rinsing step, clean room tissues and nitrogen flux are used to remove water drops from assembly holes, rims and gas tubes. The panels are then transported and mounted directly in the drying station.

The drying station is a custom made structure able to host 5 panels in vertical position (as much as needed for a MM module), located close to the clean room, where the module will be assembled. It is equipped with a ventilation system to filter the air and the drying temperature is around $40^{\circ}$.

In Figure \ref{cleanpic}, the different steps of the cleaning procedure and the final stock of the panels in the oven are shown.

\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{HVsection/Cleaning.png}
\caption{Different steps of the cleaning procedure. Drift panels are washed with NGL and Readout panel with CIF. Both are rinsed before with hot tap water and then with de-ionised water. Finally the washed panels are put in the drying box at 40$^{\circ}$.}
\label{cleanpic}
\end{figure}

\subsection{Resistivity of the Readout board}
The resistive strips on the PCB are ink-printed on Kapton\myreg\ support. Their layout presents interconnections with a defined pattern, as shown in Figure \ref{PCBlayout}. The resistive pattern consists of strips congruent to the readout layer, but with an array of bridges connecting each strip alternating with its top or bottom neighbour every 10 mm. This yields a more homogeneous surface resistivity which is less effected by damages than single lines. Finally the strips are interrupted in their centre to divide the surface into two High Voltage sectors, interconnecting all resistive lines.

\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{HVsection/PCBLayout.png}
\caption{The resistive strips on PCBs shows a defined pattern with an array of interconnection between one strip and the next one at regular distance of 10 mm.}
\label{PCBlayout}
\end{figure}


During the Micromegas chamber production, it has been observed that the layout of the PCB has an impact on the HV behaviour of the section. This is due to the fact that this layout leads to a non-uniformity of the resistivity on the board anyway. 

In particular, the resistance values measured near the piralux rim, along the PCB edges, are very low, below the acceptance threshold of 0.28 M$\Omega$/sq. This fact itself does not represent a problem, but in presence of a defect on the readout panel, or on the mesh, a low resistivity area on the board becomes a weak point for the stability in HV, where sparks occurs. 
 
\subsubsection{SM1 PCB Layout}
For the SM1 modules there are 2 type of PCB: Eta and Stereo, of 5 different size. Looking at the Gerber files of the two type of PCB (Figure \ref{PCBES}), it can be seen that the pattern of the interconnection bridges is different between Eta and Stereo. In particular for the Stereo, the first line of interconnections near to the PCB edge ends below the piralux rim, which is 1 cm wide. This means that the shortest strip (above the piralux line) on that PCB is 1 cm long, leading to a lower value of resistance in that area. 

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=7cm]{HVsection/PCBlayEta.png}
\caption{Layout of Eta PCB}
\label{etalay}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[height=7cm]{HVsection/PCBlayStereo.png}
\caption{Layout of Stereo PCB}
\label{stereolay}
\end{subfigure}
\caption{}
\label{PCBES}
\end{figure}

\subsubsection{Resistivity measurements}

The resistivity measurements performed at CERN on the PCBs show that the minimum value of the resistance measured in some cases goes below the acceptable threshold of 0.28 M$\Omega$/sq. A set of the measurements on PCB foils performed at CERN is showed in Figure \ref{resCERN}. It shows both the minimum values and the average values of the resistance.

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{HVsection/ResMin.pdf}
\caption{Minimum value of the resistance per PCB foil.}
\label{resmin}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{HVsection/ResAvg.pdf}
\caption{Average value of the resistance per PCB foil.}
\label{resavg}
\end{subfigure}
\caption{}
\label{resCERN}
\end{figure}


Further measurements are performed in Pavia, when the PCB are glued to the final Readout panel. They measure the resistance both on the right and left side of the PCB, given that they correspond to two different HV sections. Those measurements have been correlated with the HV measurements performed at LNF for each section.

From this study, a clear correlation can be seen between the minimum value of the resistance on the PCB and the maximum HV value reached by that sector, as reported in Figure \ref{MaxHVRmin}. It shows that PCB with lower value of $R_{\mbox{\tiny{min}}}$ cannot reach the working point at 570 V. In particular, looking at separate measurements of the Eta and Stereo PCBs, it is evident that the worse HV sections are more frequently on the Stereo PCBs, sign of a correlation of this behaviour with the PCB layout.  

\begin{figure}[htbp]
\centering
\includegraphics[width=7cm]{HVsection/ResHV}\\
\includegraphics[width=7cm]{HVsection/ResHVE}\includegraphics[width=7cm]{HVsection/ResHVS}
\caption{Correlation between the resistance measurement performed at Pavia on the PCBs and the HV value of the corresponding HV section measured at LNF. The plots on the bottom show the same statistics, but splitted for Eta PCBs and Stereo PCBs.}
\label{MaxHVRmin}
\end{figure}

The effect of the HV tests on the problematic PCBs has been investigated with several visual inspections of the readout panels, when a problematic SM1 module has to be disassembled. These inspections have shown that in many cases the damages due to the sparks are localised on the resistive strips junctions crossing the piralux rim, where the resistance is usually lower (Figure \ref{damagePCB}).

\begin{figure}[htbp]
\centering
\includegraphics[width=5cm]{HVsection/damage1.png} \quad \includegraphics[width=5cm]{HVsection/damage3.png}
\caption{Damages due to the discharges along the piralux rim.}
\label{damagePCB}
\end{figure}

\subsubsection{PCB Edge Passivation}
\label{subsec:pass}
To mitigate the problem of the low resistance along the PCB sides, the \textit{edge passivation} procedure has been developed for the SM1 modules and transferred to the other construction sites. This procedure consists in the passivation of the region along the sides of the active area through a deposit of a thin layer of araldite or polyurethane. The thickness of the area which must be passivated varies from 0 to 3 cm, according to the distance from the PCB edge in which the resistance value has a value above the threshold. Figure \ref{passpic} shows the steps of the passivation procedure.

The Readout panels have to be cleaned both before and after the passivation step. In particular, the pumice powder is used to clean the Readout panels edges before the passivation, to avoid that impurities can be trapped below the passivation.

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{HVsection/Passivation.png}
\caption{Different steps of the passivation procedure.}
\label{passpic}
\end{figure}

\subsubsection{PCB circuit model}

In this section, a study on the PCB layout and its relation with the resistance is presented. The idea is to build a model of the resistive PCB circuit to see the behaviour of the resistance as function of the PCB layout.

The circuit of the PCB can be modelled from the pattern of the interconnection bridges (this pattern is also called \textit{ladder}): each interconnection represents a node of the circuit, and each portion of strip, from one interconnection and the next one, represents a resistance. An example of a real Eta PCB ladders layout is shown in Figure \ref{fig:PCBladder}. The parameters of the PCB are then:
\begin{itemize}
\item First interconnection distance $d$: it varies for each PCB and each strips, following a given pattern related also to the angle of the PCB.
\item Ladder step $L$: it is the distance between one interconnection on a strip and the next interconnection presents on the neighbour strip. Its values is fixed to be 10 mm.
\item Resistivity $\rho$: it is the linear resistivity of the strip. It should be of the order of $\sim$10 M$\Omega$/cm. 
\end{itemize}

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{PCBModel/PCBladder.png}
\caption{Eta PCB \textit{ladder} layout.}
\label{fig:PCBladder}
\end{figure}

\paragraph{Simulation}\mbox{}\\
A first step is to build a simulation of the PCB circuit. As such some simplifications are needed. A first simplification can be done by assuming that the distance of the first interconnection is equal to the ladder steps: $d$=$L$=10 mm. We can neglect the angle of the PCB and then assume that all the strips have the same length, and also $d$ is always long 10 mm. 

The simulation of the PCB circuit is shown in Figure \ref{fig:circSim}. All the resistances in the circuit are 1 M$\Omega$. We are interested in modelling the resistance along the strip, which is computed by powering the circuit with 1 kV. For this reason, looking at the central circuit branch in the picture, at each step there are two resistance defined such as their sum is equal to 1 M$\Omega$. Varying the values of these two resistances and measuring the resistance at their ends, it is possible to evaluate the effective resistance along the branch of the circuit based on the position in which the measurement is performed. Focusing on the first four ladders, the resistance as function of the distance from the coverlay in the simulation is shown in Figure \ref{fig:Simulation}. It can be seen that at each step the resistance decreases when it comes close to the next interconnection. The overall behaviour shows an enhancement of the resistance with the coverlay distance.  

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{PCBModel/Schematic_Prints.pdf}
\caption{Simulation of the PCB circuit.}
\label{fig:circSim}
\end{figure}

\begin{figure}[htbp]
\centering
\includegraphics[width=8cm]{PCBModel/Simulation.pdf}
\caption{Strip resistance as function of the distance from the coverlay in the simulated data.}
\label{fig:Simulation}
\end{figure}

\paragraph{Recursive Model}\mbox{}\\
The next step is to develop a model to reproduce the simulated data. We can start from a simple configuration, in which we want to measure the resistance value at some distance from the coverlay, between the second and the third interconnection. 
A sketch of the circuit is shown in Figure \ref{fig:circuit1}. In this configuration, we are neglecting the contributions from neighbour strips between the second and the third interconnection, taking into account only the resistance at lower steps, given that we expect that their contribution is dominant.

Then in this scheme different resistance have been defined as follow:
\begin{equation}
R_d = \rho \cdot d \ ; \ R_{L1} =  R_{L2} = \rho \cdot L \ ; \ R_{x} =  \rho \cdot (x-d-L) \ ; \ R_{Lx} =  \rho \cdot (2L+d-x) 
\end{equation}
where $x$ is the distance from the coverlay in which we are measuring the resistance.
In Figure \ref{fig:circuit2} and \ref{fig:circuit3}, there are further simplification steps of the circuit, to obtain the final equivalent circuit using the following resistance definitions:
\begin{equation}
R_{dp} = R_d \  || \  R_d \ ; \ R_{Lp1}= (R_{L1}+R{dp} )\  || \ (R_{L1}+R{dp} )
\end{equation}

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.25\textwidth}
\centering
\includegraphics[width=5cm]{PCBModel/circuitInitial.png}
\caption{}
\label{fig:circuit1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.25\textwidth}
\centering
\includegraphics[width=5cm]{PCBModel/circuit2.png}
\caption{}
\label{fig:circuit2}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.25\textwidth}
\centering
\includegraphics[width=3cm]{PCBModel/circuit3.png}
\caption{}
\label{fig:circuit3}
\end{subfigure}
\caption{Sketch of the PCB circuit with approximation used to built the recursive model. The three figure show the equivalent circuits of the first one (\protect{\subref{fig:circuit1}}) after the resistance re-definitions.}
\label{fig:circuitscheme}
\end{figure}

Since the very first tests, it was clear that this model is affected by many approximations, as we are neglecting a huge part of the circuit. A way to compensate these approximations is to add some \textit{scale factors} (\textit{SF}) to the resistances that do not belong to the strip in which we are performing the measurement ($R_{x}$ and $R_{Lx}$). 

In this way, it is possible to extend this model also at further steps, above the third interconnection, defining an recursive model represented by the circuit in Figure \ref{fig:circuitFinal}, in which the resistance along the strip is:
\begin{equation}
\label{eq:recmodel}
R_{strip,i} = (R_{xi} + R_{Lpi} \cdot SF1_{i}) \ || \ (R_{Lxi} + R_{Lpi} \cdot SF2_{i}) 
\end{equation}
Two scale factors are required at each step $i$, defining two effective resistances. 

\begin{figure}[htbp]
\centering
\includegraphics[width=5cm]{PCBModel/circuitRecursive.png}
\caption{Sketch of the PCB circuit used to built the recursive model.}
\label{fig:circuitFinal}
\end{figure}

Figure \ref{fig:fitsim} shows the simulated data fitted with the recursive model defined in Equation \ref{eq:recmodel}. In this fit, the first interconnection distance $d$ was fixed at 10 mm, and the scale factors and the resistivity were free. The resistivity value obtained from the fit is 1.083 M$\Omega$/cm, which shows the fit is able to recover the input value used in the simulation.

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{PCBModel/fitsim.pdf}
\caption{Strip resistance as function of the distance from the coverlay in the simulated data fitted with the recursive model.}
\label{fig:fitsim}
\end{figure}

\paragraph{Fit on experimental data}\mbox{}\\
The final step of this study is to use this model to fit real resistance measurements performed on a real PCB. The goal is to extract the distance of the first interconnection $d$ from the fit and see if the fit is able to recover the pattern periodicity of the strips in the PCB layout (Figure \ref{fig:PCBladder}). 

The resistance of the strips along lines parallel to the coverlay at steps of 1 cm has been measured isolating the neighbour strips. The measurements has been performed on 45 strips, one every 10 mm. Figure \ref{fig:Resist2D} shows the resistance map of the PCB used for this test. 

\begin{figure}[htbp]
\centering
\includegraphics[width=11cm]{PCBModel/ResData2D.png}
\caption{2D resistance map of an SM1 Eta PCB.}
\label{fig:Resist2D}
\end{figure}

The measured data has been then fitted with the model described previously. In this case, the scale factors has been fixed using the values obtained from the fit on the simulation. This has been done assuming that these scale factors do not depend from the resistivity $\rho$ neither on the distance of the first interconnection $d$, which are the free parameters in the data fit. The parameters fit results on the $n$-th strip are used as input to initialise the parameters for the fit on the $(n+1)$-th strip. 

Figure \ref{fig:distR} shows the distance from the first interconnection extracted from the fit on each measured strip. It is possible to see that the fit is able to recover the periodicity of the ladder layout, even if the angle of the PCB has not been used in the model. Figure \ref{fig:fitData} shows the fit on the data for four example strips. Finally, Figure \ref{fig:resistFit} shows the distribution of the resistivity values obtained from the fit. The values are in a range of 7-10 M$\Omega$/cm with a mean value around 8.5 M$\Omega$/cm. 

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{PCBModel/dist_vs_strip_sim.pdf}
\caption{First interconnection distance $d$ obtained from the fit on the measured resistance along the strips.}
\label{fig:distR}
\end{figure}

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{PCBModel/strip_190_sim}
\caption{}
\label{fig:strip1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{PCBModel/strip_200_sim}
\caption{}
\label{fig:strip2}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{PCBModel/strip_210_sim}
\caption{}
\label{fig:strip3}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{PCBModel/strip_220_sim}
\caption{}
\label{fig:strip4}
\end{subfigure}
\caption{Fit on the measured data for four example strips.}
\label{fig:fitData}
\end{figure}


\begin{figure}[htbp]
\centering
\includegraphics[width=6.5cm]{PCBModel/resistivity.pdf}
\caption{Distribution of the linear resistivity $\rho$ obtained from the fit.}
\label{fig:resistFit}
\end{figure}

\clearpage

\paragraph{Conclusions}\mbox{}\\
The goal of the study presented in this section was to find a model able to describe the resistance along the strips of the readout PCB used for the Micromegas detector. 

The PCBs are characterised by a specific layout in which the resistive strips are connected at regular steps. This layout should uniform the resistance along the PCB and the pattern of these interconnections has a crucial role at this end. Figure \ref{fig:TheoComp} shows the resistance as function of the coverlay distance with and without the interconnections ("no ladder") in the PCB layout. The interconnection case is represented with the model described previously and different cases are reported, with different value of the first interconnection distance $d$: 1 cm, 2 cm and 3 cm, to show how the resistance changes with the tuning of the layout parameters. It can be seen that the ladder layout leads to a uniformity of the resistance along the strips with respect to the case with no ladder, but also that the distance of the first interconnection plays an important role to have a resistance value high enough in the area close to HV line, which has been demonstrated to be a weak point, in which sparks can occur more frequently. 

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=8cm]{PCBModel/ModelConfigd0.pdf}
\caption{$d$ = 1 cm}
\label{fig:TheoFitd1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=8cm]{PCBModel/ModelConfigd02.pdf}
\caption{$d$ = 2 cm}
\label{fig:TheoFitd2}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=8cm]{PCBModel/ModelConfigd03.pdf}
\caption{$d$ = 3 cm}
\label{fig:TheoFitd3}
\end{subfigure}
\caption{Comparison between the resistance as function of the coverlay distance with (red line) and without (black line) the interconnection pattern in the PCB layout. The three plots show different first interconnection distance values: (\protect{\subref{fig:TheoFitd1}}) 1 cm, (\protect{\subref{fig:TheoFitd2}}) 2 cm and (\protect{\subref{fig:TheoFitd3}}) 3 cm.}
\label{fig:TheoComp}
\end{figure}

\clearpage
%%%%%%%%%%%%%%%%%%%%%%%%%%%
\section{Integration of SM1 module at CERN}
Once the SM1 modules are validated at LNF, they are sent to CERN for the final integration on the New Small Wheel. 
The integration workflow is show in Figure \ref{fig:intscheme}. 

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{Integration/IntScheme.png}
\caption{Micromegas modules integration workflow at CERN Building BB5.}
\label{fig:intscheme}
\end{figure}

The modules arrive at CERN Building BB5 where further gas tightness and High Voltage tests are performed on the chambers to ensure that they have not been damaged or compromised during the transportation. 
 
 \subsection{Irradiation Test at GIF++}
On some of the modules, an irradiation test is performed at the Gamma Ray Irradiation Facility (GIF++) \cite{Pfeiffer:2016hnl}. This facility uses a $^{137}$Cs source of $\sim$ 14 TBq which provides a spectrum of 662 keV photons. 
The chamber is then exposed to the photon flux and the intensity depends on the distance of the chamber from the source. The intensity can be further tuned using a set of filters, to guarantee a uniform irradiation per plane making the facility especially suitable for large areas detectors, as the ATLAS Micromegas modules. 

By applying a photon flux of $6.4 \times 10^7$ photons/cm$^2$s$^{-1}$, it is possible to induce a current at the avalanche stage compatible to the one foreseen at the High-Luminosity LHC operation, with an expected particle rate at the NSW surface of 15 kHz/cm$^2$. 
Figure \ref{fig:AtlasBkg} shows the expected beam background rates from different sources at a luminosity of $3\times 10^{34}$cm$^{-2}$s$^{-1}$ as function of the distance from the interaction point: cavern background (both correlated and uncorrelated \footnote{Background hits in the muon spectrometer arise from low energy photons and neutrons. They are generated by synchronous proton collisions with the bunch crossing that triggers the ATLAS data-taking mechanism (correlated), or by collisions that happen one to several bunch crossing earlier (uncorrelated).}) and the pile-up events \cite{Kawamoto:2013udg}. 

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{Integration/cavernBackground.png}
\caption{Beam background rates from different sources at a luminosity of $3\times 10^{34}$cm$^{-2}$s$^{-1}$. The red, blue and pink points are rates from pile-up events, uncorrelated cavern, background and correlated cavern background, respectively \cite{Kawamoto:2013udg}.}
\label{fig:AtlasBkg}
\end{figure}

In this way, it is possible to compute approximately the expected background rate for each PCB, based on their distance from the interaction point, and the corresponding current drawn from them, based on their area:
\begin{equation}
I_{\mathrm{pcb}} = \mathrm{Rate} \times (e \cdot 100 \cdot 10^4) \times \mathrm{A}_{\mathrm{pcb}}
\end{equation}
where $ \mathrm{Rate (Hz/cm}^2\mathrm{)}$ is the background rate, $\mathrm{A}_{\mathrm{pcb}}$ in the PCB area, $e$ the electron charge, $100$ is the expected number of primary electrons in 5 mm with Ar:CO$_2$ 93:7 gas mixture and $10^4$ is the amplification factor.
In Table \ref{tab:FluxCurr}, the expected background rate at the distance corresponding to the centre of the PCB and the current drawn by it for both Small and Large modules are reported.


\begin{table}[!hptb]
\centering
\begin{tabular}{c|c|c|c}
\hline
\hline
PCB                    & Rate (Hz/cm$^2$)  & Small Module & Large Module \\ 
& & I($\mu$A) & I($\mu$A) \\
\hline
1 & 13450 & 2.8 & 3.9                  \\
2 & 5800 &1.5 & 2.2                  \\
3 & 2750 & 0.9 & 1.3                    \\
4 & 1700  & 0.6 & 1.0 \\
5 & 1000 & 0.4 & 0.7 \\
6 & 650 & 0.3 & 0.5\\
7 & 350 &0.2 & 0.3\\
8 &275  & 0.2 & 0.2\\
\hline
\hline                  
\end{tabular}
\caption{Current drawn by each PCB of both Small and Large modules based on the expected background rate in ATLAS at luminosity of $3\times 10^{34}$cm$^{-2}$s$^{-1}$.}
\label{tab:FluxCurr}
\end{table}

For this reason, an attenuation scan is made on the module by changing the photon flux, and recording the current induced. In this way, the HV stability can be studied to see the chamber behaviour in high background environment. In Figure \ref{fig:GIFscan}, an example of the attenuation scan of an SM1 HV section is reported. 
Up to now, no degradation effects have been observed on the tested modules due to the irradiation.

\begin{figure}[htbp]
\centering
\includegraphics[width=7cm]{Integration/IMonScan.png}
\caption{Attenuation scan performed at GIF++ of Micromegas modules. In Figure \ref{fig:GIFscan} the monitored current in time during the data taking is reported. The different steps show the increase of the mean current drawn by the HV section using different filters: 22, 10, 6.9, 4.6 and 1. This numbers represents the attenuation factor with respect to the photon flux emitted by the source at the peak of 662 keV.}
\label{fig:GIFscan}
\end{figure}


\subsection{Double-Wedge validation at BB5}
The modules which pass the acceptance criteria at the reception step in BB5 and at GIF++, are then integrated in a Micromegas \textit{Double Wedge} (DW). In particular, the SM1 modules are part of the \textit{Small Double Wedges}, which consist of two wedges, each one with an SM1 module and a SM2 module positioned as in Figure \ref{fig:SDWscheme}. In the same way, a \textit{Large Double Wedge} can be defined, which consists of two LM1 and two LM2 modules (Figure \ref{fig:LDWscheme}). 

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{Integration/SmallDWv2.png}
\caption{Small Wedge}
\label{fig:SDWscheme}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=7cm]{Integration/LargeDWv2.png}
\caption{Large Wedge}
\label{fig:LDWscheme}
\end{subfigure}
\caption{Example of (\protect{\subref{fig:SDWscheme}}) a Small and (\protect{\subref{fig:LDWscheme}}) a Large Wedge. A Double Wedge consists of 2 wedges back-to-back to the other.}
\label{fig:DWscheme}
\end{figure}

Once the Double Wedge is mechanically assembled, all the services are then installed and the DW is equipped with the full read-out electronics, ready to be tested at the Cosmic Ray Stand. The Double Wedge is positioned as in Figure \ref{fig:DWcosm}.

\begin{figure}[htbp]
\centering
\includegraphics[width=10cm]{Integration/CRScern.png}
\caption{Cosmic Ray Stand setup at CERN. A Small Double Wedge is in place ready to take data.}
\label{fig:DWcosm}
\end{figure}

\subsubsection{High Voltage test}
In a single Wedge there are 64 HV sections (40 HV section for the type 1 modules and 24 HV section for the type 2 modules). Thereby, in a Double Wedge, there are 128 HV sections. 
These 128 HV sections are not powered separately, as in the usual configuration used for the tests at the Construction Sites and the reception in BB5 or GIF++. 

The final HV scheme distribution for the Micromegas modules in the NSW requires that the HV sections of each layer are connected all together at the same HV channel in the power supply. This configuration is achieved using a \textit{splitter box}. One splitter box is used to power one Wedge and it consists of 10 HV lines to power the readout and 2 HV lines to power the drift. Then per module, there are 4 HV lines to power each layer, which are called \textbf{Main lines}, and 1 HV line called \textbf{Hospital line} used to put the HV sections that cannot reach the nominal HV value of 570 V. 

Once a DW arrives at the Cosmic Ray Stand, it is connected to the gas line and it is flushed at 50 L/h each wedge and splitted on the four layers. The gas flow goes from the large basis of the type 2 chamber to the small basis of the type 1 chamber. The HV cables are then plugged to the splitter box. When the relative humidity reaches a value below 13\%, the HV test starts. 

The test procedure is similar to the one implemented at LNF. The DW is slowly ramped up until it reaches the nominal voltage of 570 V. Given that in the splitter box configuration all the HV section of one layer are connected together to just one power supply channel, it is important as first step to perform what is called \textit{section scan}. This is performed by powering each HV section separately to check its working HV value with respect to the value obtained in the previous HV tests.

Once the HV map of the DW is obtained, it can be connected with the final HV scheme to the splitter box. The sections that can reach the working point 570 V are connected in the main line, and the ones that cannot, are connected to the hospital line. It is powered with an HV chosen as the one of the worst behaving section, with a minimum acceptable value of 500 V. If an HV section has a value below 500 V, it is not connected at all. 
Figure \ref{fig:DWmapHV} show an example of the HV map of the Double Wedge A14.

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{\textwidth}
\centering
\includegraphics[width=13cm]{Integration/HV_map_IP.pdf}
\caption{}
\label{fig:DWipHV}
\end{subfigure}
\\
\begin{subfigure}[c]{\textwidth}
\centering
\includegraphics[width=13cm]{Integration/HV_map_HO.pdf}
\caption{}
\label{fig:DWhoHV}
\end{subfigure}
\caption{Final HV map of the Double Wedge A14: (\protect{\subref{fig:DWipHV}}) IP and (\protect{\subref{fig:DWhoHV}}) HO side.}
\label{fig:DWmapHV}
\end{figure}

% This choice has been taken based on the study performed on the expected efficiency at a given HV value and it has been observed that for HV values below 500 V the efficiency is less than $\sim$35\%. Then if a chamber has more than one section that have to be put in the hospital line and one of them has a value below 500 V, is more efficient to have this section disconnected and the others at higher HV value. Figure \ref{DWmapeff} shows the corresponding efficiency map computed for each section based on the HV. 

%\begin{figure}[htbp]
%\begin{subfigure}[c]{\textwidth}
%\centering
%\includegraphics[width=11cm]{Integration/HV_eff_IP.pdf}
%\caption{}
%\label{DWipeff}
%\end{subfigure}
%\\
%\begin{subfigure}[c]{\textwidth}
%\centering
%\includegraphics[width=11cm]{Integration/HV_eff_HO.pdf}
%\caption{}
%\label{DWhoeff}
%\end{subfigure}
%\caption{Efficiency map of the Double Wedge A14 based on the corresponding HV map in Figure \ref{DWmapHV}.}
%\label{DWmapeff}
%\end{figure}

The HV test is then performed, validating the HV stability in time for the DW. The HV and the currents are monitored using a DCS system developed at CERN. The data are recorded and then analysed to evaluated the spark rate, as done at LNF. A DW is considered validated when the 80\% of the sections are connected to the main line and show a stable behaviour.

Figure \ref{fig:DWstatOld} shows the percentage of the section connected at different HV values or disconnected. The A04 DW had several problematic sections, for this reason the problematic chamber on this DW have been substituted.

\begin{figure}[htbp]
\centering
\includegraphics[width=11cm]{Integration/HVstatOld.pdf}
\caption{Summary of the HV values applied at each section of the Small Double Wedges following the splitter box scheme. The plot shows the percentage of the sections connected at a given HV value. The data at 570 V have to be scales $\times 10$.}
\label{fig:DWstatOld}
\end{figure}

\paragraph{New HV scheme: half-granularity}\mbox{}\\
The HV scheme described using the \textit{splitter box} with a MAIN line and an HOSPITAL line, showed several limitations. If in the same chamber two HV sections have a maximum HV reachable value 560 V and 500 V, both of them have to be set at the lower value (500 V), leading to a loss in terms of chamber performance. This effect is more significant in DWs with several HV sections that cannot reach the nominal value of 570 V. The other limitation is the handling of the HV once the NSW will be in ATLAS: if a HV section will go in short or its HV value need to be lowered, it means that all the other HV sections connected to the same HV channel will be lowered or even switched off.

For this reason, a new HV scheme has been proposed and will be implemented on ATLAS as final configuration. In this configuration, called \textit{half-granularity}, the HV sections are grouped together per PCB instead of per Layer, and there is no more Hospital line. Then for each DW, 68 HV channels are needed to power the amplification gap: 20 HV sections for type 1 modules (5 PCBs $\times$ 4 layers) and 12 HV sections for type 2 modules (3 PCBs $\times$ 4 layers). 
In this way, if a HV section will go in short or need to be lowered, only the corresponding PCB will be lowered or switched off. 

In terms of chambers performance, this solution can lead to a lowering in the efficiency, given that both HV section of a PCB need to be powered at same HV value. If before the two sections of a PCB were powered at 500 V on one side and 570 V on the other side, now they have to be powered both at 500 V. But the improvement that we obtain to manage the HV of each PCB is significant once the chambers will be in the experiment. In any case, DWs with several HV sections which cannot stay at nominal value, will gain also in terms of performance. 

As A04 DW showed some HV problems, its SM1-IP module has been substituted and this DW has been the first one tested with the new HV scheme. Figure \ref{fig:DWmapHVA04} shows the HV map of the HO side of the Double Wedge A04, in which the SM1 and SM2 modules are the same before and after the replacement, tested both with old splitter box HV scheme and with the new half-granularity configuration. Even if a couple of sections need to be lowered, the overall HV picture is improved with respect to the old HV scheme. It will be possible to further improve the picture once the DW is installed on the experiment.

Figure \ref{fig:DWstatNew} shows the percentage of the section connected at different HV values or disconnected with the new A04 DW tested with the new HV configuration. 

\begin{figure}[htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{\textwidth}
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\includegraphics[width=13cm]{Integration/HV_map_HOA04old.pdf}
\caption{}
\label{fig:DWA4HVold}
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\begin{subfigure}[c]{\textwidth}
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\includegraphics[width=13cm]{Integration/HV_map_HOA04new.pdf}
\caption{}
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\end{subfigure}
\caption{Comparison of the HV maps of the Double Wedge A04 HO side with the two different HV scheme: (\protect{\subref{fig:DWA4HVold}}) old \textit{splitter box} and (\protect{\subref{fig:DWA4HVnew}}) new \textit{half-granularity} configuration}
\label{fig:DWmapHVA04}
\end{figure}

\begin{figure}[htbp]
\centering
\includegraphics[width=11cm]{Integration/HVstatNew.pdf}
\caption{Summary of the HV values applied at each section of all the Small Double Wedges including the new A04 tested with the half-granularity HV scheme. The plot shows the percentage of the sections connected at a given HV value. The data at 570 V have to be scales $\times 10$.}
\label{fig:DWstatNew}
\end{figure}

\subsubsection{Cosmics results}
Finally the cosmic test is performed on the DW to validate its performance and estimate its efficiency.
The Cosmic Ray Stand in BB5 is shown in Figure \ref{fig:DWcosm} and it is composed of two layers of scintillators for the trigger, achieving a rate of $\sim$ 105 Hz. 
The module is equipped with the final front-end electronics. For the ATLAS NSW, a custom Application Specific Integrated Circuit (ASIC) called \textit{VMM} has been developed. Each PCB of a MM chamber is connected to two read-out boards, called MMFE8 which carries eight front-end chips VMM of 64 channels each one.

A 3D self-tracking algorithm is used to reconstruct the track, requiring at least 5 layers (of which at least two Eta and two Stereo) and excluding the layer under study. In Figure \ref{fig:cosmtrackmap}, the hit map of the reconstructed track on a layer of a DW is shown.

Then the efficiency of each layer of the DW can be estimate, as shown in Figure \ref{fig:cosmeffmap}. Figure \ref{cosmcurve} shows the measured layer efficiency as a function of the HV in the amplification region for the layers of each DW. 
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\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=8cm]{Integration/A02_Eff_Layer6.png}
\caption{}
\label{fig:cosmeffmap}
\end{subfigure}
\caption{(\protect{\subref{fig:cosmtrackmap}}) Reconstructed track map and (\protect{\subref{fig:cosmeffmap}}) efficiency map of software layer 0 (which corresponds to Layer 1 of the IP-side modules) from the cosmic results on A02.}
\label{fig:cosmmap}
\end{figure}


\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{Integration/Efficiency_vs_HVv2.pdf}
\caption{Measured layer efficiency as a function of the HV on the Small Double Wedges.}
\label{cosmcurve}
\end{figure}

\subsubsection{Summary}
In Table \ref{tab:summaryDW}, the status of the small Double Wedges of the NSW-A tested is summarised. It reports the percentage of the HV sections at nominal voltage of 570 V and with values $\ge$ 550 V and the corresponding mean efficiency of the full DW measured with cosmic data. 

\begin{table}[!hptb]
\centering
\hspace*{-1.cm}
\begin{tabular}{c|c|c|c}
\hline
\hline
Small &  HV sections & HV sections & Mean Efficiency                                                      \\
Double Wedges & at 570 V & $>$550 V &with cosmics                                                   \\
\hline
A14        & 85.9 \% & 88.2 \%         & 88.1\%    \\
A12        & 90.6 \% & 90.6 \%         & 90.8\%  \\
A10        & 93.8 \% & 93.8 \%         & 94.5 \%\\
A16        & 88.3 \% & 88.3 \%       & 90.9\%          \\
A08        & 88.3 \% & 88.3 \%         & 92.0 \%        \\
A02        & 93.0 \% & 93.0 \%        & 94.5 \%    \\
A06        & 89.1 \% & 89.1 \%       & 90.0 \%      \\
A04        & 59.3 \% & 76.6 \%         &85.0 \%     \\
\hline
\hline
\end{tabular}
\caption{Summary validation table of the small Double Wedges for the NSW-A.}
\label{tab:summaryDW}
\end{table}

\paragraph{Expected segment reconstruction efficiency} \mbox{}\\
From the efficiency scan performed as function of the HV for the Small Double Wedges with cosmics for one DW layer, it is possible to build an average efficiency curve as function of the HV and fit it with a \textit{logistic function} or \textit{sigmoid} to extract a theoretical expected efficiency, $\varepsilon_{\mathrm{theo}}$:
\begin{equation}
\varepsilon_{\mathrm{theo}}(\mathrm{HV}) = \frac{\varepsilon_{\mathrm{theo}}^{\mathrm{max}}}{1+e^{-k(\mathrm{HV}-\mathrm{HV}_0)}}
\end{equation}
where the free parameters in the fit are: the curve's maximum $\varepsilon_{\mathrm{th.exp}}^{\mathrm{max}}$, the HV value of the sigmoid's midpoint $\mathrm{HV}_0$ and the logistic growth rate $k$. 
Figure \ref{fig:effThcurve} shows the theoretical efficiency curve for a layer of a small DW obtained from the average of the curves showed in Figure \ref{cosmcurve}, fitted with the sigmoid function.

\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{Integration/HV_eff_th_BB5_Average_Cosmic.pdf}
\caption{Average efficiency as a function of the HV of the Small Double Wedges.}
\label{fig:effThcurve}
\end{figure}

From this theoretical efficiency, it is possible to build the expected efficiency maps for all the layers of a DW knowing the HV applied at each HV section. Requiring specific combination of the layers, it is possible to estimate the \textit{segment reconstruction efficiency} in the NSW using only the Micromegas chambers. Then three different working points are defined:
\begin{itemize}
\item \textit{Loose}: a segment is reconstructed if at least 4 layers over the total 8 layers are efficient. A further selection is applied requiring that of the 4 layers, two must be Eta and the other two must be Stereo, to be able to reconstruct also the second coordinate. The 2D map of the segment reconstruction efficiency (computed from the HV map) of the NSW-A made by the only small sectors is shown in Figure \ref{fig:NSWloose}.
\item \textit{Medium}: a segment is reconstructed if at least 5 layers (over 8) are efficient. Also in this case at least two Eta and two Stereo layers are required, but a further requirement is made on the Stereo layers. One of the Stereo layers must have the strips tilted by +1.5$^{\circ}$ and the other tilted by -1.5$^{\circ}$. The 2D segment reconstruction efficiency map of the NSW-A is shown in Figure \ref{fig:NSWmedium}.
\item \textit{Tight}: a segment is reconstructed if at least 6 layers (over 8) are efficient. In this case at least three Eta and three Stereo are required to be efficient. The 2D segment reconstruction efficiency map of the NSW-A for this working point is shown in Figure \ref{fig:NSWtight}
\end{itemize}

In the New Small Wheel pictures shown for the three working point, the green regions are the ones with a segment reconstruction efficiency of at least 95 \%. This picture has been done considering only the Micromegas detectors. Then the inclusion of sTGC in the combination of the efficient layers will improve the segment reconstruction efficiency in the experiment.
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\includegraphics[width=10cm]{Integration/Eff4over8.pdf}
\caption{\textit{Loose}}
\label{fig:NSWloose}
\end{subfigure}
\qquad
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=10cm]{Integration/Eff5over8.pdf}
\caption{\textit{Medium}}
\label{fig:NSWmedium}
\end{subfigure}\\
\hspace*{-3.cm}\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=10cm]{Integration/Eff6over8.pdf}
\caption{\textit{Tight}}
\label{fig:NSWtight}
\end{subfigure}
\caption{2D map of the segment reconstruction efficiency using the small Micromegas DWs of the NSW-A for three different working points: (\protect{\subref{fig:NSWloose}}) \textit{Loose}, (\protect{\subref{fig:NSWmedium}}) \textit{Medium} and (\protect{\subref{fig:NSWtight}}) \textit{Tight}. This efficiency has been computed using the theoretical curve extrapolated from the average efficiency curve of the Small Double Wedges, based on the HV maps of each DW.}
\label{fig:NSWseg}
\end{figure}


The same computation can be performed also using the actual data measured at the Cosmic Ray Stand in BB5. From the average efficiency measured of each layer, the same combinations described above can be realised and the results are shown in Figure \ref{fig:NSWsegData}. In this case, we do not have the segmentation in HV sections, but it is an average on the whole DW area and this numbers come directly from cosmic data. The three different graphs represent the three different working points, and each point is the segment reconstruction efficiency of a single DW. It is possible to see that all the DW, averaging on their whole area, have efficiencies higher than 97\% for the \textit{Medium} working point.

\begin{figure}[htbp]
\centering
\includegraphics[width=12cm]{Integration/segmentEffData.pdf}
\caption{Segment reconstruction efficiency of the Small Double Wedges computed from the experimental efficiency measured from the cosmic data. The green, orange and red points represent the three working points \textit{Loose}, \textit{Medium} and \textit{Tight} respectively. The grey line represent the 97\% efficiency level.}
\label{fig:NSWsegData}
\end{figure}
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\chapter{The $H \to ZZ^* \to 4l$ decay channel}
\label{sec:H4l}
\minitoc

The $H\to ZZ^* \to 4l$ decay channel is referred to as the \textit{Golden Channel} due to the high signal-background ratio ($\sim2$) and due to a clean signature for the triggering on the high-$p_T$ leptons that comes from the $Z$ bosons decays. The limit of this decay channel is the low Branching Ratio ($\sim$3\%), which lowers the available statistics. However the increase of the integrated luminosity to 139 fb$^{-1}$, leads to a lowering of the statistic error on the measurements, as it is the main contribution to the errors in this channel. 

\begin{figure}[htbp]
\centering
\includegraphics[width=9cm]{Figures/decay4l.png}
\caption{Feynman diagram of $H \to ZZ^{*} \to 4l$ decay channel.}
\label{dec4l}
\end{figure}

Four different final states can be distinguished in the $4\ell$ decay channel: $\mu^+\mu^-\mu^+\mu^-$ (4$\mu$), $e^+\mu^- e^+\mu^-$ (2$e$2$\mu$), $\mu^+\mu^- e^+ e^-$ (2$\mu$2$e$), $e^+ e^- e^+ e^-$ (4$e$), where the first lepton pair is defined to be the one with the di-lepton invariant mass closest to the $Z$ boson mass  ($\sim$ 91.2 GeV \cite{bib5}). Leptons are reconstructed with high efficiency, high momentum and energy resolution, which leads to an high invariant mass resolution for all four final states. 
As the mass of the Higgs boson is less than twice the $Z$ boson mass, only one intermediate $Z$ boson can be on-shell, while the other one has to be off-shell ($Z^*$). 

There are three main SM background processes for this channel. The dominant contribution is from the continuum ($Z^{(*)}/\gamma^*$) ($Z^{(*)}/\gamma^*$) production, with  $Z^{(*)}$ or $\gamma^*$ decaying to lepton pairs. This production constitutes the irreducible background as it has the same signature and similar event topology of the signal. 

A much smaller contribution to total background is expected from the so-called \textit{reducible background}, which is from \zjets and $t\bar{t}$ production with two prompt leptons, where the additional charged lepton candidates arise from decays of hadrons with $b-$ or $c-$quark content or misidentified jets as leptons; and $WZ$ production. Finally minor backgrounds are present with four or more correctly identified isolated leptons such as tribosons (VVV) and all-leptonic $\ttbar$+$V$.  

\begin{figure}[htbp]
\centering
\includegraphics[width=15cm]{Figures/bkg_4l.png}
\caption{Feynman diagrams for the dominant background processes in the $H \to ZZ^{*} \to 4l$ decay channel: (a) ($Z^{(*)}/\gamma^*$) ($Z^{(*)}/\gamma^*$) continuum production, (b) $Z + jets$ production and (c) $t\bar{t}$ production.}
\label{bkg4l}
\end{figure}


\section{Event samples}
\label{sec:dataMCSamples}

\subsection{Data samples}
\label{subsec:dataSamples}

For the analysis presented in this thesis, the Full Run 2 dataset, consisting of all proton-proton collision data collected from 2015-2018 at $\sqrt{s}=13$~TeV with a $25$~ns bunch spacing configuration, has been used. The data are subjected to quality requirements and events recorded during periods when the relevant detector components were not operating normally are rejected. The events which pass the requirements build the dataset called "Good for physics", which are the one used in the analyses. In Table \ref{tab:lumi} the integrated luminosity of the proton-proton collision delivered in each year of the Run 2 data taking is shown, together with the data recorded by the ATLAS detector and the one used in the analysis. 

\begin{table*}[htpb]
\centering
\renewcommand\arraystretch{1.1}
\begin{tabular}{ccccc}
\hline\hline
\multicolumn{1}{c}{}                                        & \multicolumn{3}{c}{Integrated Luminosity $[\mbox{fb}^{-1}]$} &                                                              \\
\begin{tabular}[c]{@{}c@{}}Data taking\\ period\end{tabular} &Delivered &Recorded & Good for physics & \begin{tabular}[c]{@{}c@{}}Average pile-up \\ $<\mu>$ \end{tabular} \\ \hline
2015                                                         & 3.88       & 3.63      & 3.22              & 13.4                                                         \\
2016                                                         & 38.0       & 35.5      & 33.0              & 25.1                                                         \\
2017                                                         & 49.0       & 46.4      & 44.39             & 37.8                                                         \\
2018                                                         & 62.1       & 60.0      & 58.5              & 36.1                                                         \\ \hline\hline
Full Run 2                                                   & 156        & 147       & 139               & 33.7    \\ \hline\hline                                                
\end{tabular}
\caption{The integrated luminosity for each year of the Run 2 data taking, as delivered by the LHC, recorded by the ATLAS detector and analysed in this thesis. The corresponding average amount of pile-up interactions is also shown.}
\label{tab:lumi}
\end{table*}

\subsection{Monte Carlo samples}
\label{subsec:mcSamples}
The simulation of a particle scattering event in a Monte Carlo event generator is factorised into several event phases.
The hard process can be calculated in fixed order perturbation theory in the coupling constants based on matrix element that can be provided by \textit{Matrix Element generators} (ME). 
The QCD evolution is described by \textit{Parton Showers} (PS), which connects the hard scale of coloured parton creation with the hadronisation scale where the transition to the colourless hadrons occurs, and it also simulates the initial and final state radiation. 
The generated events are then fully simulated using the ATLAS detector simulation~\cite{Aad:2010ah} within the GEANT4 framework~\cite{Agostinelli:2002hh}.
The simulation of the additional $pp$ interactions (pile-up) is done in a separate step in the simulation chain where the minimum bias events are superimposed on the simulated signal events. 

For simulating both the 2015 and 2016 data-taking conditions, only one MC set has been used (called \textit{ mc16a} campaign). Separate MC campaigns are used to simulate the 2017 (\textit{mc16d}) and 2018 (\textit{mc16e}) data-taking conditions. 

\subsubsection{Higgs signal samples}
\label{sec:signalMC}

The production of the SM Higgs boson via gluon--gluon fusion (\ggF), via vector-boson fusion (\VBF), with an associated vector boson (\VH, where $V$ is a $W$ or $Z$ boson), and with a top quark pair (\ttH) is modelled with the \progname{Powheg-Box}~v2 Monte Carlo (MC) event generator~\cite{Alioli:2010xd,Frixione:2007vw,Nason:2004rx,Bagnaschi:2011tu,Aglietti:2004nj,Hamilton:2015nsa,Luisoni:2013cuh}. Table~\ref{tab:MCSignal} summarises the predicted SM production cross sections and branching ratios for the \htollll decay for $m_H=125$~\gev\ together with their theoretical accuracy.

\begin{table*}[htbp]
  \centering
  \vspace{0.1cm}
  {\renewcommand{\arraystretch}{1.1}
  \begin{tabular}{ll|c|r}
    \hline \hline
   \multicolumn{2}{l|}{Production process}& Accuracy & \multicolumn{1}{c}{$\sigma$~[pb]}\\
 \hline
 \ggF& $\left(gg\to H \right)$& $\textrm{N}^{3}\textrm{LO}$ in QCD, NLO in EW &  $48.6 \pm 2.4\phantom{00}$    \\
 \VBF& $\left(qq'\to Hqq' \right)$&  (approximate) NNLO in QCD, NLO in EW & 
 $3.78  \pm 0.08\phantom{0}$    \\
 \WH&  $\left(q\bar{q'}\to WH \right)$  &  NNLO in QCD, NLO in EW &        
 $1.373 \pm 0.028$ \\
 \ZH&  $\left(q\bar{q}/gg\to ZH \right)$ &  NNLO in QCD, NLO in EW &   
 $0.88 \pm 0.04\phantom{0}$    \\
 \ttH&  $\left(q\bar{q}/gg\to t\bar{t}H \right)$ & NLO in QCD, NLO in EW &
 $0.51 \pm 0.05\phantom{0}$ \\
 \bbH&  $\left(q\bar{q}/gg\to b\bar{b}H \right)$ &  NNLO (NLO) in QCD for 5FS (4FS) & $0.49 \pm 0.12\phantom{0}$ \\
 $tH$ &  $\left(q\bar{q}/gg\to tH\right)$ &  NLO in QCD &
 $0.09 \pm 0.01\phantom{0}$ \\
\hline
\hline
 \multicolumn{2}{l|}{Decay process}& NLO in QCD, NLO in EW  & \multicolumn{1}{c}{\BR~[$\cdot$ 10$^{-4}$]}\\
 \hline
 \multicolumn{2}{l|}{\htoZZ}       &  & $262  \pm 6\phantom{.000}$ \\
 \multicolumn{2}{l|}{\htollllbrief}&  &$\phantom{00}1.240 \pm 0.027$ \\
     \hline\hline
  \end{tabular}
  }
   \caption{Predicted SM Higgs boson production cross sections ($\sigma$) for \ggF,
    \VBF and five associated production modes in $pp$ collisions for $m_H=125$~\gev\ at    $\sqrt{\mathrm{s}}=13~\tev$~\cite{Dittmaier:2011ti,Dittmaier:2012vm,Heinemeyer:2013tqa,Anastasiou:2015vya,Anastasiou:2016cez,Actis:2008ug,Anastasiou:2008tj,Grazzini:2013mca,Stewart:2011cf, Ciccolini:2007jr,Ciccolini:2007ec,Bolzoni:2010xr, Brein:2003wg,Denner:2011id,Altenkamp:2012sx,Beenakker:2002nc,Dawson:2003zu, Yu:2014cka,Frixione:2015zaa,Dawson:2003kb,Dittmaier:2003ej,Harlander:2003ai,Djouadi:1997yw,Djouadi:2006bz,Bredenstein:2006rh,Bredenstein:2006ha,Boselli:2015aha,Butterworth:2015oua,Dulat:2015mca,Harland-Lang:2014zoa,Ball:2014uwa}. For $bbH$ the accuracy of calculations in the 4- and 5-flavour schemes (FS)  is reported. The quoted uncertainties correspond to the total theoretical systematic uncertainties calculated by adding in quadrature the uncertainties due to missing higher-order corrections and PDF$+\alpha_\mathrm{s}$.  The decay branching ratios (\BR) with the associated uncertainty for \htoZZ\ and \htollllbrief, with $\ell = e, \mu$, are also given.}
\label{tab:MCSignal}
\end{table*}

For \ggF, the PDF4LHC next-to-next-to-leading-order (NNLO) set of parton distribution functions (PDF) is used, while for all other production modes, the PDF4LHC next-to-leading-order (NLO) set is used \cite{Butterworth:2015oua}. 

The simulation of \ggF Higgs boson production uses the \progname{Powheg} method for merging the NLO Higgs + jet cross section with the parton shower and the \progname{MiNLO} method \cite{Hamilton:2012rf} to simultaneously achieve NLO accuracy for the inclusive Higgs boson production. In a second step, a reweighting procedure (NNLOPS) \cite{Hamilton:2013fea}, exploiting the Higgs boson rapidity distribution, is applied using the \progname{HNNLO} program \cite{Catani:2007vq,Grazzini:2008tf} to achieve NNLO accuracy in the strong coupling constant $\alpha_\mathrm{s}$.

The matrix elements of the \VBF, $q\bar{q}\rightarrow \VH$ and \ttH production mechanisms are calculated to NLO accuracy in QCD. For \VH production, the \progname{MiNLO} method is used to merge 0- and 1-jet events \cite{Hamilton:2012rf,Luisoni:2013cuh}. The $gg\rightarrow ZH$ contribution is modelled at leading order (LO) in QCD.

The production of a Higgs boson in association with a bottom quark pair (\bbH) is simulated at NLO with \progname{MadGraph5\_aMC@NLO}~v2.3.3 \cite{Wiesemann:2014ioa}, using the CT10 NLO PDF~\cite{Lai:2010vv}. The production in association with a single top quark ($tH$+$X$ where $X$ is either $jb$ or $W$, defined in the following as $tH$) is simulated at NLO with \progname{MadGraph5\_aMC@NLO}~v2.6.0 using the  NNPDF30 PDF set~\cite{Ball:2014uwa}. 

For all production mechanisms the \progname{Pythia~8}~\cite{Sjostrand:2007gs} generator is used for the \htollll decay as well as for the parton shower modelling. The AZNLO set of tuned parameters~\cite{Aad:2014xaa} is used, except for \ttH, where, like for the $t\bar{t}$ samples, the A14 tune~\cite{TheATLAScollaboration:2014rfk} is employed.
The event generator is interfaced to \progname{EvtGen}~v1.2.0 \cite{Lange:2001uf} for simulation of the bottom and charm hadron decays. All signal samples are simulated for a Higgs boson mass $m_H=$~125~\GeV. 

The \ggF sample is also generated with \progname{MadGraph5\_aMC@NLO} for additional checks. This simulation has NLO QCD accuracy for zero, one and two additional partons merged with the \progname{FxFx} merging scheme~\cite{Alwall:2014hca,Frederix:2012ps}, and top and bottom quark mass effects are taken into account~\cite{Frederix:2016cnl,Mantler:2015vba,Mantler:2012bj}. Higgs boson are decayed using \progname{Madspin}~\cite{Frixione:2007zp,Artoisenet:2012st}. 

The differential cross sections results reported in this thesis, for variables defined for the events with at least one jets, are also compared with \ggF predictions calculated with \progname{RadISH}, which provides resummation at N$^{3}$LL+NNLO accuracy~\cite{Banfi:2012jm,Banfi:2015pju,Monni:2016ktx,Bizon:2017rah,Monni:2019yyr} and uses \progname{MATRIX} for the fixed-order  calculation~\cite{Grazzini:2017mhc,Grazzini:2015wpa}, as well with \ggF predictions obtained from \progname{NNLOJET}~\cite{Chen:2014gva,Chen:2016zka,Chen:2019wxf}. Instead the results for several of the variables that probe the kinematics of the Higgs boson decay products include comparisons with \progname{Hto4l} and \progname{Prophecy4f}. These two programs include the  full NLO electroweak corrections to the Higgs boson decay into four charged leptons~\cite{Boselli:2015aha,Boselli:2017pef,Bredenstein:2006rh,Bredenstein:2006nk,Bredenstein:2006ha,Altenkamp:2017ldc,Altenkamp:2017kxk,Altenkamp:2018bcs,Denner:2018opp}. 

The samples are normalised to cross sections obtained from the best available predictions as provided in Refs.~\cite{Dittmaier:2011ti,Dittmaier:2012vm,Heinemeyer:2013tqa,deFlorian:2016spz,Djouadi:1997yw,Djouadi:2006bz,Dulat:2015mca,Harland-Lang:2014zoa,Ball:2014uwa}. 
The SM branching ratio prediction, taken from \progname{Prophecy4f}~\cite{Bredenstein:2006rh,Bredenstein:2006nk},  includes the full NLO EW corrections, and interference effects which result in a branching ratio that is 10\% higher for same-flavour final states ($4\mu$ and $4e$) than for different-flavour states ($2e2\mu$ and $2\mu2e$). 

\paragraph{Beyond Standard Model samples}
For the BSM interpretation in the Pseudo-Observable framework, described in Section~\ref{sec:PO}, deviations from the SM are studied using a ggF sample generated with \progname{MadGraph5\_aMC@NLO} using the \progname{HPOprodMFV} UFO model \cite{Gainer:2018qjm} with \progname{FeynRules}~\cite{Alloul:2013bka} at LO and the \progname{NNPDF23} PDF set. The sample is interfaced to \PYTHIAV{8} using the \progname{A14} parameter set~\cite{TheATLAScollaboration:2014rfk}. For studies of the Yukawa couplings described in Section~\ref{sec:LY}, the gluon-initiated component of the prediction is calculated using \progname{RadISH}, while \progname{MadGraph5\_aMC@NLO} is used for the quark-initiated component with \progname{FxFx} merging for 0- and 1-jet final states. For the interpretation within Effective Field Theory framework, described in Section~\ref{sec:CPInt}, VBF+VH hadronic samples are generated at LO QCD with \progname{MadGraph5\_aMC@NLO}. SMEFT model is implemented with \progname{SMEFTsim} package \cite{Brivio:2017btx}.

\subsubsection{Background samples}
\label{sec:bkgMC}

% ZZ
The \ZZ continuum background from quark--antiquark annihilation is modelled using \progname{Sherpa}~2.2.2 \cite{Gleisberg:2008ta,Gleisberg:2008fv,Cascioli:2011va}, which provides a matrix element calculation accurate to NLO in $\alpha_\mathrm{s}$  for 0- and 1-jet final states, and LO accuracy for 2- and 3-jet final states. The merging with the \progname{Sherpa} parton shower \cite{Schumann:2007mg} is performed using the ME+PS@NLO prescription~\cite{Hoeche:2012yf}. The NLO EW corrections are applied as a function of the invariant mass of the $ZZ^*$ system $m_{\zzstar}$ \cite{Biedermann:2016yvs,Biedermann:2016lvg}. 
 
The gluon-induced \ZZ production is modelled by \progname{Sherpa} 2.2.2 at LO in QCD  for 0- and 1-jet final states. The higher-order QCD effects for the $gg\rightarrow ZZ^{*}$ continuum production are calculated for massless quark loops \cite{Caola:2015psa,Caola:2015rqy,Campbell:2016ivq} in the heavy top-quark approximation \cite{Melnikov:2015laa}, including the $gg\rightarrow H^{*} \rightarrow ZZ$ processes \cite{Bonvini:2013jha,Li:2015jva}. The $gg\rightarrow ZZ^{*}$ simulation cross section is scaled by a $K$-factor of 1.7$\pm$1.0, defined as the ratio of the higher-order to leading-order cross section predictions. Production of \ZZ via vector-boson scattering is simulated at LO in QCD with the \progname{Sherpa} 2.2.2 generator.

%%WZ
The \emph{WZ} background is modelled using \progname{Powheg-Box}~v2 interfaced to \progname{Pythia~8} and \progname{EvtGen} v1.2.0 for the simulation of bottom and charm hadron decays. The triboson backgrounds \emph{ZZZ}, \emph{WZZ}, and \emph{WWZ} with four or more prompt leptons (denoted by $VVV$ hereafter) were modelled using \progname{Sherpa} 2.2.2.
The simulation of $t\bar{t}+Z$ events with both top quarks decaying semileptonically and the $Z$ boson decaying leptonically is performed with \progname{MadGraph5\_aMC@NLO} interfaced to \progname{Pythia~8}. The total cross section is normalised to the prediction of Ref.~\cite{Frixione:2015zaa}.
The smaller $tWZ$, $t\bar{t}W^{+}W^{-}$, $t\bar{t}t$, $t\bar{t}t\bar{t}$ and $tZ$ background processes are simulated with \progname{MadGraph5\_aMC@NLO} interfaced to \progname{Pythia~8}.

% Zjets
The modelling of events containing $Z$ bosons with associated jets (\zjets) is performed using the \progname{Sherpa}~2.2.1 generator. Matrix elements are calculated for up to two partons at NLO and four partons at LO using \progname{Comix} \cite{Gleisberg:2008fv} and \progname{OpenLoops} \cite{Cascioli:2011va}, and merged with the \progname{Sherpa} parton shower \cite{Schumann:2007mg} using the \progname{ME+PS@NLO} prescription \cite{Hoeche:2012yf}. The NNPDF3.0 NNLO PDF set is used in conjunction with a dedicated set of tuned parton shower parameters. 

% ttbar
The $t\bar{t}$ background is modelled using \progname{Powheg-Box}~v2 interfaced to \progname{Pythia~8} for parton showering, hadronisation, and the underlying event, and to \progname{EvtGen} v1.2.0 for heavy-flavour hadron decays. For this sample, the A14 tune is used~\cite{ATLAS:2016xpx}. Simulated \zjets\ and  $t\bar{t}$  background samples are normalised to the data-driven estimates described in Section \ref{subsec:redbkg}. 

\section{Event Selection}
\label{sec:EvtSel}
\subsection{Object Definitions}
\paragraph{Electrons.} They are reconstructed using the supercluster algorithm which is able to recover the low energy radiated photons, as described in Section \ref{subsec:elObj}. It takes the information from the Inner Detector (ID) and the Electromagnetic Calorimeter (ECal): topological clusters from deposits in the EM calorimeter are matched to a well constructed ID track. A \textit{Loose} likelihood (LH) selection is applied, which maintains an high efficiency  of about 95\%. The electrons are required to have $E_T>7$ GeV and $|\eta|< 2.47$.

\paragraph{Muons.} They are reconstructed as tracks in the ID and the muon spectrometer (MS), and their identification is primarily based on the presence of a matching track or tag in the MS. In this analysis the \textit{Loose} working point for muons is used, as described in Section \ref{subsec:muonObj}. In this way the muons are required to have $p_T>5 $ GeV and the Segment-tagged (ST) muons are limited to the centre of the barrel region $|\eta|< 0.1$, instead for combined (CB) muons the coverage is extended up to $2.5< |\eta|< 2.7$ (MS), for stand-alone (SA) muons the coverage is only within $2.5< |\eta|< 2.7$. The calorimeter-tagged (CT) muons must to pass the \textit{Loose} selection and have $p_T>15 $ GeV. At most one calorimeter-tagged or stand-alone or silicon-associated forward muon is allowed per event.

\paragraph{Jets.} They are reconstructed from the output of the particle-flow algorithm using the anti-$k_T$ algorithm with a radius parameter $R$~=~0.4, as described in Section \ref{subsec:jetObj}. They are required to have $p_T>30$ GeV and $|\eta|< 4.5$, The contribution from pile-up jets is reduced by applying a cut on the Jet-Vertex Tagger (JVT) discriminant. This is a multivariate combination of the fraction of the total momentum of tracks in the jet associated with the primary vertex and a track-based variable related to the scalar sum $p_T$ of the tracks associated with the jet. For a discriminant value JVT< 0.59, the selection efficiency is about 92\% for hard scatter jets. Finally, the MV2c10 $b$-tagging algorithm is used to assign a $b$-tagging weight to jets with $|\eta|< 2.5$, with a pseudo-continuous calibration applied.

\paragraph{Overlap Removal.} It is necessary to require an overlap ambiguity removal to resolve different objects that could be reconstructed from the same detector information. For an electron and a muon which share the same ID track, if the muon is obtained from a calorimeter-tagged reconstruction, it is rejected and the electrons is selected, otherwise the electron is rejected. Additionally, the reconstructed jets which overlap with electrons or muons in a cone of radius $R = 0.2$ are removed.

\subsection{Event Selection}

Events are required to have at least one vertex with two associated tracks with $p_T>500$ MeV. The primary vertex is chosen to be the reconstructed vertex with the largest $\sum p_T$. A selection on the impact parameter of each lepton along the beam axis ($z_0$) is applied, such that the four leptons should come from the primary vertex. The lepton tracks must have $|z_0\cdot \sin\theta|< 0.5$ mm from the primary vertex. Further selection is applied on the transverse impact parameter $d_0$ to reject cosmic rays and to select leptons from non primary vertex: $d_0< 1$ mm. Figure \ref{fig:impact} shows a description of both impact parameter: longitudinal $z_0$ and transverse $d_0$.

\begin{figure}[!htbp]
\centering
\includegraphics[width=10cm]{figures/ImpactParam.png}
\caption{Sketch of the impact parameters definition.}
\label{fig:impact}
\end{figure}

Four-lepton events are selected and classified according to their final state: 4$\mu$, 2$e$2$\mu$, 2$\mu$2$e$, 4$e$. Higgs boson candidates are formed by selecting two same-flavour, opposite-sign lepton pairs (a lepton quadruplet) in an event. 

\paragraph{Quadruplet Selection.} Multiple quadruplets within a single event are possible: for four muons or four electrons there are two ways to pair the masses, and for five or more leptons there are multiple ways to choose the leptons to form a quadruplets. 
The same-flavour opposite-charge lepton pair with the mass closest to the $Z$ boson mass is referred to as the leading di-lepton pair ($Z_1$). Its invariant mass is referred to as $m_{12}$ and is required to be in the range $50$ GeV$< m_{12}< 106$ GeV. The second subleading ($Z_2$), pair is chosen from the remaining leptons as the pair closest in mass to the $Z$ boson. The invariant mass ($m_{34}$) requirement is $m_{\textrm{threshold}}< m_{34}< 115$\,\GeV, where $m_{\textrm{threshold}}$ is 12\,\GeV\ for the four-lepton invariant mass $m_{4\ell}$ below 140\,\GeV, rising linearly to 50\,\GeV\ at $m_{4\ell}=190$\,\GeV\ and then remaining at 50\,\GeV\ for all higher $m_{4\ell}$ values.  In a proton-proton collision, the characteristic of the hard scattering process between partons is the production of particles with high $p_T$. In this case, the four leptons produced are ordered in $p_T$: the highest $p_T$ lepton in the quadruplet must satisfy $p_T> 20$ GeV, and the second and third leptons in $p_T$ order must satisfy $p_T> 15$ GeV and $p_T> 10$ GeV respectively. All possible same-flavour opposite-charge di-lepton combinations in the quadruplet must satisfy $m_{4l}>5$ GeV to remove events containing $J/\psi \to ll$ ($m_{J/\psi}=3.097$ GeV \cite{bib5}). Finally all lepton pairs within the quadruplet must have an angular separation of $\Delta R = \sqrt{(\Delta y)^2+(\Delta \phi)^2}>0.1$.

\paragraph{Impact parameter and Vertex Selection.} The requirements on the impact parameter are applied to suppress the background from heavy-flavour hadrons. The impact parameter significance $|d_0|/\sigma_{d_0}$, is required to be lower than 3 for muons and 5 for electrons. In order to further reduce the reducible background, the four leptons are required to be within the same vertex, then a $\chi^2$ selection is applied: $\chi^2/ndof< 6$ for $4\mu$ and $\chi^2/ndof< 9$ for the other final states. These cuts maintain a signal efficiency of 99.5\% rejecting 20-30\% of the \zjets and $t\bar{t}$ events.

\paragraph{Isolation requirement.} These requirements are used in order to select signal events and reject backgrounds. Usually they are track-based or calorimeter-based isolation criteria on each leptons. 
%The variables usually considered are the $\sum p_T/p_T$ for muons and $\sum E_T/E_T$ for electron, in a cone of radius $\Delta R$ around the track of the lepton. These variables resulted to be vulnerable to the new pile-up regime. Then new isolation criteria have been investigate for the full Run 2 analysis to improve the pile-up robustness.

For the track-based isolation a new variable has been defined in Run 2.
The $p_T$ of tracks in a cone of radius $\Delta R$ around the lepton, which additionally satisfy a $p_{T,\textrm{threshold}}$ cut and a primary vertex requirement or have $|z_0\cdot \sin\theta|< 3$ mm, are summed to create this new isolation variable. This variable is called \textit{pt(var)cone[cone]\_TightTTVA\_pt[$p_T$cut]}, where "cone" is the cone size and "$p_T$ cut"  is the cutoff for including tracks in the calculation ($p_{T,\textrm{threshold}}$). In this analysis the values chosen are: $p_T$>500 MeV and for leptons with $p_T$>33 GeV, the cone size decreases linearly with $p_T$ from $\Delta R$=0.3 to a minimum cone size of $\Delta R$=0.2 at 50 GeV.
For the calorimeter-based isolation, a new variable also has been defined and the major improvement is its pile-up robustness, which comes from the use of the particle-flow method to calculate the calorimeter isolation. The new variable is called \textit{newflowisol[cone]} with  "cone" as the cone size in which the usual $\sum E_T$ is computed. In this analysis, the cone size for the calorimeter-based isolation is fixed at  $\Delta R$=0.20.

To determine the best isolation working point (WP), several combinations of the previous variables have been studied, looking for the right balance between signal efficiency, background rejection and pile-up robustness. %The WP that has been used in the previous analyses is the \textit{FixedCutLoose:} muon track isolation ($\Delta R$ =0.3) $\sum p_T/p_T$< 0.15 and muon calorimeter isolation ($\Delta R$ =0.2) $\sum E_T/E_T$< 0.30; electron track isolation ($\Delta R$ =0.2) $\sum E_T/E_T$< 0.15 and electron calorimeter isolation ($\Delta R$ =0.2) $\sum E_T/E_T$< 0.20. 
The one chosen in this round of the analysis is the \textit{FixedCutPFlowLoose}, which is a  particular triangular cut to combine the new "ptvarcone" and the particle flow calorimeter isolation (\textit{newpflowisol}) variables into a single selection. The combination of the track isolation variable and the 40\% of the calorimeter isolation explained before is required to be less than 16\% of the lepton $p_T$.


\paragraph{Best Quadruplet.} Multiple quadruplets may pass these selections, but only one per event is selected as the candidate. Several criteria must be passed by the event to be chosen as the best quadruplet, if more than one events satisfy the previous selection criteria:
\begin{itemize}
\item leading pair closest to the $Z$ boson mass
\item subleading lepton pair closest to the $Z$ boson mass
\item the quadruplet from the channel with highest efficiency. The signal selection efficiencies are 31\%, 21\%, 17\% and 16\%, in the 4$\mu$, 2$e$2$\mu$, 2$\mu$2$e$ and 4$e$ channels, respectively.
\item if more than one quadruplet has been selected (passed all the previous criteria), a matrix element for the Higgs boson decay is computed and the quadruplet with largest value selected as the final Higgs boson candidate.
\end{itemize}


\paragraph{Final State Radiation (FSR) Correction.} The shape of the di-lepton invariant mass spectrum in the $Z \to l^+ l^-$ decays are affected by the final state radiation (FSR). This radiation reduces the lepton energy leading to radiative tails in the four-lepton invariant mass spectrum towards lower values. Collinear FSR photons and electrons candidates are added to muons to the leading lepton pair ($66< m_{12}< 89$ GeV). The non-collinear (far) FSR candidates include only photon candidates, but they are added to both electrons and muons from both leading and subleading lepton pair. 

The FRS candidates are selected based on several criteria: the fraction $f_1$ of energy deposited in the front sampling of the calorimeter over the total energy to reduce background from muon ionisation, the angular distance $\Delta R_{\textrm{cluster},\mu}$ between the candidate calorimeter cluster and the muon, and the candidate $E_T$ which must be at least 1 GeV. The selection criteria for FRS candidates are:
\begin{itemize}
\item Collinear FSR candidate with $E_T< 3.5$ GeV: $f_1$>0.2 and  $\Delta R_{\textrm{cluster},\mu}$< 0.08
\item Collinear FSR candidate with $E_T>3.5$ GeV: $f_1$>0.1 and  $\Delta R_{\textrm{cluster},\mu}$< 0.15
\item Non-collinear FSR candidate: $E_T>10$ GeV, $\Delta R_{\textrm{cluster},\mu}$>0.15 and pass the \textit{Tight} identification selection and the \textit{FixedCutLoose} isolation selection. 
\end{itemize}

Only one FSR candidate is included in the quadruplet with preference given to collinear FSR and to the candidate with highest $E_T$. The candidate is rejected if the mass of the lepton pair and the FSR particle is above 100 GeV. Approximately 3\% of reconstructed Higgs boson candidates have an FSR candidate and
its impact on the expected invariant mass distribution is shown in Figure \ref{fsr}.

\begin{figure}[htbp]
\centering
\includegraphics[width=7cm]{figures/FSRCorrection_4l.eps}
\caption{Feynman diagrams for final state radiation in leptonic $Z$ boson decays.}
\label{fsr}
\end{figure}

Finally, Higgs boson candidates in the $\mfl$ range [115, 130]\,\GeV\ are used for the analyses.
A comprehensive summary of all the cuts and requirements used in the event selection is given in Table\,\ref{tab:sel4l}.

%\clearpage

\begin{table}\footnotesize
\centering
\begin{tabular}{p{2cm}p{0.05cm}p{11cm}}
\toprule
\toprule
\multicolumn{3}{c}{\textbf{Lepton and Jets selection}}\\
\midrule
\midrule
\multicolumn{3}{c}{ELECTRON}\\
\multicolumn{3}{c}{Loose likelihood quality electrons with hit in innermost layer with $E_T$>7 GeV and $|\eta|$< 2.47} \\
\multicolumn{3}{c}{Interaction point constraint: $|z_{0} \cdot \sin\theta|< 0.5$~mm (if ID track is available)}\\
\midrule
\multicolumn{3}{c}{MUON}\\
\multicolumn{3}{c}{Loose identification with $p_T$>5 GeV and $|\eta|$< 2.7 }\\
\multicolumn{3}{c}{Calo-tagged with $p_T$>15 GeV and $|\eta|$< 0.1, segment-tagged with $|\eta|$< 0.1}\\
\multicolumn{3}{c}{ Stand-alone and silicon-associated forward restricted to 2.5$|\eta|$< 2.7}\\
\multicolumn{3}{c}{Combined, stand-alone (with ID hits if available) and segment tagged muons with $p_T$>5 GeV}\\
\multicolumn{3}{c}{Interaction point constraint: $|z_{0} \cdot \sin\theta|< 0.5$~mm (if ID track is available)}\\
\midrule
\multicolumn{3}{c}{JETS}\\
\multicolumn{3}{c}{anti-$k_t$ jets with \textit{bad-loose} identification, $p_T$>30 GeV and $|\eta|$< 4.5} \\
\multicolumn{3}{c}{Jets with $p_T$< 60 GeV and $|\eta|$< 2.4 and passing pile-up jet rejection requirements}\\
\multicolumn{3}{c}{at the 92\% working point (JVT score >0.59)}\\
\midrule
\midrule
\multicolumn{3}{c}{\textbf{Event Selection}}\\
\midrule
\midrule
QUADRUPLET SELECTION&& - Require at least one quadruplet of leptons consisting of two pairs of same flavour opposite-charge leptons fulfilling the following requirements: \\
&&- $p_T$ threshold for three leading leptons: 20, 15 and 10 GeV\\
&&- At most one calo-tagged, stand-alone or silicon-associated muon per quadruplet \\
&&- Leading di-lepton mass requirement: 50 GeV <$m_{12}$< 106 GeV\\
&&- Subleading di-lepton mass requirement: $m_{\textrm{threshold}}$ <$m_{34}$< 115 GeV\\
&&- Remove quadruplet if alternative same-flavour opposite-charge di-lepton gives $m_{ll}$< 5 GeV\\
&&- $\Delta R(l,l')$>0.10 for all lepton pairs in the quadruplet\\
&&- Keep all the quadruplets passing the above selection\\
\midrule
ISOLATION&&- Contribution from the other leptons of the quadruplet is subtracted\\
&&$\text{max(ptcone20\_TightTTVA\_pt500, ptvarcone30\_TightTTVA\_pt500)}+$\\
&&$+0.4\cdot\text{neflowisol20}/p_{T}< 0.16$ (FixedCutPflowLoose) \\
\midrule
IMPACT &&- Apply impact parameter significance cut to all leptons of the quadruplet\\
PARAMETER &&- For electrons: $|d_0/\sigma_{d_0}|$< 5\\
SIGNIFICANCE&&- For muons: $|d_0/\sigma_{d_0}|$< 3\\
\midrule
VERTEX &&- Require a common vertex for the leptons\\
SELECTION&&- $\chi^2/ndof< 6$ for 4$\mu$ and $\chi^2/ndof< 9$ for others.\\
\midrule
BEST &&- If more than one quadruplet has been selected, choose the quadruplet\\
QUADRUPLET&& with highest Higgs decay ME according to channel: 4$\mu$, 2$e$2$\mu$, 2$\mu$2$e$, 4$e$\\
\bottomrule
\end{tabular}
\caption{Schematic summary of the selection criteria in order to select the four lepton candidates on the $H \to ZZ^* \to 4l$ decay channel.}
\label{tab:sel4l}
\end{table}

%%%%%%%%%%%%%%%%%%%%%%% BACKGROUND %%%%%%%%%%%%%%%%%%%%%


\section{Background Estimation}
The main backgrounds in the $H\rightarrow ZZ^*\rightarrow 4\ell$ analysis have been mentioned before. They can be classified as the so-called \textit{irreducible background} in which there are four prompt and isolated leptons as the $ ZZ^*$, $\ttbar$+$V$ and $VVV$; and as the so-called \textit{reducible background} processes as \zjets and $\ttbar$ and $WZ$ production, with non-prompt or misidentified leptons.


\subsection{Irreducible Backgrounds}
The main contribution comes from the $ZZ^*$ production via $q\bar{q}$ annihilation, and then from gluon fusion. In the previous analyses in this decay channel, this contribution was estimated from Monte Carlo simulation. However, with the increasing Run 2 data statistics, the normalisation for these processes can be obtained using a data-driven approach. The details will be discussed in section \ref{subsec:DiffBkg}.

The other relevant background are triboson processes ($ZZZ$, $WZZ$, and $WWZ$) and they are taken directly from Monte Carlo simulation.


\subsection{Reducible Backgrounds}
\label{subsec:redbkg}
The contribution of the reducible background is estimated using data-driven methods by defining control regions (CRs) of data with enhanced background and suppressed signal contributions. These CRs are built by relaxing or inverting selections and/or lepton identification requirements and the background composition in each of them can be studied through different shape models. 
The expected yields of different backgrounds components can be obtained performing a simultaneous fit in all the CRs. The estimation of these background in the Signal Region (SR) can be extrapolated from the CRs using \textit{Transfer Factors} (TF). These factors are determined from the ratio of the signal lepton efficiency to pass the nominal selection and the efficiency to pass the relaxed or inverted selection requirement in the given CR. 

The dominant background components vary according to the flavour of the leptons of the subleading lepton pair. As such the background analysis is performed separately for the $\ell\ell+\mu\mu$ and $\ell\ell+ee$ final states, where the $\ell\ell$ comes from a on-shell $Z$ boson.
The muon background comes mostly from heavy-flavour jets (HF) produced in association with a $Z$ boson or in $\ttbar$ decays. The electron background also has a large contribution from light-flavour jets (LF) produced in association with a $Z$ boson that are misidentified as electrons.

\subsection{$\ell\ell+\mu\mu$ background} 

\label{sec:bkg_zmumu} 

The dominant contribution to the $\ell\ell+\mu\mu$ background is from $Z$ production accompanied by leptons from semi-leptonic decays of heavy flavour hadrons. There is a smaller contribution from $Z$ production accompanied by leptons from in-flight decays of $\pi/K$ ~from light-flavour jets. The sum of these two components is denoted as $Z$+jets. Another contribution is from top quark pair production $\ttbar$ and diboson production $WZ$. 

The estimation of these backgrounds is performed with a simultaneous fit in multiple control regions. Each CR is enhanced with different sources of background and different fitting model is used to estimated the contribution of each background component. 

The control regions are orthogonal to the signal region and they are defined as below:

\begin{itemize}

\item \textit{Inverted $d_0$ CR (enhanced in heavy-flavour jets)}: the subleading dilepton pair has the $d_0$ significance selection inverted for at least one lepton. This control region is enhanced in $Z$+HF and $\ttbar$ since leptons from heavy-flavour hadrons are characterised by a large $d_0$~significance.
    
\item \textit{$e\mu$+$\mu\mu$ CR (enhanced in $\ttbar$)}: an opposite-charge different-flavour leading dilepton is required. In this way the leading lepton pair cannot originate from a $Z$~boson decay, guaranteeing a pure $\ttbar$ CR.
    
\item \textit{Inverted isolation CR (enhanced in light-flavour jets)}: the subleading dilepton pair is required to pass the $d_0$ significance selection but have at least one lepton failing the standard isolation selection. This control region aims to enhance the $Z$+LF over the $Z$+HF.
   
 \item \textit{Same-sign (SS) CR}: the subleading dilepton are required to have same charge. This same-sign control region is not dominated by a specific background.     
\end{itemize}

Additionally, a further validation region called \textit{Relaxed CR}, is used in the measurement, though not in the fits. This is a higher-statistics region obtained by applying the standard four-lepton analysis selection to the quadruplet, except that $d_0$~and isolation selections are not applied to the subleading lepton pair, as well as the vertexing cut is also not applied. It includes also the SR, but is used to validate the normalisation of the background components after the fit. 

In table \ref{tab:llmumu} the selection criteria in each CR are summarised.

\begin{table}[!ht]  
\centering
\renewcommand\arraystretch{1.2}
\begin{tabular}{ccc|ccc}
\hline
\hline
Control Region     & Vertex  & $m_{12}$   & \multicolumn{3}{c}{$\mu\mu$ requirements}       \\
                   &     Selection             &       & $m_{34}$           & $d_{0}$ significance & Isolation \\ 
\hline
Inverted $d_0$        & \ding{56}                & -     & -             & inverted        & \ding{56}          \\
$e\mu+\mu\mu$           & \ding{56}                 & OF OS & SF (OS + SS) & \ding{56}                & \ding{56}          \\
Inverted isolation & \ding{52}                & -     & -             & \ding{52}               & inverted  \\
Same-Sign          &  \ding{56}               & -     & SF SS         & \ding{56}                & \ding{56}          \\ 
\hline
Relaxed Region     & \ding{56}                 & -     & -             & \ding{56}                & \ding{56}          \\ 
\hline
\hline
\end{tabular}
\caption{Selection criteria of $\ell\ell+\mu\mu$ Control Regions and Relaxed Region. The check
mark (\ding{52}) and crosses (\ding{56}) indicate whether a requirement is applied or not. The flavour and sign of the dilepton pairs are defined as SF = same-flavour, OF = opposite-flavour, SS = same-sign and OS=opposite-sign.}
\label{tab:llmumu}
\end{table}

The data is then fitted to the shapes obtained from Monte Carlo in the different control regions to get the normalisation of each background component in the data. The simultaneous fit is performed on the distribution of the leading dilepton mass $m_{12}$, which allows a good separation of the $Z$+jets and $\ttbar$ components as the $m_{12}$ distribution of the first forms a $Z$ peak while the latter is non-resonant.
The $\ttbar$ background shape is modelled by a $2^{\textrm{nd}}$ order Chebyshev polynomial in all CRs.  
The $Z$+HF and $Z$+LF jets resonant shape is described by a Breit-Wigner (BW) function convolved with a Crystal Ball (CB) function in all the CRs except the $e\mu$+$\mu\mu$ one, in which the leading dilepton cannot originate from a $Z$ decay, so the non-resonant $m_{12}$ is modelled with a first order polynomial. 

The normalisation obtained from the fit is tested with data in the relaxed region and then extrapolated to the signal region by the application of transfer factors to take into account selection efficiencies and other selection effects. 
Figures \ref{fig:Fit4CRInvD0}-\ref{fig:muFitInvIso_emu} show the distributions of $m_{12}$ for the contributing background components, compared to the data in two of the CRs, after the fit has been performed (top panels) along with the fit pulls (bottom panels).
Figure \ref{fig:Relax} shows the comparison between the data and the background estimation of the fitting procedure expressed in the relaxed region. 

Fit results together with the transfer factors and final SR estimates are shown in Table~\ref{tab:4CR_muFit_Data}.

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/backgrounds/muon_reducible/M1Data_invD0.eps}
\caption{}
\label{fig:Fit4CRInvD0}
 \end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/backgrounds/muon_reducible/M1Data_emu.eps}
\caption{}
\label{fig:muFitInvIso_emu}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/backgrounds/muon_reducible/M1Data_relaxIsoD0.eps}
\caption{}
\label{fig:Relax}
\end{subfigure}\\
\caption{Distributions of $m_{12}$ for the full Run2 data compared to the modelled background components in the (a) inverted-d0 and (b) $e\mu$+$\mu\mu$ CRs and in the (c) Relaxed region. The lower panels show the fit pulls.
\label{fig:4CR_muFits_Data}}
\end{figure}

\begin{table}[!ht]  
\centering
\renewcommand\arraystretch{1.2}
\begin{tabular}{cccc}
  \hline
  \hline               
  Background type & Yields in \textit{Relaxed region}& Transfer Factor & Yields in \textit{Signal region} \\
  \hline               
  $\ttbar$       & $3074 \pm 45$ & $0.0024 \pm 0.0002$ & $7.38 \pm 0.11 \pm 0.71 $ \\
  $Z$+jets (HF)  & $2862 \pm 110$  & $0.0043 \pm 0.0004$ & $12.39 \pm 0.48 \pm 1.11 $ \\
  $Z$+jets (LF)  &  $277 \pm 63$  & $0.0108  \pm 0.0011$  & $2.98 \pm 0.68 \pm 0.30 $ \\
   $WZ$ & \multicolumn{2}{c}{MC-based estimation}   & $4.53 \pm 0.52 $ \\
  \hline
  \hline
\end{tabular}
\caption{Final $\ell\ell+\mu\mu$ background estimates in the relaxed region for each of the contributing background components, corresponding to the full $m_{4l}$ range. The second column shows the transfer factors to the SR along with the corresponding statistical uncertainties. The last column shows the estimates for the SR yields with both statistical and systematic uncertainties.\label{tab:4CR_muFit_Data}}
\end{table}

In this table, the fit results in the relaxed region are shown with their statistical uncertainty from the data.
The transfer factors are shown with their statistical uncertainty, due to the limited size of simulated samples, and their systematic uncertainty. This systematics come from the differences between data and simulation. To evaluate this uncertainty a further control region has been defined, $Z+\mu$, in which the isolation and $d_0$ significance efficiencies in data are studied to correct the Monte Carlo. 
In order to improve the $Z$+LF estimation, the relative contribution of the $Z$+LF with respect to the dominant $Z$+HF jets background component is further enhanced in this control region. The $Z$+LF contribution originates from $Z$ boson production accompanied by muons from in-flight decays. These are detected only in the muon spectrometer, while the $\pi$ and $K$, from which the muons should come, are detected in the inner detector. Then defining the muon momentum balance $(\pt^{\textrm{ID}}-\pt^{\textrm{MS}})/\pt^{\textrm{ID}}$, the $Z$+LF background can be enhanced requiring at least one muon with  a value greater than 0.2.
In the $Z$+LF jets samples a significant data-MC differences have been observed in the $Z$+$\mu$ control sample, then transfer factor for $Z$+LF is taken from data.
 
Finally the $WZ$ contribution is taken from MC in the SR.

\subsection{$\ell\ell+ ee$ background} 

\label{sec:bkg_zee}  

The main background in the $\ell\ell+ee$ process arises from the misidentification of light-flavour jets as electrons, photon conversions and the semi-leptonic decays of heavy-flavour hadrons. The estimation of the electron background is extracted from a control region, denoted as $3\ell+X$ CR, where the first three leptons pass the full analysis selection, but the identification criteria for the lower $p_T$ electron in the subleading pair are relaxed. In fact, the $X$ electron is only required to have a minimum number of hits in the ID and the same charge as the other subleading electron, to ensure the orthogonality to the signal region, and the $d_0$ significance and vertex cut are applied. 

The main contributions to $\ell\ell+ee$ background come from light jets with deposits in the calorimeter. They are referred as fake electrons ($f$). The other contributions are electrons coming from photon conversions or FSR ($\gamma$) and the ones which come from semileptonic decays of heavy quarks ($q$).

The background estimation is targeted to discriminate the different components using the \nInnerPix observable, which counts the number of IBL hits. This variable have a good discriminating power between electron backgrounds from $\gamma$ and $f+q$, given that the first are expected to populate $\nInnerPix=0$ in the distribution, instead the other sources are expected to leave at least one hit in the IBL. Given that the $f$ and $q$ are not really discriminated by this observable, the small $q$ contributions is estimated from simulation, as well the small $ZZ^*$ contributions which populates this control region. 

The estimation of each background component is obtained performing a template fit based on the distribution of \nInnerPix for events falling in this control region. The templates are obtained from Monte Carlo simulation in a further complementary control region denoted as $Z+X$ CR, which has much more statistics with respect to the $3\ell+X$ CR. In this CR only one electron is required in addition to the leading lepton pair which has to satisfy the same criteria as $3\ell+X$ CR except the vertex cut, which is not applied (given that we are requiring less than four leptons). 

In Table \ref{tab:llee} the selection criteria in the two CR used in the $\ell\ell+ee$ background estimation are summarised.

\begin{table}[!ht]  
\centering
\renewcommand\arraystretch{1.2}
\begin{tabular}{ccc|ccc}
\hline
\hline
Control Region     & Vertex  & $m_{34}$   & \multicolumn{3}{c}{$X$ requirements}       \\
                   &     Selection             &       & $ID$           & $d_{0}$ significance & Isolation \\ 
\hline
$3\ell+X$        & \ding{52}                & SF SS     & relaxed             & \ding{52}        & \ding{56}          \\
$Z+X$           & \ding{56}                 &  - & relaxed & \ding{52}                & \ding{56}          \\
\hline
\hline
\end{tabular}
\caption{Selection criteria of $\ell\ell+ee$ in $3\ell+X$ and $Z+X$ control regions. The check
mark (\ding{52}) and crosses (\ding{56}) indicate whether a requirement is applied or not. The flavour and sign of the dilepton pairs are defined as SF = same-flavour, OF = opposite-flavour, SS = same-sign and OS=opposite-sign. The ID column represents the identification requirements.}
\label{tab:llee}
\end{table}

The resulting shapes in $Z+X$ CR for the observables used in the fit are shown in Figure \ref{fig:templates}. The plot also includes the template for electrons from heavy-flavour decays that contribute in the $3\ell+X$ CR for comparison, even though this component is derived directly from MC-simulated $3\ell+X$ events.
The fit on the \nInnerPix distribution described above is performed on data combining the $2\mu 2e$ and $4e$ channels. The distributions of the data and the fit result in the $3\ell+X$ CR are shown in \refF{fig:ThreePlusOneFit}: the lower panel shows the fit pulls.

Finally the efficiency of a background object to pass the nominal electron selections is used to extrapolate the fitted background yields in the $3\ell$+$X$ CR to the signal region.
These efficiencies are estimated as a function of the $X$ $\pt$ and the number of jets in the event, which are calculated separately from MC simulation in the $Z$+$X$ CR and then corrected to better reproduce the efficiencies measured in data.
The final estimation for $f$ and $\gamma$ background in the SR is obtained separately for the two components with the simple function:
$$N_{\textrm{SR}} = \sum_{i} s_i \sum_{j} \varepsilon_{ij} \cdot w^{ij},$$
where the index $i$ runs over the $\pt$ intervals and $j$ over the $n_{\textrm{jet}}$ intervals. $\varepsilon$ is the efficiency for the given background component, $s$ is the corresponding $\pt$ efficiency scale factor and $w$ is the probability being $f$ or $\gamma$ background obtained from the fit. The fit results together with the transfer factors and final SR estimates are shown in Table~\ref{tab:ThreePlusOne_data_results}.
\begin{figure}[!t]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[cb]{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figures/backgrounds/electron_reducible/Pdf_ZplusEl_nInner_all.eps}
\caption{}
\label{fig:templates}
\end{subfigure}
\qquad
\begin{subfigure}[cb]{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{figures/backgrounds/electron_reducible/Fit_llee_nInner_data_LOG_all.eps}
\caption{}
\label{fig:ThreePlusOneFit}
\end{subfigure}
\caption{ In (\protect{\subref{fig:templates}}) templates used in the $3\ell+X$ fit to \nInnerPix for the different sources of background ($\gamma$, $f$), extracted from MC simulation in the $Z+X$ control sample. The $q$ component (real electrons from heavy-flavour decays) is extracted from $3\ell+X$ events in simulation. All distributions are normalised to unit area. In  (\protect{\subref{fig:ThreePlusOneFit}}) data $3\ell$+$X$ events and result of the fit to \nInnerPix, combining $2\mu 2e$ and $4e$ channels for the full Run-2 dataset: the lower panel shows the fit pulls. The fit components modeling $f$ and $\gamma$ contributions are also shown.}
 \end{figure}
\begin{table}[!t]
\begin{center}
\renewcommand\arraystretch{1.2}
\begin{tabular}{cccc}
\hline\hline 
 Background type &Yields in \textit{$3\ell+X$ CR} & Transfer Factor & Yields in \textit{Signal region}\\
\hline
$f$  & $10451 \pm 104$     &  $0.0016 \pm 0.0003$ & $14.79 \pm 0.55 \pm 2.33$ \\
$\gamma$ & $754 \pm 34$ & $0.0066 \pm 0.0013$ & $4.18 \pm 0.73 \pm 0.84	$  \\
$q$ & \multicolumn{2}{c}{(MC-based estimation)} & $12.10 \pm 3.63$ \\
\hline
\hline
\end{tabular} 
\caption{Fit result for yields in the $3\ell+X$ CR with statistical errors, shown together with the transfer factor used to extrapolate the yields to the SR. The SR yields for the $f$ and $\gamma$ components are quoted with statistical uncertainty as returned from the data fit and systematic uncertainty of the efficiency and the fit.  For the $q$ component that is not fitted in the data, the SR yield is taken directly from MC simulation and is quoted with its total uncertainty. \label{tab:ThreePlusOne_data_results}}
\end{center}
\end{table}

\section{Results}
The observed number of events in each of the four decay final states, and the expected signal and background yields are presented in Table \ref{tab:yieldssb13tev_115130}. These events have passed the event selection and fall in the signal region 115$< m_{4\ell}<$130 GeV.
The mass spectrum for the FSR-corrected $m_{4\ell}$ is shown in Figure \ref{fig:finalMasses} for the signal region $115-130$ GeV and the larger $80-170$ GeV region compared to the signal and background expectations. The corresponding plots for the individual channels in the full mass range are given in \refF{fig:finalMassesSignalch}. 

\begin{table}[!htbp]
    \centering
\begin{tabular}{*{8}{c}}
\hline \hline
                   Final   &              Signal &          $ZZ^*$  &            Other &               Total & S/B & Observed \\
                   state & & Background & Background & expected & & \\
\hline
                        $4\mu$  & $  78  \pm  5 $ &	$  38.0  \pm  2.1 $ &	$  2.79  \pm  0.18 $ &	$  119  \pm  5 $ &	1.9 & 115 \\
                      $2e2\mu$  & $  53.0  \pm  3.1 $ &	$  26.1  \pm  1.4 $ &	$  2.94  \pm  0.19 $ &	$  82.0  \pm  3.4 $ &	1.8 & 96 \\
                      $2\mu2e$  & $  40.1  \pm  2.9 $ &	$  17.3  \pm  1.3 $ &	$  3.5  \pm  0.5 $ &	$  60.9  \pm  3.2 $ &	1.9 & 57 \\
                          $4e$  & $  35.3  \pm  2.6 $ &	$  15.0  \pm  1.5 $ &	$  2.73  \pm  0.33 $ &	$  53.0  \pm  3.1 $ &	2.0 & 42 \\
                         Total  & $  206  \pm  13 $ &	$  96  \pm  6 $ &	$  11.9  \pm  0.9 $ &	$  315  \pm  14 $ &	1.9 & 310 \\
\hline \hline
\end{tabular}
  \caption{The number of events expected and observed for a $m_{H} = 125\,\gev$ hypothesis for the
        four-lepton final states in a window of $115<m_{4\ell}<130\,\gev$, using the FSR-corrected $m_{4\ell}$.
        The columns show the number of expected signal events, 
        the number of expected irreducible and reducible background events,
        	the expected S/B ratio for each final state,
        and the number of observed events,
        for \lumi\ at $\sqrt{s} = 13\,\tev$.}
            \label{tab:yieldssb13tev_115130}
\end{table}
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  \begin{subfigure}[cb]{0.45\textwidth}
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  \includegraphics[width=\linewidth]{figures/results/m4lfsrZoom_4l.eps}
  \caption{}
  \label{fig:LowMassm4l}
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\qquad
  \begin{subfigure}[cb]{0.45\textwidth}
  \centering
\includegraphics[width=\linewidth]{figures/results/m4lfsr_4l.eps}
  \caption{}
  \label{fig:FullMass4l}
  \end{subfigure}
  \caption{FSR-corrected $m_{4\ell}$ distribution of the selected candidates, compared to the background expectation
        (\subref{fig:LowMassm4l}) in the low mass region and (\subref{fig:FullMass4l}) in the whole mass spectrum of the analysis. 
    \label{fig:finalMasses}}
\end{figure}
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    \begin{subfigure}[cb]{0.45\textwidth}
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  \includegraphics[width=\linewidth]{figures/results/m4lfsr_4mu.eps}
    \caption{}
  \label{fig:finalMassesSignalch0}
  \end{subfigure}
\qquad
    \begin{subfigure}[cb]{0.45\textwidth}
  \centering
  \includegraphics[width=\linewidth]{figures/results/m4lfsr_2mu2e.eps}
    \caption{}
  \label{fig:finalMassesSignalch1}
  \end{subfigure}\\
      \begin{subfigure}[cb]{0.45\textwidth}
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  \includegraphics[width=\linewidth]{figures/results/m4lfsr_2e2mu.eps}
    \caption{}
  \label{fig:finalMassesSignalch3}
  \end{subfigure}
\qquad
    \begin{subfigure}[cb]{0.45\textwidth}
  \centering
  \includegraphics[width=\linewidth]{figures/results/m4lfsr_4e.eps}
    \caption{}
  \label{fig:finalMassesSignalch2}
  \end{subfigure}

  \caption{FSR-corrected $m_{4\ell}$ distribution of the selected candidates for the
    different channels of the analysis, compared to the signal and background
    expectations in the region $80-170\,\GeV$: 
    (\subref{fig:finalMassesSignalch0}) $4\mu$,
    (\subref{fig:finalMassesSignalch1}) $2\mu2e$,
    (\subref{fig:finalMassesSignalch3}) $2e2\mu$,
    (\subref{fig:finalMassesSignalch2}) $4e$. The contribution of the
    reducible background is also shown separately.
    \label{fig:finalMassesSignalch}}
\end{figure}
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\chapter{Fiducial inclusive and differential cross section measurements in $H\to ZZ^{*}\to 4l$ decay channel}
\label{chap:DiffXS}
\minitoc

The measurements of the differential cross section of the Higgs boson in the \htollll decay channel plays a crucial role in studying possible deviations from the SM. This is due to the fact that the differential cross section can be expressed in terms of variables sensitive to possible Beyond Standard Model effects. In this analysis the Full Run 2 dataset of 139 \ifb has been used. 

The main goal of this analysis is to have a model-independent result to be more sensitive to possible deviations from the SM. The cross section measurement is then performed within a fiducial phase-space defined to mimic the selection described in Section \ref{sec:EvtSel} for the reconstruction of Higgs boson decays in the four lepton final state. The signal is extracted from a fit to the invariant mass distribution of the four lepton system.

The inclusive fiducial cross section measurement has been performed in different four lepton finale states: $4\mu$, $4e$, $2e2\mu$ and $2\mu2e$. The combination in all final states and the total cross section have been also measured.
The differential fiducial cross section measurements are performed on several variables of interest, which either describe the Higgs kinematics or are sensitive to the details of the Higgs boson production and double-differential cross section measurements are also presented. The variables used in the differential measurement are described in Section \ref{sec:VarDiff} and they are sensitive to different Higgs boson properties and to possible BSM effects in its couplings with the other SM particles. For example the decay angles of the four leptons and the angle in the transverse plane of the two leading jet are sensitive to the spin-CP properties of the Higgs boson. The transverse momentum spectrum is very important to test the theoretical cross section predictions and it is sensitive to the charm and bottom Yukawa couplings, and it is described in detail in Chapter \ref{chap:BSMInt}. The jet-related variables are sensitive to different production mechanisms and then to their theoretical model. The fiducial inclusive and differential cross section results are presented in Section \ref{sec:DiffXSres}. 
Further variables built to be sensitive to CP-odd effects have been studied in this thesis and the preliminary expected results are reported in Section \ref{sec:CPres}. 

\section{Analysis Strategy}

The total cross section is defined as:
\begin{equation}
  \label{eq:TotalCrossSection}
  \sigma^{\mathrm{tot}} = \frac{N_{s}}{\varepsilon_{\mathrm{tot}} \cdot BR\cdot \mathcal{L}_{\mathrm{int}}} \ ,
\end{equation}
where BR$=1.25\pm0.03\times10^{-4}$ \cite{Dittmaier:2011ti} is the branching ratio of the $H\to ZZ^{*}\to 4\ell$ final state, $N_{s}$ is the number of observed signal events, $\mathcal{L}_{\mathrm{int}}$ is the integrated luminosity, $\varepsilon_{\mathrm{tot}}$ is the efficiency for detecting signal, taking into account for trigger, reconstruction and identification efficiencies. This parameter is very model-dependent quantity since it takes into account events which are outside the detector acceptance. Then the total cross section is a measurement extrapolated to regions of phase space in which the detector has no sensitivity.

This model dependency can be removed factorising out the acceptance from the definition of the detector efficiency:
\begin{equation}
  \label{eq:TotEff}
  \varepsilon_{\mathrm{tot}} = \mathcal{A}\cdot \varepsilon_{\mathrm{fid}},
\end{equation} 
where $\mathcal{A}$ is the fiducial acceptance and $\varepsilon_{\mathrm{fid}}$ the fiducial efficiency.
In this way the fiducial cross section can be defined as:
\begin{equation}
  \label{eq:FiducialCrossSection}
  \sigma^{\mathrm{fid}} = \sigma^{\mathrm{tot}}\cdot\mathcal{A}\cdot BR = \frac{N_{s}}{\varepsilon_{\mathrm{fid}} \cdot \mathcal{L}_{\mathrm{int}}} \ .
\end{equation}
The fiducial phase space is defined closely to the selection cuts used in reconstruction of the Higgs boson decays to four lepton. 
The signal is unfolded at particle-level using the matrix inversion method. This method allows to correct for detector efficiency and resolution taking into account of migration effects between the bins of the distributions.

The cross sections in each bin of the differential distribution or in each final states for the inclusive analysis, are measured performing a binned fit to the $m_{4\ell}$ distribution to extract the number of signal events. The contribution of the non-resonant \ZZ background is estimated by introducing a floating \ZZ normalisation, which is fitted simultaneously with the signal in an extended mass window of $105 < m_{4\ell} < 160$~GeV.

%\textcolor{red}{Standalone chapter?}

Finally the possibility to perform a \VBF fiducial cross section measurements has been also studied. 
The key point of the measurement is to discriminate the \VBF-like events from the \ggF-like ones during the fit to extract the cross sections. The \ggF production represents a background source in this case and its contribution can be constrained from the data as it has been done for the \ZZ background by adding a floating \ggF normalisation. The fit is then performed on a variable build to distinguish all the three contributions: \VBF, \ggF and \ZZ. Tests on two different template variables have been performed and their results are presented in Section \ref{sec:UnVBF}.

\section{Fiducial Selection}
\label{sec:definitions}

The fiducial selection is defined to mirror the reconstruction event selection described in Section \ref{sec:EvtSel} in order to minimise the extrapolation outside of the detector acceptance. 

\paragraph{Particles selection}\mbox{}\\
Each event at truth-level simulation has a collection of finale states which are initially classified using the Particle Data Group Identification (PDGID)~\cite{Agashe:2014kda} numbering schemes stored in the High Energy Monte Carlo (HepMC) record~\cite{Dobbs:2001ck}, which traces the particle evolution throughout the simulation.

Truth lepton definitions can be divided into three categories based on how QED radiation effects are handled:
\begin{itemize}
\item \textit{Bare} leptons are the stable leptons after QED Final State Radiation (FSR).
\item \textit{Born} leptons are leptons before QED FSR.
\item \textit{Dressed} leptons are bare leptons in which the QED FSR recovery is mimicked, collecting all stable photons inside a cone or jet algorithm around the charged lepton.
\end{itemize}
The photons for clustering are required to be stable, not come from hadron and have to be within a $\Delta R$  of 0.1 from bare lepton.

In this analysis, dressed lepton have been used to describe the truth lepton kinematics. This represents a difference with respect to the reconstructed event selection in which the FSR correction is performed and it leads to a small non-overlap between the dressing and FSR correction, but only 0.8\% of events have an FSR with $\Delta R > 0.1$ and only 0.003\% of events migrate in or out of our signal mass window due to FSR correction in the non-overlapping region.

\begin{itemize}
\item \textbf{Electrons.} Electrons ($e$) are required to have $\pt^{e} > 5$ GeV, $\left|\eta^{e}\right|<2.7$ and to originate from $Z$ and $W$ decays (not from hadron decays).
  
\item \textbf{Muons.} The construction of muons ($\mu$) is similar to electrons with the exception of the kinematic and geometric cuts: $\pt^{\mu} > 5$ GeV, $\left|\eta^{\mu}\right|<2.7$. 
  
\item \textbf{Jets.} Particle-level jets ($j$) are reconstructed from final states neutral and charged particles excluding those originating from the Higgs and leptonic vector boson decays. Stable particles are clustered using the anti-$k_{\mathrm{t}}$ algorithm~\cite{Cacciari:2008gp} with radius parameter $R=0.4$. Each jet is required  to have $\pt($j$)> 30$ GeV and $|y(j)|<4.4$ and they are removed if they are within a cone of size $\Delta R<0.1$ of any truth electron or muon. A fiducial jet is labelled as a $b$-jet if there is a $b$-hadron within a cone around the jet axis of radius $\Delta R = 0.3$ with a transverse momentum greater than 5~GeV.
\end{itemize}

\paragraph{Higgs candidate}\mbox{}\\
 Once the particles are defined, the final quadruplet have to be defined. Only stable particles are considered in the formation of the fiducial volume and some fiducial selection requirements are in common with the reconstructed event selection:

\begin{itemize}
\item two pairs of same flavour opposite sign (SFOS) truth lepton;
\item the leading pair as the SFOS lepton pair with invariant mass closest to the PDG $Z$ mass ($m_{Z}$) and the subleading pair as the second SFOS lepton pair with invariant mass closest to the $m_{Z}$;
\item the three leading leptons are required to have $\pt^{\ell} > $20, 15, 10 GeV respectively; 
\item the leading pair invariant mass must be $50 <m_{12}< 106$ GeV;
\item the subleading pair invariant mass must be $12 <m_{34}< 106$ GeV (different from reconstructed event selection in with the lower threshold is $m_{4\ell}$-dependent);
\item the event is removed if $m_{\ell_{i}, \ell_{j}} \leq 5$ GeV ($J/\psi$ veto);
\item the quadruplet is required to have $105 < m_{4\ell} < 160$ GeV. 
\end{itemize}

The mass window cut has been defined to optimise the \ZZ background estimation. In cases where multiple Higgs candidates can be formed, the best candidate is selected using a matrix element based method, as is done in the event selection described in Section \ref{sec:EvtSel}. This method reduce the possibility of a "lepton mispairing" due to additional lepton in the final states which characterise the \VH or \ttH production signatures. The fiducial region selection is summarised in Tab.~\ref{tab:FiducialRegion}. 

	\begin{table}[th]
	\centering
	\caption{List of event selection requirements which define the fiducial phase space for the cross-section measurement. SFOC lepton pairs are same-flavour 
	opposite-charge lepton pairs. \label{tab:FiducialRegion}}
	\vspace{0.2cm}
	\begin{tabular}{ll}
	\hline\hline
	\multicolumn{2}{c}{\textbf{Leptons and jets}} \\
	\hline
	Leptons & $\pt>5$ \GeV, $|\eta|<2.7$  \\
	Jets &  \pt~$>$ 30 \gev, $|y|<$ \,4.4 \\
	\hline
	\multicolumn{2}{c}{\textbf{Lepton selection and pairing}} \\
	\hline
	Lepton kinematics & $\pt > 20, 15, 10 $ \GeV  \\
	Leading pair ($m_{12}$) & SFOC lepton pair with smallest $|m_Z-m_{\ell\ell}|$  \\
	Subleading pair ($m_{34}$) & remaining SFOC lepton pair with  smallest $|m_Z-m_{\ell\ell}|$  \\
	\hline
	\multicolumn{2}{c}{\textbf{Event selection (at most one quadruplet per event)}} \\
	\hline
	Mass requirements & 50 \GeV$ < m_{12} < 106$ \GeV \, and  12 \GeV $< m_{34} < 115$ \GeV  \\
	Lepton separation & $\Delta R(\ell_{i},\ell_{j}) > 0.1$ \\
	Lepton/Jet separation & $\Delta R(\ell_{i}, \textrm{jet}) > 0.1$ \\
	$J/\psi$~veto & $m(\ell_{i},\ell_{j}) > 5$ \GeV \,  for all SFOC lepton pairs  \\
	Mass window &  105~\GeV $< m_{4\ell} < 160 $ \GeV  \\
	If extra lepton with $\pt>12$ GeV&  Quadruplet with  largest matrix element value \\ 
	\hline\hline
	\end{tabular}
	
	\end{table}

\section{Variable Definitions}
\label{sec:VarDiff}
The \htollll decay channel is a very interesting channel to perform study of the Higgs couplings due to the fact that the reconstructed events contain the full kinematic information of the Higgs since all four leptons can be measured. The Higgs four-vectors can be used to calculate the differential cross section of the Higgs as a function of any variable of interest. The Higgs production properties can also be investigated with differential cross section measurement in the variables related to jets present in the final states. 

\subsection{Higgs boson kinematic variables}
The kinematics of the Higgs particle in a $pp$ collision can be described by the transverse momentum $p_{T}$, azimuthal direction $\Phi_{H}$, and rapidity $y$. The decay to four leptons is described by the invariant mass of the leading lepton pair $m_{12}$, the invariant mass of the subleading lepton pair $m_{34}$, and five decay angles ($\Phi_{H}$, $\Phi_{1}$, $\theta^{*}$, $\theta_{1}$, $\theta_{2}$) between the leptons as shown in Figure \ref{fig:SpinAngles}. The angular variable definitions can be found in \cite{Bolognesi:2012mm}.

\begin{figure}[!h]
  \centering
  \includegraphics[width=0.4\textwidth]{figures/differential/spinDiagram}
  \caption{Diagram of decay angles for the $H\to 4\ell$ decay.}
  \label{fig:SpinAngles}
\end{figure}

This analysis measures the differential cross sections of:
\begin{itemize}
\item $p_{T}^{4\ell}$, $|y_{4\ell}|$: transverse momentum and rapidity of the four-lepton system;
\item $m_{12}$, $m_{34}$: invariant mass of the leading and subleading lepton pair;
\item $|\cos(\theta^{*})|$: magnitude of the cosine of the decay angle of the leading lepton pair in the four-lepton rest frame relative to the beam axis;
\item $\cos(\theta_{1})$, $\cos(\theta_{2})$: production angles of the anti-leptons from the two $Z$ bosons, where the angle is relative to the $Z$ vector;
\item $\phi$, $\phi_1$: two azimuthal angles between the three planes constructed from the $Z$ boson and leptons in the Higgs rest frame.
\end{itemize}

The Higgs boson differential transverse momentum cross section is of particular interest as the theoretical cross section predictions have been studied extensively (see e.g. \cite{Bozzi:2005wk,deFlorian:2011xf,deFlorian:2012mx,Grazzini:2013mca}).
In particular, the treatment of the top and bottom quark masses in the calculation of the \ggF production mode cross section can lead to order 10\% differences in the differential transverse momentum cross section \cite{Grazzini:2013mca, deFlorian:2012mx}. The rapidity of the Higgs is a measure of the relativistic angle between the $x-y$ plane in the ATLAS coordinate and the direction of the emitted Higgs and it can be used as constraint of the gluon Parton Distribution Function in the \ggF production at high parton momentum fraction. The invariant mass of the leading and subleading lepton pair are sensitive to higher order electroweak (EW) corrections to the Higgs boson decay, and to BSM contributions. These two variable and the angular variables $\cos(\theta_{1})$, $\cos(\theta_{2})$, $\phi$, and $\phi_1$ are investigated due to their sensitivity to the spin and parity of the Higgs, as well as to the same-flavour pair final state interference and EW corrections.

In addition to the single observables listed, the observable $m_{12}$ vs.\ $m_{34}$ is built to perform a double differential cross section measurement. This 2D variable captures the correlations between the leading and subleading lepton pair invariant mass. In a BSM Effective Field Theory framework, such as the Pseudo-Observable one described in Section \ref{subsec:POtheo}, with extra contact couplings between the Higgs and the final lepton pairs that modifies the $HZZ$ vertex, $m_{12}$ vs.\ $m_{34}$ would be more sensitive than $m_{12}$ or $m_{34}$ on their own since their contact term affects both distributions. 

\subsection{Jet-related variables}
The measurement of the jet related variables probes both QCD radiation effects and contributions from the various production modes of the Higgs boson. 

In this analysis differential cross sections have been measured in:
\begin{itemize}
\item $N_{\mathrm{jets}}$, $N_{\mathrm{b-jets}}$: jet and $b$-jet multiplicity;
\item  $p_{T}^{\mathrm{lead.\;jet}}$, $p_{T}^{\mathrm{sublead.\;jet}}$: transverse momentum of the leading and subleading jet, for events with at least one and two jets respectively. The leading jet refers to the jet with the highest \pt in the event, while the subleading refers to the jet with the second-highest \pt;
\item $m_{jj}$, $|\Delta\eta_{jj}|$ and $\Delta\phi_{jj}$: invariant mass, difference in pseudorapidity and signed difference in $\phi$ of the leading and subleading jets for events with at least two jets, defined as:
\begin{equation}
\Delta\phi_{jj} =
\begin{cases}
 \phi_{j1} - \phi_{j2}, & \text{if } \eta_{j1} > \eta_{j2} \\
\phi_{j2} - \phi_{j1}, & \text{if } \eta_{j2} > \eta_{j1} \\
\Delta\phi_{jj} + 2\pi, & \text{if } \Delta\phi_{jj} < 0 
\end{cases}
\end{equation}
\end{itemize}

The jet multiplicity is sensitive to different production mechanisms given that the fraction of events coming from non-\ggF production modes increases with jet multiplicity due to the presence of hadronic decays of the particles produced in association with the Higgs boson. It also provides sensitivity to the theoretical modelling of high-$p_T$ quark and gluon emission. The transverse momentum of the jets directly probes the quark and gluon radiation. The invariant mass of the two leading jets is also sensitive to the production mechanisms of the Higgs boson. The $\Delta\phi_{jj}$ variable is sensitive to spin-CP effects in the $HZZ$ production vertex in case of \VBF or \VH production mode.

Additional variables which combine the properties related to the kinematics of the Higgs boson and the jets have been considered for the differential measurements:
\begin{itemize}
\item $m_{4\ell j}$, $p_{T4\ell j}$: transverse momentum and invariant mass of the four-lepton system and leading jet, for events with at least one jet;
\item $m_{4\ell jj}$, $p_{T4\ell jj}$: transverse momentum and invariant mass of the four-lepton system and leading and subleading jets, for events with at least two jets.
\end{itemize}

The $4\ell + 1j$ observables are sensitive to resummation effects: $p_{T4\ell j}$ is a "1/2-jet resolution variable" that probes the second emission in Higgs+1 jet events. The $4\ell + 2j$ observables are instead sensitive to additional jet activity in the events: $p_{T4\ell jj}$ is a proxy for events with $\ge$ 3 jets, in particular of the third jet $p_T$, instead $m_{4\ell jj}$ provides the energy scale of the Higgs+2 jet process.

In addition to the single observables listed, the following double differential observables are built using variables defined below: \ptH~vs.\ \njets, \ptH~vs.\ \ljpt, \ptH~vs.\ \ptHj, \ptH~vs.\ $|y_{4\ell}|$, \ptHj\ vs.\ $m_{4\ell j}$, \ljpt~vs.\ \sjpt, and \ljpt~vs.\ \ljy\ (where \ljy| is the rapidity of the leading jet). These variables probes the effects of QCD resummation.

\subsection{CP-odd sensitive variables}
\label{subsec:CPprodDec}
Several theories Beyond Standard Model require an extended Higgs sector featuring several neutral Higgs boson of both even and odd CP-parity. The search of CP-violation in the \htollll decay channel can be performed, by looking for an anomalous CP-odd coupling in the $HZZ$ decay vertex as well as in the \VBF and \VH production vertex (Figure \ref{fig:HVVCP}). For this reason, observables sensitive to this effects have been defined. 

\begin{figure}[!h]
  \centering
  \includegraphics[width=0.25\textwidth]{figures/Variables/Feynman_HVV_HC}\quad
  \includegraphics[width=0.25\textwidth]{figures/Variables/Feynman_VBF_HC}\quad
  \includegraphics[width=0.25\textwidth]{figures/Variables/Feynman_VH_HC}\\
  \caption{Feynman Diagram of the $HZZ$ Higgs decay and \VBF and \VH Higgs production with effective $HVV$ vertex.}
  \label{fig:HVVCP}
\end{figure}

\paragraph{Asymmetric CP angular observables \cite{Belyaev:2015xwa}.} One possibility to study CP violation is through angular-function asymmetries arising in case of CP violation effect. Six observable angular-functions can be defined:

\begin{equation}
O_1 = \frac{ (\vec{p}_{2Z}-\vec{p}_{1Z}) \cdot  (\vec{p}_{3H}+\vec{p}_{4H}) }{|\vec{p}_{2Z}-\vec{p}_{1Z}||\vec{p}_{3H}+\vec{p}_{4H}|} \equiv \cos\theta_1
\end{equation}
\begin{equation}
O_2 = \frac{ (\vec{p}_{2Z}-\vec{p}_{1Z}) \cdot  (\vec{p}_{3H}\times\vec{p}_{4H}) }{|\vec{p}_{2Z}-\vec{p}_{1Z}||\vec{p}_{3H}\times\vec{p}_{4H}|} \equiv -\sin\phi \cos\theta_1
\end{equation}
\begin{equation}
O_3=O_1 O_{3a} O_{3b} \equiv \cos\theta_1 \sin\theta_2 \cos\theta_2 \sin\phi
\end{equation}
\begin{equation}
\mbox{where:} \quad O_{3a} = \frac{ (\vec{p}_{4Z}-\vec{p}_{3Z}) \cdot  (\vec{p}_{1H}\times\vec{p}_{2H}) }{|\vec{p}_{4Z}-\vec{p}_{3Z}||\vec{p}_{1H}\times\vec{p}_{2H}|} \quad \mbox{and} \quad  O_{3b} = \frac{ (\vec{p}_{3Z}-\vec{p}_{4Z}) \cdot  (\vec{p}_{1H}+\vec{p}_{2H}) }{|\vec{p}_{3Z}-\vec{p}_{4Z}||\vec{p}_{1H}+\vec{p}_{2H}|} 
\end{equation}
\begin{equation}
O_4 = \frac{ [(\vec{p}_{3H}\times\vec{p}_{4H}) \cdot \vec{p}_{1H}][ (\vec{p}_{3H}\times\vec{p}_{4H}) \cdot  (\vec{p}_{1H}\times\vec{p}_{2H}) }{|\vec{p}_{3H}+\vec{p}_{4H}|^2 |\vec{p}_{1H}+\vec{p}_{2H}||\vec{p}_{3Z}-\vec{p}_{4Z}|^2 |\vec{p}_{1Z}-\vec{p}_{2Z}|/16} \equiv \sin^2\theta_1 \sin^2\theta_2 \sin\phi \cos\phi
\end{equation}
\begin{equation}
O_5 = \frac{ [(\vec{p}_{4H}\times\vec{p}_{3H}) \cdot \vec{p}_{1H}][ (\vec{p}_{1Z}-\vec{p}_{2Z}) \cdot  \vec{p}_{3Z} ]}{|\vec{p}_{3H}+\vec{p}_{4H}||\vec{p}_{3Z}-\vec{p}_{4Z}|^2|\vec{p}_{1Z}-\vec{p}_{2Z}|^2/8} \equiv \sin\theta_1 \sin\theta_2 \sin\phi [\sin\theta_1 \sin\theta_2\cos\phi-\cos\theta_1 \cos\theta_2]
\end{equation}
\begin{equation}
O_6 = \frac{ [(\vec{p}_{1Z}-\vec{p}_{2Z}) \cdot  (\vec{p}_{3H}+\vec{p}_{4H})][ (\vec{p}_{3H}\times\vec{p}_{4H}) \cdot \vec{p}_{1H}}{|\vec{p}_{1Z}-\vec{p}_{2Z}|^2|\vec{p}_{3H}+\vec{p}_{4H}|^2|\vec{p}_{3Z}-\vec{p}_{4Z}|/4} \equiv \sin\theta_1  \cos\theta_1 \sin\theta_2 \sin\phi
\end{equation}

Here $\vec{p}_{i}$, $i$=1,2,3,4 are the 3-moments of the final state leptons in the order $\ell_1\bar{\ell_1}\ell_2\bar{\ell_2}$. The subscripts $Z$ and $H$ denote that the corresponding 3-vector is taken in the $Z$ or in the Higgs boson rest frames. 
Figure \ref{fig:CPBSM} shows the shape modification in presence of CP-odd coupling at the \VBF vertex for the $O_2$ and $O_5$.

\begin{figure}[!hptb]
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\begin{subfigure}[c]{0.35\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Variables/cp2_tCzaScan_BSM}
\caption{$O_2$ with CP-odd \tCza = $\pm$ 2}
\label{fig:CP2BSM}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.35\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Variables/cp5_tCzzScan_BSM}
\caption{$O_5$ with CP-odd \tCzz = $\pm$ 5}
\label{fig:CP5BSM}
\end{subfigure}\\
\caption{Shape modification in presence of CP-odd coupling at the \VBF vertex for the $O_2$ (\protect{\subref{fig:CP2BSM}}) and $O_5$ (\protect{\subref{fig:CP5BSM}}).}
\label{fig:CPBSM}
\end{figure}

\paragraph{Optimal Observables (\OO) \cite{Aad:2016nal}.} The lepton and jets variables alone could be not sensitive at very low values of BSM couplings. Instead the matrix element of a physics process contains all the kinematic information of an event. For this reason, a Matrix Element (ME) based observable should provide maximal information for a process, combining all low-level quantities (lepton and jets kinematics) into a higher-level observable.

Starting from the matrix element of the Higgs boson interaction as sum of CP-even contribution from SM and a BSM CP-odd contribution, the squared amplitude can be computed (which is the only physical observable quantity):
\begin{equation}
\mathcal{M}_{\mathrm{Mix}}(\boldsymbol{c}) = \mathcal{M}_{\mathrm{SM}} + \mathcal{M}_{\mathrm{BSM}}(\boldsymbol{c}) \ \Longrightarrow \ |\mathcal{M}_{\mathrm{Mix}}(\boldsymbol{c})|^2 = |\mathcal{M}_{\mathrm{SM}}|^2 + 2\Re( \mathcal{M}_{\mathrm{SM}}\mathcal{M}^{*}_{\mathrm{BSM}}(\boldsymbol{c}) )+ |\mathcal{M}_{\mathrm{BSM}}(\boldsymbol{c})|^2 
\end{equation}
where $\boldsymbol{c}$ is the CP-odd couplings which parametrises a BSM hypothesis under which the matrix elements are computed. It is possible to define several observables built on the ratios of the matrix element. The Optimal Observable of first order in the BSM amplitude is defined as the ratio of the interference term $2\Re( \mathcal{M}_{\mathrm{SM}}\mathcal{M}^{*}_{\mathrm{BSM}}(\boldsymbol{c}) )$ and the squared amplitude of the SM process:

\begin{equation}
 \ensuremath{\mathcal{OO}}_1(\boldsymbol{c}) = \frac{|\mathcal{M}_{\mathrm{Mix}}(\boldsymbol{c})|^2  - |\mathcal{M}_{\mathrm{SM}}|^2 - |\mathcal{M}_{\mathrm{BSM}}(\boldsymbol{c})|^2}{|\mathcal{M}_{\mathrm{SM}}|^2}
 \end{equation}
 
 The distribution of this observable has the interesting property of being symmetric for a Standard Model - like events and asymmetric if a CP-odd contribution is present. 
 A second observable can be defined as the second order in BSM amplitude Optimal Observable. It is defined as the ratio of the pure BSM contribution matrix element and the SM one:
 
 \begin{equation}
\ensuremath{\mathcal{OO}}_2(\boldsymbol{c}) = \frac{|\mathcal{M}_{\mathrm{BSM}}(\boldsymbol{c})|^2}{|\mathcal{M}_{\mathrm{SM}}|^2}
 \end{equation}
 This observable does not have an asymmetry in case of CP-odd contributions. Its results are less sensitive given that it is not able to distinguish between CP-even and CP-odd contributions. However, it brings additional information regarding the magnitude of the coupling.
 
Furthermore, two different Optimal Observable of the first and second order can be defined, based on which process we are computing the BSM matrix element, namely which is the $HVV$ vertex under investigation. If the BSM coupling is probed in the \VBF vertex we are defining the \textit{production only} ME and then a production only \OO, denoted as \OOjj for the first order. If the BSM coupling is probed in the $H\to4\ell$ decay vertex we are defining the \textit{decay only} ME and then a decay only \OO, denoted as \OOllll for the first order. Figure \ref{fig:OOBSM} shows an example of the distribution of the first order production only Optimal Observable \OOjjtCzz, where \tCzz represents one of the CP-odd coupling constant in the \textit{Higgs basis}, described in Section \ref{subsec:EFTtheo}, which is zero in the SM. It can be seen that for different CP-odd coupling values the \OOjj shape becomes asymmetric. 
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\includegraphics[width=\textwidth]{figures/Variables/OO1_jj_tCzz1_tCzzScan_BSM_plus}
\caption{\OOjjtCzz with CP-odd \tCzz = +1,+2,+5}
\label{fig:OOBSMplus}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.35\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Variables/OO1_jj_tCzz1_tCzzScan_BSM_minus}
\caption{\OOjjtCzz with CP-odd \tCzz = -1,-2,-5}
\label{fig:OOBSMminus}
\end{subfigure}\\
\caption{Shape modification in presence of CP-odd coupling at the \VBF vertex for the \OOjjtCzz.}
\label{fig:OOBSM}
\end{figure}
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\section{Signal Extraction and Unfolding}

The number of signal events is extracted performing a fit on the $m_{4\ell}$ distribution in a mass window $105<m_{4\ell}<160$ GeV, constraining the \ZZ background normalisation from data. The unfolding procedure is described in this section together with the definitions of the main factors needed to unfold the observable distributions as the acceptance, detector response matrix and the fiducial leakage. Finally, the profile likelihood method used to extract the cross sections from the observed events is described.

\subsection{Fiducial definitions and Unfolding}

\subsubsection{Fiducial factors}

In the previous section, the fiducial selection has been described. Then several quantities in the fiducial phase space have to be defined to perform the fiducial cross section measurement, such as the acceptance, the efficiency and the fiducial leakage. These factors are defined in the following section and their behaviour for different production mode and their combination has been investigated in all the four final states and in the inclusive one. 

\paragraph{Fiducial acceptance}\mbox{}\\
The fiducial acceptance is defined as the ratio between the events which pass the fiducial selection $N_{\mathrm{Fid}}$ and the total number of generated events, $N_{\mathrm{Tot}}$:
\begin{equation}
  \label{eq:acceptance}
  \mathcal{A} = \frac{N_{\mathrm{Fid}}}{N_{\mathrm{Tot}}}\;.
\end{equation}
The fiducial selection of the phase space is performed to minimise the extrapolation outside of the detector acceptance. It selects the objects and the events based on the quantities measurable experimentally and on the reconstruction level selection explained in Section \ref{sec:EvtSel}. The acceptance must be estimated from simulation given that is not possible to measure it from data, introducing a model dependence in the cross section measurement. Figure \ref{fig:aFIncl} shows the acceptance for different production modes in the four final states. The acceptance values between the different final states are very close and they are within 10\% for all the Higgs production modes. In particular, for the \ttH+$tH$ production the fiducial acceptance is higher than the other production modes due to the fact that this mechanism has a larger lepton multiplicity . This results in a combinatorially increasing number of possible pairings, leading to an higher efficiency for the $m_{12}$ and $m_{34}$ requirements and then to a larger fiducial acceptance. 

\begin{figure}[!h]
  \centering
  \includegraphics[width=0.45\textwidth]{figures/fiducial/aF_110.pdf}
\caption{Comparison of the acceptance at $m_H =125 $ GeV using the dressed truth lepton definition in the mass range $105<m_{4\ell}<160$ GeV for different production mode in the four final states.}
\label{fig:aFIncl}
\end{figure}

\paragraph{Fiducial efficiency: correction factor}\mbox{}\\
The detector fiducial efficiency is defined as the number of reconstructed events divided by the number of fiducial events:
 \begin{equation}
  \label{eq:corrFac}
  \varepsilon_{\mathrm{fid}} = \frac{N_{\mathrm{Reco}}}{N_{\mathrm{Fid}}}\;.
\end{equation}
and it is also called \textit{correction factor}. It can be seen from Figure \ref{fig:cFIncl} that the detector efficiency is significantly higher in the 4$\mu$ channel due to the higher reconstruction efficiency for muons. The reduced detector correction factor in \ttH+$tH$ is the result of a decreased reconstruction efficiency due to the lepton isolation requirements. The reconstructed leptons are less isolated because of the presence of the additional jets (from top decays) within the event and no isolation requirements are imposed at particle-level.

\begin{figure}[!h]
  \centering
  \includegraphics[width=0.45\textwidth]{figures/fiducial/cF_110}
\caption{Comparing the fiducial efficiency at $m_H =125 $ GeV using the dressed truth lepton definition in the mass range $105<m_{4\ell}<160$ GeV for different production mode in the four final states.}
\label{fig:cFIncl}
\end{figure}

\paragraph{Fiducial leakage: non-fiducial factor}\mbox{}\\
Ideally the reconstructed events should be a subset of the fiducial events, but it is not true due to the fact that there are some events which are not in the fiducial region at particle level, but they are reconstructed inside anyway. This will cause a migration effects at the edge of the fiducial region. 

It is important to take into account of the fraction of the events which are outside the fiducial region but they are reconstructed within the signal region. They represents events produced by signal process, but they should be considered as background given that they are outside the fiducial region. This quantity is called \textit{non-fiducial factor} $f_{\mathrm{nonfid}}$, defined as follows: 
 
 \begin{equation}
  \label{eq:leakage}
  f_{\mathrm{nonfid}} = \frac{N_{\mathrm{reco}}-N_{\mathrm{reco \& fid}}}{N_{\mathrm{reco}}}\;.
\end{equation}

This contribution is expected to be of the order of 1-2\% for all the production mode, as show in Figure \ref{fig:nFidIncl}. The \VH and \ttH production have a larger leakage due to the increased lepton multiplicity in their final states when the leptonic decay of the vector boson associated or of $W$ boson from top quark decay are considered. 

 \begin{figure}[!h]
  \centering
  \includegraphics[width=0.45\textwidth]{figures/fiducial/fNonFid_110}
\caption{Comparing the fiducial leakage at $m_H =125 $ GeV using the dressed truth lepton definition in the mass range $105<m_{4\ell}<160$ GeV for different production mode in the four final states.}
\label{fig:nFidIncl}
\end{figure}


\subsubsection{Unfolding}

When we need to measure a quantity $x$ , we actually measure a related quantity $y$. For example, we are able to measure the transverse momentum of the 4-lepton system \ptH, which is related to the Higgs boson momentum $p_T^H$, that we are not able to measure directly. Then an unfolding method is needed to extract the information at particle level (also referred as \textit{truth} level) from a distribution at reconstruction level, which corrects for detector effects and for the transformation from a quantity $y$ to a quantity $x$.

For this analysis, the \textit{detector response matrix} has been used as unfolding method, based on a binning scheme. The detector response matrix $\epsilon_{i,j}$ is defined as the number of reconstructed events in a bin $i$ that can be matched to a truth event in bin $j$, normalised to the number of truth events in bin $j$. It represents the probability for an event with a given true value of some observable, categorised in a given truth bin, to be reconstructed with a different value, which is categorised in a different reconstructed event bin. The matrix is represented as follow:
\begin{itemize}
\item Y-axis = $x_{\mathrm{truth}}$ and X-axis = $x_{\mathrm{reco}}$;
\item for each truth bin, the percentage of the reconstructed events in the corresponding reconstructed event bin is reported;
\end{itemize}

The response matrix encodes the information about the correlation in the migration between bins and also the reconstruction efficiency. This reconstruction efficiency has a different definition with respect to the fiducial efficiency explained in the previous section. This is due to the fact that in this case we are considering \textit{only} the reconstructed events which match with a truth event passing the fiducial selection. Then this efficiency is not taking into account the fiducial leakage, which must be estimated separately. 

The migration between different bins can be investigated defining the \textit{migration matrix}, in which the elements are not normalised to the total number of truth events, but just to the number of truth events that match with reconstructed events.

The matrix unfolding method take into account of the detector effects only, but as it is estimated from simulation, then it assumes a model of the signal composition for each production mode. The kinematics of various production modes, as the two forward jets well separated in rapidity characteristic of the \VBF production, can cause events to fall in and out of the fiducial volume. This has an impact of the response matrix and then it can introduce a bias when the matrix is used to unfold the data. 

Another limitation of this approach happens if the matrix is ill-conditioned. It means that is characterised by a large condition number, which is defined as the ratio between the maximum and the minimum singular values of the matrix. If the condition number is close to 1, the matrix is considered well-conditioned. The ill-conditioning of the matrix can lead to possible amplification of small fluctuations in the data. For this reason the condition numbers of the matrices for all the variables has been computed and they resulting numbers are all below 2.5, then the matrices are considered well-conditioned and will not be largely affected by small fluctuations.

\paragraph{Alternative unfolding method: bin-by-bin correction factor}\mbox{}\\
%The unfolding method based on the matrix inversion leads also to an enhancement of the statistical uncertainty. For this reason 
In the previous round of the fiducial cross section analysis in the $H\to ZZ^*\to 4\ell$ decay channel with lower statistics (20.3 \ifb during Run 1 and 36.1 \ifb during early Run 2) another unfolding method has been used: \textit{bin-by-bin correction factor} $\mathcal{C}_{i}$.

In this approach the reconstructed events are unfolded using the correction factor, which has been defined previously as the fiducial efficiency, computed in each bin $i$ of the distribution, defined as:
\begin{equation}
\mathcal{C}_{i} =  \frac{N^{i}_{\mathrm{Reco}}}{N^{i}_{\mathrm{Fid}}}\;.
\end{equation}

This unfolding method does not take into account of the migrations between the bins of the distribution due to detector effects. This effect can be neglected in a regime in which the statistical uncertainty is much higher than the systematics. Indeed this method is known to introduce a systematic bias into the measurement because the correction factors are derived from the signal simulation, which may or may not reproduce the true underlying distributions. This bias can be quantified as \cite{Cowan:2002in}:
\begin{equation}
  \label{eq:bbinlimi1}
  <\delta\mu_i> = s_i \times \left (\left(\frac{\mu_i}{s_i}\right)_{\mathrm{Model}} -
  \left(\frac{\mu_i}{s_i}\right)_{\mathrm{Truth}}\right),
\end{equation}
where $\mu_i$ is the number of true events, $s_i$ is the number of reconstructed signal events, and $<\delta\mu_i>$ is the average bias in the $i$-th bin. This bias can be difficult to estimate as it depends on the difference between the truth and the model, which is not known \emph{a priori}. However, it can also be shown that the bias is proportional to the off-diagonal terms of the response matrix, $\epsilon_{ij}$:
\begin{equation}
  \label{eq:bbinlimi2}
  <\delta\mu_i> = s_i \times \sum\limits_{i\neq j}
  \epsilon_{ij}^{-1} \left( \left(\frac{s_j}{s_i}\right)_{\mathrm{Model}} - \left(\frac{s_j}{s_i}\right)_{\mathrm{Truth}}\right).
\end{equation}
given that $\mu_i = \sum\limits_{j} \epsilon_{ij}^{-1} s_j$ and when $j=i$ the parenthesis in Equation \ref{eq:bbinlimi2} becomes zero. 
Therefore, the size of this bias goes to zero as the response matrix becomes diagonal that correspond to a small  bin-to-bin migrations.

\subsubsection{Unfolding Bias Studies} 
\label{subsec:bias}
\paragraph{Bias test with Pseudo-data}\mbox{}\\
The unfolding bias on the differential measurement can be estimated performing a test with toys for each bin of the variable distribution. Each pseudo experiment is generated with true cross section value varied in a range corresponding to the expected uncertainty of the unfolded measurement of the tested bin. 
Then the reco-level pseudo dataset is obtained by folding the truth-level distribution of the generated dataset, taking into account of the detector effects using the migration matrix. The fit on the pseudo dataset in the given bin is performed using the matrix unfolding method to estimate the corresponding cross section. 

In this way, for each toy a relative bias can be defined as the difference between the estimated cross section from the fit and the true cross section value. Generating 10000 toys for each bin, the result is a mean relative bias, which can be reported as function of the true cross section. Figures \ref{fig:BiasToy} show the biases computed for \ptH, \njets, \Oone and \OOjjtCzz distributions with two unfolding methods: matrix inversion and bin-by-bin correction factor. The biases result very small for the matrix unfolding method. In case of a jet variable, as the number of jets or the Optimal Observable, the bin-by-bin unfolding method show larger biases overall, due to the large migrations between the bins. In all the cases, the biases are comparable with the statistical uncertainties.
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\includegraphics[width=\textwidth]{figures/bias/ccShapePtfix.pdf}
\caption{Bias with toys \ptH}
\label{fig:BiasPt}
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\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figures/bias/ccShapeNjetfix.pdf}
\caption{Bias with toys \njets}
\label{fig:BiasNjet}
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\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figures/bias/ccShapeCP1fix.pdf}
\caption{Bias with toys \Oone}
\label{fig:BiasCP1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/bias/ccShapeOOfix.pdf}
\caption{Bias with toys \OOjjtCzz}
\label{fig:BiasOO}
\end{subfigure}
  \caption{Mean cross section bias, as obtained from pseudo experiments tests on samples with different true cross section, as a function of the true cross section for each bin of the variable (\protect\subref{fig:BiasPt}) \ptH ,  (\protect\subref{fig:BiasNjet}) \njets ,(\protect\subref{fig:BiasCP1}) \Oone  and (\protect\subref{fig:BiasOO}) \OOjjtCzz. The black and red continuous (dotted) lines show cross section bias for the matrix and bin-by-bin unfolding methods when the truth cross-section is varied within the +1 (-1) sigma expected statistical uncertainty, respectively. The shaded areas show the median statistical uncertainty as obtained from ensemble tests with the true cross section (SM) equal to that used to derive the correction factors and matrices.}
  \label{fig:BiasToy}
\end{figure}

\paragraph{Unfolding BSM MC data}\mbox{}\\
Another bias test which can be performed is to evaluate the limit of unfolding procedure validity in case of data with BSM behaviour.
The idea is to generate simulated BSM data distribution and unfold them with the nominal SM response matrix, and compare this results with the expected BSM cross sections.

The BSM contribution is given by the introduction of a CP-odd anomalous coupling in the \VBF vertex production. The simulated data are generated with LHCXSWG production mode cross section predictions for the \ggF, \VH, \ttH and \bbH production and with BSM \VBF cross section predictions from Madgraph5\_aMC@NLO SMEFT samples for different BSM coupling values. 

This test has been performed on the Optimal Observable \OOjjtCzz, which is sensitive to CP-odd effects in the \VBF vertex. The simulated data have been generated for different coupling values \tCzz: $\pm 1, \pm 2 , \pm 5$. Figure \ref{fig:prefitBSM} shows the pre-fit distribution of the BSM simulated data for two different coupling values \tCzz =+1 and \tCzz =+5, compared with the SM expectation. In this test, just the \qqZZ background has been considered as background process. 

The unfolded results are shown in Figure \ref{fig:BSMunfold}, in which the \textit{Fit} points represent the BSM simulated data unfolded using SM input response matrices, and the \textit{Expected} are the expected fiducial BSM cross sections values. On the bottom panel, the ratio between the fit and the expected cross sections is reported. The behaviour is symmetric for the positive and negative value of the coupling, as expected due to the features of the \OOjj variable. The results show that the discrepancy between the expected and fit cross sections is within the relative uncertainty on the measurements. The extreme case of \tCzz $=\pm 5$ there is a discrepancy between the cross sections of the order of 20-22\% despite a relative uncertainty of 15-19 \% on the measurement.%, as shown also in Table \ref{tab:BSMunfold}.

Looking to the expected limits on the values of \tCzz from the analyses described in the next chapter in Section \ref{sec:CPInt}, at the 95\% CL, they are close to $\pm$ 2, then the unfolding procedure is reliable inside the expected limits of an anomalous CP-odd coupling. 

\vspace{3cm}
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\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/shape_OO1_jjtCzz_expected_prefit_tCzzp1}
\caption{MC data \tCzz=+1}
\label{fig:prefitBSM1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/shape_OO1_jjtCzz_expected_prefit_tCzzp5}
\caption{MC data \tCzz=+5}
\label{fig:prefitBSM5}
\end{subfigure}
\caption{The SM expected distributions of the \OOjjtCzz in the range $105<m_{4\ell}<160$~GeV compared with the BSM simulated data (black dots) for coupling value of (\protect\subref{fig:prefitBSM1}) \tCzz = +1 and (\protect\subref{fig:prefitBSM5}) \tCzz = +5.}
\label{fig:prefitBSM}
\end{figure}
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\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzp1_ratio}
\caption{XS fit MC data \tCzz=+1}
\label{fig:BSMunfoldp1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzm1_ratio}
\caption{XS fit MC data \tCzz=-1}
\label{fig:BSMunfoldm1}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzp2_ratio}
\caption{XS fit MC data \tCzz=+2}
\label{fig:BSMunfoldp2}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzm2_ratio}
\caption{XS fit MC data \tCzz=-2}
\label{fig:BSMunfoldm2}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzp5_ratio}
\caption{XS fit MC data \tCzz=+5}
\label{fig:BSMunfoldp5}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/BSMTest/XSBSM_Exp_tCzzm5_ratio}
\caption{XS fit MC data \tCzz=-5}
\label{fig:BSMunfoldm5}
\end{subfigure}\\
  \caption{Differential cross section results of \OOjjtCzz obtained using unfolding BSM simulated data with SM response matrix  compared with the BSM expected cross section in each bin for different coupling values: (\protect\subref{fig:BSMunfoldp1}) \tCzz = +1, (\protect\subref{fig:BSMunfoldm1}) \tCzz = -1, (\protect\subref{fig:BSMunfoldp2}) \tCzz = +2, (\protect\subref{fig:BSMunfoldm2}) \tCzz = -2, (\protect\subref{fig:BSMunfoldp5}) \tCzz = +5, (\protect\subref{fig:BSMunfoldm5}) \tCzz = -5. In the bottom panel the ratio between the fit and the expected cross sections is reported. }
  \label{fig:BSMunfold}
\end{figure}

\FloatBarrier

\subsection{Binning and Migration studies}
\label{subsec:binmig}
The binning of the observables is defined using simulation. The basic criteria to choose the number of bins and their width are to achieve an expected significance of at least 2 sigma and to keep the event bin migration as low as possible. 
The expected significance is defined as:
\begin{equation}
\mathrm{significance}=S/\sqrt{S+B},
\end{equation}
where $S$ and $B$ are the inclusive signal and background yields. 
Together with the previous definition of the significance, also the significance versus the null hypothesis applicable in a low stats regime $Z_0$ can be computed, and it is defined as:
\begin{equation}
  \label{eq:Z0formula}
  Z_{0} = \sqrt{2((S+B)\cdot ln(1+S/B)-S)}\;.
\end{equation}

In this section the binning choice and the migration studies of some selected observables considered for the differential cross section measurements are reported. One of the selected variables is the transverse momentum of the Higgs boson \ptH from the Higgs kinematic variables, given that there are several theoretical interest behind. In particular, the region at low-\pt is sensitive to charm and bottom Yukawa couplings. Constraint on these couplings has been set in this thesis work and they are described in Section \ref{sec:LY}. 

For the jet related variables the \njets and \mjj are presented, given that they are very sensitive to the Higgs production mechanisms, playing an important role in the \VBF selection used in this thesis for the CP-violation searches described in Section \ref{sec:CPInt}. 

For the double-differential distribution, the selected variable is the invariant mass of the leading di-lepton pair versus the invariant mass of the subleading di-lepton pair ($m_{12}$ versus $m_{34}$). The differential measurement in this variable correspond to the amplitude decay of the Higgs boson in the two $Z$ boson system. This quantity is sensitive to possible BSM effects which can be study with anomalous couplings defined in the Pseudo-Observable framework. Constraints on these anomalous couplings have been set and they are described in Section \ref{sec:PO}.

\paragraph{Higgs kinematic: \ptH}\mbox{}\\
Table \ref{tab:varBins_HiggKin} shows the binning choice performed for all the Higgs kinematic variables.

Looking a bit more in detail on the \ptH variable, the binning choice for this has been performed both to follow the previous criteria, but also to try to maximise the sensitivity to possible BSM effects. Figure \ref{fig:pt_bins} shows the distributions of this variable together with the binning choice and the expected yields for signal and backgrounds, estimated in the mass range $115<m_{4\ell}<130$~GeV.
Figure \ref{fig:pt_mtx} shows the migration matrix and the response matrix for this variable. For the kinematic variables in general the migration matrix is nearly diagonal because the detector resolution is much smaller than the bin width. Bin-to-bin migrations are of order of $20\%$ or less for these variables. In this case, also the unfolding technique based on bin-by-bin correction factor is well-defined and the expected bias on the measurement is small, as showed in the previous section.

\begin{table}[!hptb]
  \renewcommand\arraystretch{1.5}
  \centering
   \scriptsize
  \include{tables/HiggKin_varBins}
  \caption{Binning chosen for Higgs kinematic variables of interest.}
  \label{tab:varBins_HiggKin}
\end{table}

\begin{figure}[!hptb]
  \begin{minipage}[c]{0.4\linewidth}
  \hspace*{-1.0cm}
    \includegraphics[width=\textwidth]{figures/differential/asimov/dist/pt4l_dist_incl_mc16_30}
  \end{minipage}
  \hfill
  \begin{minipage}[c]{0.6\linewidth}
    \renewcommand\arraystretch{1.4}
    \centering
     \tiny
    \include{tables/NEvents/ForText/pt4l_sig__incl_mc16_30bin}
   % \vspace{3.5em}
  \end{minipage}
  \caption{Distribution and binning choice for $p_{T}$: for each bin, signal
    and background yields are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected
    significance values. A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$
    has been assumed.}
  \label{fig:pt_bins}
\end{figure}

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/pt4l_migmtx_AllSig_incl_mc16_110}
\caption{\ptH\ Migration Matrix}
\label{fig:pt_mmtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/pt4l_rspmtx_AllSig_incl_mc16_110}
\caption{\ptH\ Response Matrix}
\label{fig:pt_rmtx}
\end{subfigure}
\caption{(\protect\subref{fig:pt_mmtx}) Migration and (\protect\subref{fig:pt_rmtx}) response matrix for \ptH, evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes).  Only reconstructed events that have been matched to truth events are included. }
\label{fig:pt_mtx}
\end{figure}

\paragraph{Jet variables: \njets \ and \mjj}\mbox{}\\
Table \ref{tab:varBins_jet} shows the binning choice performed for all the jet variables.

\begin{table}[!h]
  \renewcommand\arraystretch{1.2}
  \centering \scriptsize
  \include{tables/Jet_varBins}
  \caption{Binning chosen for jet variables of interest.}
  \label{tab:varBins_jet}
\end{table}

The measurement of the jet multiplicity and other jet properties allow to probe several feature of the Higgs production modes, as for example the \VBF production which is characterised by the presence of two forward jets at high \pt. For this reason the di-jet variables are very interesting given that they can be used to discriminate a process which come from \ggF, \VBF production or \VH production. For example applying a cut on \mjj at 120 GeV, we can distinguish events which come from the hadron decay of the vector boson produced in association with the Higgs in the \VH production (\mjj<120 GeV), or events which most probably come from a \VBF production (\mjj>120 GeV).

Figures \ref{fig:njet_bins} and \ref{fig:mjj_bins} show the distributions of \njets and \mjj variables together with the binning choice and the expected yields for signal and backgrounds, estimated in the mass range $115<m_{4\ell}<130$~GeV. For the \pt of the jets and di-jet variables, the underflow bin has been considered, in order to consider migrations with $N_{\mathrm{jet}}=0$ or $N_{\mathrm{jet}}<2$ cases, given that those variables are defined for events with one, two {\it or more} jets.
Figures \ref{fig:nj_mtx} - \ref{fig:mjj_mtx} show the migration matrices and the response matrices for these variables. The variables related to the jets have off diagonal terms of the migration matrix often $> \,30\%$. For this reason to response matrix unfolding is more suitable choice given that it takes these off-diagonal elements into account.

\begin{figure}[!hptb]
  \begin{minipage}[c]{0.4\linewidth}
    \hspace*{-1.0cm}
  \includegraphics[width=\textwidth]{figures/differential/asimov/dist/njet_dist_incl_mc16_30}
  \end{minipage}
  \hfill
    \begin{minipage}[c]{0.6\linewidth}
      \renewcommand\arraystretch{1.4}
      \centering
    \tiny
    \include{tables/NEvents/ForText/njet_sig__incl_mc16_30bin}
 % \vspace{5em}
    \end{minipage}
	\caption{Distribution and binning choice for $N_{\textrm{jets}}$: for each bin, signal
    and background yields are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected
    significance values. A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$
    has been assumed.}
	\label{fig:njet_bins}
\end{figure}

\begin{figure}[!hptb]
  \begin{minipage}[c]{0.4\linewidth}
  \hspace*{-1.0cm}
  \includegraphics[width=\textwidth]{figures/differential/asimov/dist/mjj_dist_incl_mc16_30}
  \end{minipage}
  \hfill
   \begin{minipage}[c]{0.6\linewidth}
    \renewcommand\arraystretch{1.4}
    \centering
     \tiny
    \include{tables/NEvents/ForText/mjj_sig__incl_mc16_30bin}
  %\vspace{3.5em}
  \end{minipage}
	\caption{Distribution and binning choice for $m_{jj}$: for each bin, signal
    and background yields are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected
    significance values. A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$
    has been assumed.}
	\label{fig:mjj_bins}
\end{figure}

\begin{figure}[!hptb]
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\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/njet_migmtx_AllSig_incl_mc16_110}
\caption{\njets\ Migration Matrix}
\label{fig:nj_mmtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/njet_rspmtx_AllSig_incl_mc16_110}
\caption{\njets\ Response Matrix}
\label{fig:nj_rmtx}
\end{subfigure}
\caption{(\protect\subref{fig:pt_mmtx}) Migration and (\protect\subref{fig:pt_rmtx}) response matrix for \njets, evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes).  Only reconstructed events that have been matched to truth events are included. }
\label{fig:nj_mtx}
\end{figure}

\begin{figure}[!hptb]
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\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/mjj_migmtx_AllSig_incl_mc16_110}
\caption{\mjj\ Migration Matrix}
\label{fig:mjj_mmtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/mjj_rspmtx_AllSig_incl_mc16_110}
\caption{\mjj\ Response Matrix}
\label{fig:mjj_rmtx}
\end{subfigure}
\caption{(\protect\subref{fig:pt_mmtx}) Migration and (\protect\subref{fig:pt_rmtx}) response matrix for \mjj, evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes).  Only reconstructed events that have been matched to truth events are included. }
\label{fig:mjj_mtx}
\end{figure}

\FloatBarrier

\paragraph{Double-differential: \monetwo \ vs. \mthreefour}\mbox{}\\
In this analysis six pairs of variables have been considered for the double-differential cross section measurements. The binning choices for these variables are summarised in Table~\ref{tab:doublediffbins}

\begin{table}[!hptb]
  \renewcommand\arraystretch{1.2}
  \centering 
  \scriptsize
  \include{tables/doublediffbins}
  \caption{Binning choices for the double differential variables.}
  \label{tab:doublediffbins}
\end{table}

\FloatBarrier
For the $m_{12}$ vs. $m_{34}$ variable, total of five bins are defined. Table \ref{tab:m12m34_bins_yield} shows the binning chosen as well as expected signal and background yields and significance per bin. Figure \ref{fig:m12m34_sigZZ} shows the expected signal and backgrounds distribution for each bin of $m_{12}$ vs. $m_{34}$. Figure \ref{fig:mm_mtx} shows the migration matrix and the response matrix for this variable. %For the  $ZZ^{\ast}$ normalisation, bins 0 and 1 are merged, while the rest of the bins are defined in the same way.

\begin{table}[!hptb]
  \renewcommand\arraystretch{1.2}
  \centering \scriptsize
  \include{tables/NEvents/ForText/m12m34_sig__incl_mc16_30bin}
  \caption{Binning and expected signal and background yields for $m_{12}$ vs. $m_{34}$.}
  \label{tab:m12m34_bins_yield}
\end{table}

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/dist/m12m34_dist_incl_mc16_30}  
\caption{}
\label{fig:m12m34_sigZZ}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\textwidth]{figures/differential/data/ddiffBoundaries/m12m34}  
\caption{}
\label{fig:m12m34_bin}
\end{subfigure}
\caption{Expected $m_{12}$ vs. $m_{34}$ distribution of signal and \ZZ background for $115 < m_{4\ell} < 130$~GeV (\protect\subref{fig:m12m34_sigZZ}) and the corresponding bin boundaries (\protect\subref{fig:m12m34_bin}). A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$ has been assumed, with a luminosity of 138.9~fb$^{-1}$. }
\label{fig:m12m34_dist}
\end{figure}

\begin{figure}[!hptb]
\centering
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\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/m12m34_migmtx_AllSig_incl_mc16_110}
\caption{$m_{12}$ vs. $m_{34}$ Migration Matrix}
\label{fig:mm_mmtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/mtx/m12m34_rspmtx_AllSig_incl_mc16_110}
\caption{$m_{12}$ vs. $m_{34}$ Response Matrix}
\label{fig:mm_rmtx}
\end{subfigure}
\caption{(\protect\subref{fig:mm_mmtx}) Migration and (\protect\subref{fig:mm_rmtx}) response matrix for for $m_{12}$ vs. $m_{34}$, evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes).  Only reconstructed events that have been matched to truth events are included. }
\label{fig:mm_mtx}
\end{figure}

\clearpage
\paragraph{Preliminary studies on CP-sensitive variables}\mbox{}\\
The CP-odd angular observables are variables related to the kinematics of the Higgs boson decay into four leptons. In particular they are a combination of the leptons and $Z$ decay angles. The migration matrices for these variables looks nearly diagonal. Except for the \Oone, the other variables show a matrix with far-off diagonal elements. This effect can be explained by a mis-pairing of the leptons in the final states $4\mu$ and $4e$. As these variables are defined as function of $\sin\phi$ as described in Section \ref{subsec:CPprodDec}, a mis-pairing of the leptons between the leading and the subleading lepton pair can lead to a mis-reconstruction of the $\phi$ angle, and subsequently of $\sin\phi$. 
In Figure \ref{fig:CP_mtx} the migration matrices and the response matrices for \Otwo and \Ofive variables are shown, both computed in the expanded mass range  $105<m_{4\ell}<160$~GeV, given that it is the one used in the unfolding.
\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.39\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/cp_obs2_migmtx_AllSig_incl_mc16_110}
\caption{\Otwo Migration Matrix}
\label{fig:CP2_mtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.39\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/cp_obs5_migmtx_AllSig_incl_mc16_110}
\caption{\Ofive Migration Matrix}
\label{fig:CP5_mtx}
\end{subfigure}\\
\begin{subfigure}[c]{0.39\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/cp_obs2_rspmtx_AllSig_incl_mc16_110}
\caption{\Otwo Response Matrix}
\label{fig:CP2_rmtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.39\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/cp_obs5_rspmtx_AllSig_incl_mc16_110}
\caption{\Ofive Response Matrix}
\label{fig:CP5_rmtx}
\end{subfigure}\\
  \caption{Migration and response matrices for or the CP-odd angular observable \Otwo (\protect\subref{fig:CP2_mtx} and \protect\subref{fig:CP2_rmtx}) and \Ofive (\protect\subref{fig:CP5_mtx} and \protect\subref{fig:CP5_rmtx}), evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes).  Only reconstructed events that have been matched to truth events are included. }
\label{fig:CP_mtx}
\end{figure}

\FloatBarrier
\newpage

The Optimal Observables studied are the jet related \OOjj. They are defined for events with at least two jets. The underflow bin with $N_{jets}<2$ has been considered in the distribution to take into account the migrations with $N_{jets}<2$ cases. For the \OOjj variables, the migrations are much larger than the CP angular observables, where the off-diagonal terms can be >30\%. These values are reached when events at truth-level with <2 jets are reconstructed as events with at least 2 jets. In case of \ggF events, almost all of these mis-reconstructed events are from pileup jets. Instead in case of \VBF events, about 80\% of them are from pileup jets, the other 20\% comes from smearing effects on jet-$p_T$ and different jet-$\eta$ cut in fiducial and reconstructed event selection (the fiducial cut is $|\eta|<4.4$ instead the cut at reconstruction level is $|\eta|<4.5$).

For the \OOjjtCzz variable, different binning choices has been studied to find the best compromise between the bins migration and the statistical uncertainties in the cross section measurements. Three different configurations for the binning choice have been tested:
\begin{itemize}
\item[A)] $[N_{jets}<2, -10.0, -0.50, 0.0, 0.50., 10]$
\item[B)] $[N_{jets}<2, -10.0, -0.75, 0.0, 0.75., 10]$
\item[C)] $[N_{jets}<2, -10.0, -1.0, 0.0, 1.0., 10]$
\end{itemize}

Looking to the shape of the \OOjj variable (as in Figure \ref{fig:OOBSMplus} and \ref{fig:OOBSMminus}), the outer bins have lower statistics, hence larger outer bins can lead to lower errors. The yields for the three different cases are shown in Table \ref{tab:OObinyield}. At the same time, Figure \ref{fig:OObin_mtx} shows that larger outer bins lead to larger migrations. As consequence, the best compromise for the binning choice for \OOjj variable is $[N_{jets}<2, -10.0, -0.75, 0.0, 0.75., 10]$. In Figure \ref{fig:OO_mtx}, the migration matrix are reported together with the response matrix computed in the expanded mass range  $105<m_{4\ell}<160$~GeV. 

\begin{table}[!htpb]
  \renewcommand\arraystretch{1.2}
  \centering \small
   \include{tables/sec_Unfold/Dist/OO1_jjtCzz_bin_comp}
  \caption{Total Signal+Background (S+B) yields in each \OOjjtCzz bin are reported for the three different binning choices (the underflow bin is not shown) in the mass range $105<m_{4\ell}<160$~GeV.}
  \label{tab:OObinyield}
\end{table}

The final bin choice for the CP-sensitive variable distributions studied are summarised in Table \ref{tab:binedge}.

In this preliminary study, for the CP-odd angular observables only the \qqZZ, \zjets and \ttbar have been considered in the background (\ggZZ,$VVV$ and \ttV are not included). For the Optimal Observable only the \qqZZ has been considered.

Figures \ref{fig:CP2_Dist} and \ref{fig:CP5_Dist} show the distributions of \Otwo and \Ofive variables respectively and Figure \ref{fig:OOtCzz_Dist} shows the distributions of the Optimal Observables \OOjjtCzz, together with the binning choice and the expected yields for signal and backgrounds, estimated in the mass range $115<m_{4\ell}<130$~GeV.

\begin{figure}[!hptb]
\centering  
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/CP_OO1_jjtCzz_migmtx_AllSig_incl_mc16_110_1.pdf}
\caption{}
\label{fig:OOBin1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/CP_OO1_jjtCzz_migmtx_AllSig_incl_mc16_110_05.pdf}
\caption{}
\label{fig:OOBin05}
\end{subfigure}
\caption{Migration matrices for the Optimal Observable \OOjjtCzz using two different binning choices: (\protect\subref{fig:OOBin1}) $[N_{jets}<2, -10.0, -1.0, 0.0, 1.0., 10]$  and (\protect\subref{fig:OOBin05}) $[N_{jets}<2, -10.0, -0.50, 0.0, 0.50., 10]$. In the second case in which the external bin width is 9.5, the migration is larger with respect to first case with a bin width of 9; and the central bins show diagonal elements <60\%. Figure \ref{fig:OOtCzz_mtx} shows the middle case with binning choice $[N_{jets}<2, -10.0, -0.75, 0.0, 0.75., 10]$, with an acceptable level of migration of the central bins.}
  \label{fig:OObin_mtx}
\end{figure}
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\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/OO1_jjtCzz_migmtx_AllSig_incl_mc16_110}
\caption{}
\label{fig:OOtCzz_mtx}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/matrix/OO1_jjtCzz_rspmtx_AllSig_incl_mc16_110}
\caption{}
\label{fig:OOtCzz_rmtx}
\end{subfigure}
\caption{Migration matrix (\protect\subref{fig:OOtCzz_mtx}) and response matrix (\protect\subref{fig:OOtCzz_rmtx}) evaluated using signal MC (mc16a+mc16d+mc16e) at $m_H$ = 125~GeV for mass window of $105 < m_{4\ell} < 160$~GeV (summing over all production modes) for the Optimal Observable \OOjjtCzz. Only reconstructed events that have been matched to truth events are included. }
  \label{fig:OO_mtx}
\end{figure}

\begin{table}[!hptb]
\renewcommand\arraystretch{1.2}
\centering 
\scriptsize
\include{tables/sec_Unfold/BinningnoZZ}
\caption{Binning chosen for CP-odd angular observables and Optimal Observables \OOjj.}
\label{tab:binedge}
\end{table}

\begin{figure}[!hptb]
  \begin{minipage}[c]{0.4\linewidth}
    \includegraphics[width=\textwidth]{figures/sec_Unfold/dist/cp_obs2_dist_incl_mc16_30.pdf}
  \end{minipage}
  \hfill
  \begin{minipage}[c]{0.6\linewidth}
    \renewcommand\arraystretch{1.4}
    \centering
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  \caption{Distribution and binning choice for \Otwo: for each bin, signal and background yields (\ggZZ, $ttV+VVV$ not included) are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected significance values. }%A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$ has been assumed.}
  \label{fig:CP2_Dist}
\end{figure}

\begin{figure}[!hptb]
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  \caption{Distribution and binning choice for \Ofive: for each bin, signal and background yields (\ggZZ, $ttV+VVV$ not included) are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected significance values. }%A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$ has been assumed.}
  \label{fig:CP5_Dist}
\end{figure}
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  \begin{minipage}[c]{0.4\linewidth}
    \includegraphics[width=\textwidth]{figures/sec_Unfold/dist/OO1_jjtCzz_dist_incl_mc16_30.pdf}
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  \end{minipage}
  \caption{Distribution and binning choice for \OOjjtCzz: for each bin, signal and background yields (only \qqZZ) are reported for $115 < m_{4\ell} < 130$~GeV together with $S/B$ and expected significance values. }%A SM Higgs with $m_H = \SI{125}{\giga\electronvolt}$ has been assumed.}
  \label{fig:OOtCzz_Dist}
\end{figure}
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\subsection{Cross section extraction}

The cross section measurement is performed with a fit on the $m_{4\ell}$ distribution to extract the number of signal events in each bin of the differential distribution of the observable under test or in each decay final state for the inclusive fiducial cross section measurement. The number of the expected events $N_i$ in each observable reconstruction bin $i$ (final state for the inclusive measurement), expressed as a function of $m_{4\ell}$ is given by:

\begin{equation}
\label{eq:SignalExtraction}
N_{i}(m_{4\ell}) = \sum_j r_{ij} \cdot (1+f^{\mathrm{nonfid}}_ i) \cdot \sigma^{\mathrm{fid}}_j \cdot \mathcal{P}_i(m_{4\ell})\cdot\mathcal{L}_{\mathrm{int}}+N^{\mathrm{bkg}}_{i}(m_{4\ell}) \ , 
\end{equation}
where $\sigma_{j}^{\mathrm{fid}}$ is the fiducial cross section in bin $j$, defined as in Equation \ref{eq:FiducialCrossSection}, and represents the \textit{Parameter of Interest} (POI) that can be extracted from the likelihood fit using this signal parametrisation.

The first part of the Equation \ref{eq:SignalExtraction} represents the number of signal events in bin $i$. The term $\mathcal{P}_i(m_{4\ell})$ is the $m_{4\ell}$ signal shape, given by the fraction of the signal expected events in the bin $i$ as function of the $m_{4\ell}$. 
The normalisation factors are the integrated luminosity $\mathcal{L}_{\mathrm{int}}$, the detectors response matrix $r_{ij}$ and the non-fiducial factor $f^{\mathrm{nonfid}}_ i$ defined as in Equation \ref{eq:leakage}. Both the response matrix and the non-fiducial factor are determined from simulation, sum over all production modes. $N^{\mathrm{bkg}}_{i}(m_{4\ell}) $ represents instead the background contribution.

Given this signal parametrisation, the inclusive and differential cross section measurement for each category can be extracted defining different POI.

For the inclusive fiducial cross section measurement, four categories, corresponding to the four final states ($4\mu$, $4e$, $2e2\mu$, $2\mu2e$) are defined, then in this case the $\sigma_{j}^{\mathrm{fid}}$ correspond to the cross section in each final state $j$. The fiducial cross sections in the four final states can be summed to obtain and inclusive fiducial cross section, or can be combined assuming the SM $ZZ^*\to 4\ell$ relative branching ratios. The latter combination is more model dependent, but benefits from a smaller statistical uncertainty. Finally, also the total cross section can be measured extrapolating the combined inclusive cross section to the full phase space. Then the following POIs are defined:
\begin{itemize}
\item fiducial cross section per final state (category $i$):
\begin{equation}
  \label{eq:POI_fs}
  \mathrm{POI}_{\mathrm{fs},i} = \left[ \sigma_{tot} \times \mathrm{BR}(H \to 4\ell)_i \right]
  \times A_i\ = \sigma_{\mathrm{fs},i}^{\mathrm{fid}};
\end{equation}
where $\mathrm{BR}(H \to 4\ell)_i$ and $A_i$ correspond to the branching ratio and the acceptance in each final state and the fit is performed on the corresponding $m_{4\ell}$ distribution.

\item fiducial cross section for $4\ell$ ($4\mu+4e$) and $2\ell2\ell$ ($2e2\mu+2\mu2e$):
\begin{equation}
  \label{eq:POI_4l}
  \mathrm{POI}_{4\ell} = \sigma_{tot} \times \left[\mathrm{BR}(H \to 4\ell)_{4e} \times A_{4e} + \mathrm{BR}(H \to 4\ell)_{4\mu} \times A_{4\mu} \right] = \sigma_{4\ell}^{\mathrm{fid}};
\end{equation}
\begin{equation}
  \label{eq:POI_2l2l}
  \mathrm{POI}_{2\ell2\ell} =  \sigma_{tot} \times \left[\mathrm{BR}(H \to 4\ell)_{2e2\mu} \times A_{2e2\mu} + \mathrm{BR}(H \to 4\ell)_{2\mu2e} \times A_{2\mu2e} \right] = \sigma_{2\ell2\ell}^{\mathrm{fid}};
\end{equation}

\item inclusive fiducial cross section as sum of all final states ($i$):
\begin{equation}
  \label{eq:POI_sum}
  \mathrm{POI}_{\mathrm{sum}} = \sum_i {\sigma_{tot} \times \mathrm{BR}(H \to 4\ell)_i
  \times A_i} = \sigma_{\mathrm{sum}}^{\mathrm{fid}};
\end{equation}


\item inclusive fiducial cross section as combination of all final states ($i$):
\begin{equation}
  \label{eq:POI_comb}
  \mathrm{POI}_{\mathrm{comb}} = \left[ \sigma_{tot} \times \mathrm{BR}(H \to 4\ell)_i \right]
  \times \bar{A} = \sigma_{\mathrm{comb}}^{\mathrm{fid}};
\end{equation}
where $\bar{A}$ is the acceptance averaged on the four final states;

\item total cross section:
\begin{equation}
  \label{eq:POI_tot}
  \mathrm{POI}_{\mathrm{tot}} =\sigma_{tot}.
  \end{equation}
\end{itemize}

The differential cross section measurement for each bin $i$ can be measured defining the following POI:
\begin{equation}
  \label{eq:diff_POI}
  \mathrm{POI}_{i} = \left[ \sigma_{tot} \times \mathrm{BR}(H \to 4\ell) \right]
  \times A_i\ = \sigma_{i}^{\mathrm{fid}}.
\end{equation}
In this case the event selected are not categorised in final states, so the inclusive $m_{4\ell}$ distribution is used in the fit.

\subsubsection{Background estimation}
\label{subsec:DiffBkg}

\paragraph{Fitting \ZZ normalisation with data} \mbox{}\\ 
The \ZZ normalisation is extracted from data, unlike the previous analysis \cite{Aaboud:2017oem} in which this contribution was estimated from MC. The introduction of a floating normalisation with respect to a fixed one increases the statistical error in the nominal mass region between 115-130 GeV. A widening of the $m_{4\ell}$ window to $105<m_{4\ell}<160$~GeV showed an improvement of the relative errors. As such normalisation factors for \ZZ contribution are introduced and they are profiled during the fit on the $m_{4\ell}$ to extract the \ZZ normalisation from the sidebands.

The $m_{4\ell}$ distribution has 33 bins: thirty bins of 0.5 GeV size in the range 115-130 GeV, and further three sideband bins 105-115 GeV, 130-135 GeV and 135-160 GeV to fit simultaneously the \ZZ normalisation. 

For the total and fiducial cross sections in different final states, the same normalisation factor is used for the \ZZ contribution. In the differential cross sections, the number of \ZZ normalisation factors are different for each variable. In principle they should be as much as the number of bins of the observable distribution, but they also introduce a degradation of the errors. For the \ZZ estimations the bins are merged together until the degradation of the relative uncertainty on the expected cross section is under 5\% of the uncertainty considering just one \ZZ normalisation factor. The same normalisation factor is applied in each bin of the observable distribution that has been merged. 

\paragraph{Reducible background} \mbox{}\\ 
The \zjets and \ttbar are estimated using data-driven methodology already described in Section \ref{subsec:redbkg}. Several control regions are defined with enhanced background components. In this way the expected yields of different backgrounds components can be estimated in thos regions and their contribution in the signal region extrapolated with Transfer Factors.

For the $\ell\ell\mu\mu$ background, the shapes of the observables used in the differential cross-section analysis are obtained by performing the fits separately in each bin of the distribution. In some bins, the fit fails due to low statistics, in which case the model shape parameters are fixed to those from the inclusive fit. In the case of bins in the tails of distributions where no transfer factor can be obtained, the TF from the last bin where it is possible to calculate one is used. 
For the $\ell\ell e e$ background, the shapes are obtained following the method used in the inclusive estimation. 

\subsubsection{Statistical Method}
In this section, the statistical method used to extract the best estimation of the cross section $\sigma_{\mathrm{fid}}$ from the total number of events, as well as the 68\% confidence level (which corresponds to $\pm 1 \sigma$ uncertainty on the measurement) is described. The method is based on maximum likelihood estimator, which is calculated by maximising the likelihood function $\mathcal{L}$.

The number of observed events produced for a given luminosity, defined as $n^{\mathrm{obs}}$, can be described as a random variable which follows a Poisson distribution: 
\begin{equation}
\mathrm{Poisson}(n^{\mathrm{obs}}|n^{\mathrm{exp}}=n_s + n_b)  =  \frac{(n_s + n_b)^{n^{\mathrm{obs}}}}{n^{\mathrm{obs}}!} e^{n_s + n_b};
\end{equation}
where $n^{\mathrm{exp}} = n_s + n_b$ are the expected number of events, sum of the signal and background events. 

\noindent The number of the background events is sum of each background component $n_b = \sum^{bkg}_i n_b^i$. %In case of no background, $n^{\mathrm{exp}}$ correspond to the expected number of signal events: $n^{\mathrm{exp}}_{s} = \sigma \cdot \mathcal{L}_{\mathrm{int}}$. 

Given that the $m_{4\ell}$ distribution for signal and background events have different shapes, the two contributions can be extracted by the maximum likelihood method with a binned template fit on $m_{4\ell}$. Then the likelihood function can be defined as follow:

\begin{equation}
\mathcal{L}(n^{\mathrm{obs}}, m_{4\ell} | n_s, n_b) =\mathrm{Poisson}(n^{\mathrm{obs}}|n_s + n_b) \times P(m_{4\ell} | n_s, n_b)
\end{equation}
where $P(m_{4\ell} | n_s, n_b)$ is the modelling of the signal and different backgrounds:
\begin{equation}
P(m_{4\ell} | n_s, n_b) = \frac{n_s}{n_s + n_b} F_s(m_{4\ell} | n_s) + \frac{n_b}{n_s + n_b} \sum_{i}^{\mathrm{bkg}}F^i_b(m_{4\ell} | n^i_b)
\end{equation}
where $F_s$ and $F^i_b$ are respectively the probability distribution function for the $m_{4\ell}$ shape of signal and $i-th$ background. 

Including systematic uncertainties in the fit, they are considered as \textit{nuisance parameters}, which are parameters we are not interested to extract but which add additional degrees of freedom to the analysis. Then gaussian constraints on the systematic uncertainties is added to the likelihood.
%The background parameters $n_b^i$ are not completely free parameters. They are considered as \textit{nuisance parameters}, which are parameters we are not interested to extract but which add additional degrees of freedom to the analysis. Then gaussian constraints on the normalisations of the backgrounds is added to the likelihood.
%Including systematic uncertainties as nuisance parameter in the fit, as the luminosity uncertainty, a gaussian constraint on those quantities to the likelihood is also added. 
The gaussian constraint is defined as $\mathrm{Gaus}(\Theta_k | \theta_k,\alpha_k)$, where $\Theta_k$ is the random variable (which can be the systematic variation for a measured quantity) with mean $\theta_k$ and standard deviation $\alpha_k$.

Then the final likelihood function is:

\begin{equation}
\label{eq:likeSig}
\mathcal{L}(n^{\mathrm{obs}}, m_{4\ell} | n_s, n_b) = \mathrm{Poisson}(n^{\mathrm{obs}}|n_s + n_b) \times P(m_{4\ell} | n_s, n_b) \times \prod_i^{\mathrm{syst}} \mathrm{Gaus}(\Theta_k | \theta_k,\alpha_k)
\end{equation}
in which the $n_s+n_b$ term corresponds to the number of events described by the Equation \ref{eq:SignalExtraction}.

To deal with the nuisance parameters when extracting the best fit value of the fiducial cross section $\sigma^{\mathrm{fid}}$, the profile likelihood ratio fit is used. It is defined:
\begin{equation}
\label{eq:NLL}
\lambda(m_{4\ell}|\sigma^{\mathrm{fid}}) = \frac{\mathcal{L}(m_{4\ell} | \sigma^{\mathrm{fid}},\hat{\hat{\theta}})}{\mathcal{L}(m_{4\ell} | \hat{\sigma^{\mathrm{fid}}},\hat{\theta})}
\end{equation}
where, for a given parameter $x$ (which is $\theta$ in this case), the numerator denotes the conditional likelihood estimator of $x$, ({\em i.e.}, $\hat{\hat{x}}$ is the value of $x$ that maximises the likelihood function for a given $\sigma^{\mathrm{fid}}$), and the denominator denotes the maximised (unconditional) likelihood estimator. The effect of the nuisance parameters is to broaden the profile likelihood ratio, which is a function of $\sigma^{\mathrm{fid}}$, reflecting the loss of information originated from the inclusion of systematic uncertainties.

The profile likelihood ratio is evaluated within the RooFit/RooStats framework~\cite{Verkerke:2003ir,Moneta:2010pm}, and it is also used to determine the upper and lower limit on the cross section within a $68\%$ confidence level interval. 
This result relies on the assumption that the negative logarithm of the profile likelihood multiplied by a factor 2, $-2 \, \mathrm{ln}\, \lambda $, behaves as a $\chi^2$ distribution with one degree of freedom (\emph{asymptotic approximation}). Then for each parameter of interest, a scan of the $-2 \, \mathrm{ln}\, \lambda $ is performed while profiling all other parameters (they are fitted to the values that minimise the negative log likelihood for each value of the POI).

\section{Systematic Uncertainties}
\label{sec:systematics}
The systematic uncertainties include experimental uncertainties, such as those in object reconstruction, identification, isolation, resolution, and trigger efficiencies, as well as theoretical uncertainties related to the modelling of the signal and background processes. The impacts of the experimental and theoretical uncertainties on the measurements are summarised in Table~\ref{tab:RankingSummarXS}.


\subsection{Experimental uncertainties}

The experimental uncertainties can be categorised into \textit{normalisation} and \textit{shape} systematic uncertainties. The \textit{normalisation} systematic uncertainties impact only the expected yields and they originate from uncertainties on the reconstruction of lepton and jets, identification, isolation and trigger efficiencies. The \textit{shape} systematic uncertainties impact on the variable shape given that they are related to the energy scale and resolution measurement of lepton and jets. 

Two of the experimental uncertainties that affect the predicted yields are the ones related to the integrated luminosity and pile-up modelling.  The uncertainty in the integrated luminosity is 1.7\% and affects the signal yields and simulated background estimates when not constrained by the sidebands. The uncertainty due to pile-up modelling ranges between 1\% and 2\%. 

\subsubsection*{Lepton uncertainties.}
The electron and muon reconstruction and identification efficiency uncertainties are approximately $1.0$--$2.0 \%$ and $< 1.0\%$ respectively. The uncertainty in the expected yields due to the muon and electron isolation efficiencies is also considered, and is approximately 1\%. 
Lepton energy momentum scale and resolution uncertainties have impacts smaller than 1\% and then have not been considered on the presented results. 

\subsubsection*{Jets uncertainties.}
The impact of uncertainties in the jet energy scale and resolution (of between 1\% and 3\%) is only relevant for the jet-related differential cross-section measurements, where their impact is typically between 3\% and 5\%, and is negligible in the other measurements. 
The uncertainty on the efficiency of the $b$-tagging algorithm is at the level of a few percent over most of the jet \pt\ range \cite{Aaboud:2018xwy}.

\subsubsection*{Reducible background uncertainties.}
The uncertainties affecting the data-driven measurement of the reducible background can be classified into three sources: statistical uncertainty of the fit in the CR, overall systematic uncertainty for each of $\ell\ell\mu\mu$ and $\ell\ell ee$ originates from the difference between data and simulation, and a shape systematic uncertainty which varies with the differential variable.
Impacts from these sources of uncertainty range from less than 1\% to a maximum of around 3\%. The inclusive reducible background estimate has a relatively small (3\%) statistical uncertainty, which has minimal impact on the cross section.

\subsection{Theory Uncertainties}
\label{subsec:systematics_theory_couplings}

Theory uncertainties account for the uncertainty on theoretical modelling of signal and background processes, such as the choice of the renormalisation and factorisation scales (QCD scale), missing higher-order corrections, parton shower, PDF$+\alpha_\mathrm{s}$ uncertainties. For the cross sections extrapolated to the full phase space, an additional uncertainty (2.2\%) related to the $H\to ZZ^{*}$ branching ratio \cite{Bredenstein:2006rh,Bredenstein:2006ha} is included in the measurement.

\subsubsection*{Signal theory uncertainties.}
For measurements of the cross section, the impact of these theory systematic uncertainties on the signal comes from their effects on the response matrix.

%The prediction of the \ggF process in different \njets~categories and migration effects on the \njets~\ggF cross sections are large sources of theoretical uncertainty, which are accounted for using the approach detailed in Ref.~\cite{YR4}. 

\paragraph{QCD renormalisation and factorisation scales.}

The effect of the renormalisation ($\mu_R$) and factorisation ($\mu_F$) scales choices are obtained by varying $\mu_R$ and $\mu_F$ simultaneously between 0.5 and 2 times their nominal value (8 total variations). This is done for \VH and \ttH process. 

For the \ggF production mode, QCD scale uncertainty from the factorisation and renormalisation scales, resummation scales, and migrations between $N$-jet phase-space bins are considered~\cite{Stewart:2013faa, Liu:2013hba, Boughezal:2013oha, Stewart:2011cf, Gangal:2013nxa}. 
The impact of QCD scale variations on the Higgs boson \pT\ distribution as well as the uncertainty of the \pT\ distribution in the 0-jet bins are also taken into account. Higher-order impacts on the \pT\ distribution predictions due to treating the top quark mass as infinite in the heavy-quark loop are accounted for by comparing these predictions with finite-mass calculations. 

For the \VBF production mode, the uncertainty due to missing higher orders in QCD are considered, including migration effects in number of jets, transverse momentum of the Higgs boson, transverse momentum of the Higgs boson and leading dijet system, and the invariant mass of the two leading jets as outlined in the scheme presented  in Ref.  \cite{Bendavid:2018nar}.

\paragraph{Alternative parton distribution functions.}
Uncertainties related to the choice of PDF set are evaluated by taking the Hessian error of the \progname{PDF4LHC} variations \cite{Butterworth:2015oua}, which is a combination of the eigenvector variations of the baseline (\progname{}NNPDF3.0) and the central values of alternative (\progname{MMHT2014} and \progname{CT14}) PDF sets. The Hessian error is given by
\begin{equation}
\Delta X = \sqrt{\sum_i (X_{i+} - X_{i-})^2}
\end{equation}
where $X_{i+}$ and $X_{i-}$ are the \textit{up} and \textit{down} PDF variation in the set.

\paragraph{Parton shower simulation uncertainties.}
The effects of parton shower and multiple-parton interaction modelling uncertainties on the acceptance are estimated using tune eigenvector variations within the nominal parton shower generator tune, as well as using an alternative parton shower generator. The uncertainties from the parton shower tune in the nominal generator are estimated using the automated shower variations in \progname{Pythia 8} of the renormalisation scales $\mu_R^{FSR}$ and $\mu_{R}^{ISR}$ for QCD emissions in final and initial state state radiations, respectively. The parton shower uncertainties have also been evaluated comparing between acceptances calculated with \progname{Pythia 8} and \progname{Herwig 7} parton showering algorithms. 

\subsubsection*{\ZZ background uncertainties.}

Since the \ZZ process normalisation is constrained by performing a simultaneous fit of sideband regions enriched in this contribution together with the signal region, most of the  theoretical uncertainty in the normalisation for this background vanishes. This is not more valid in cases where the cross-section bins are merged into a single \ZZ bin, where the relative normalisation uncertainties are included.

As for the signal theory uncertainties, also the \ZZ background is affected by the uncertainties related to the theory predictions. The uncertainties on missing information from higher-order terms in QCD are estimated by varying the factorisation and renormalisation QCD scales by a factor of two. The impact on the PDF uncertainty is estimated using the alternative PDF of the \progname{NNPDF3.0} PDF set. Uncertainties due to  the parton shower modelling for the \ZZ process are considered as well. The impact of these uncertainties is below 2\% for all the fiducial differential cross sections.

In addition, the $m_{4\ell}$ shape obtained from \progname{Sherpa} is compared with that obtained from \progname{Powheg} and \progname{MadGraph5\_aMC@NLO} and the difference is taken as an additional source of systematic uncertainty. In each $m_{4\ell}$ bin, the largest difference between \progname{Sherpa} and \progname{Powheg} or \progname{MadGraph5\_aMC@NLO} is used, and the systematic uncertainty is determined by interpolating between these shapes. Typically, \progname{Sherpa} and \progname{Powheg} have the largest difference in the predicted $m_{4\ell}$ shape, with the impact linearly varying from approximately $\pm 10\%$ at low $m_{4\ell}$ to $\mp 2\%$ at high $m_{4\ell}$.

The uncertainty in the gluon-induced  \ZZ process is taken into account as well by changing the relative composition between the quark-initiated and gluon-initiated \ZZ components according to the theoretical uncertainty in the predicted cross sections.

\subsubsection*{Unfolding systematics}
Unfolding-related uncertainties arise from uncertainties in the production mode composition that affect the response matrices, as well as from uncertainties in the bias introduced by the unfolding method. 

\paragraph{Higgs mass.}
The effect of the uncertainty of the Higgs mass on the acceptance and response matrix is evaluated by shifting the nominal values $m_H$ to the $\pm 1 \sigma$ experimental uncertainty on $m_H$ ($\pm 240$ MeV) and re-evaluating these factors.

\paragraph{Signal composition.}
This uncertainty is related to the relative fraction of each production mode of the Higgs. It is assessed by varying the production cross sections within their measured uncertainties taken from the measured ratios and correlations between the \ggF and the \VBF, \WH, \ZH, \ttH production modes (Ref.~\cite{Aaboud:2017vzb}). The impact is less than 1\%. 

\paragraph{Bias.}
This uncertainty is estimated from the bias test described in \ref{subsec:bias}. The impact of this uncertainty is typically negligible in distributions such as \ptH, where the response matrix is largely diagonal, but can be of the order of 10\% in distributions with larger bin migrations, such as \njets.

\vspace{1cm}

\subsection{Ranking plot}
In order to understand the impact of each individual source of systematic uncertainty, a so-called \textit{ranking} of nuisance parameters (NPs) is performed. 

Firstly, the unconditional fit of the statistical model on the data is performed to extract the best fit value of the POI (the cross sections) and also the variations of each nuisance parameters corresponding to one standard deviation ($\pm1\sigma$) are determined. Then the value of a given parameter is fixed to $\pm1\sigma$ away from the nominal (it is referred as the \textit{pulling} of the NP) and the fit is performed again with this fixed value, extracting a new fit result for the POI. This procedure is performed for each systematic uncertainty. Then the impact of a given systematic corresponds to the difference between the value of the fitted cross section from the unconditional fit and from the fit with the NP pulled to $\pm1\sigma$.

The rank of the impacts of each systematic uncertainty is called \textit{ranking plot}. The ranking plots for the cross section measured in the \ptH bin 1 and \njets bin 3 are reported as an example in Figure \ref{fig:rankNP}. Regarding the experimental systematics, for the Higgs kinematic variables the systematics with larger impact is the uncertainty on the integrated luminosity; for the jet-related variables instead the jet energy scale uncertainties have a relevant impact.

%\vspace{0.5cm}
\begin{figure}[!h]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Ranking/RankPT.pdf}
\caption{\ptH\ ranking plot in Bin 1}
\label{fig:ptrank}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Ranking/RankNjetv2.pdf}
\caption{\njets\ ranking plot in Bin 3}
\label{fig:njrank}
\end{subfigure}
\caption{Ranking plots for (\protect{\subref{fig:ptrank}}) \ptH\ and (\protect{\subref{fig:njrank}}) \njets\ distribution for response matrix unfolding. Only the first 15 most highly ranked parameters are shown. The pink rectangles correspond to the pre-fit impact on the cross section $\hat{\sigma}$ instead the blue rectangles to the post-fit impact, in case that the NP is fixed to +1$\sigma$ (empty rectangles) or -1$\sigma$ (filled rectangles) away from the nominal values $\theta_0$. The impact of each nuisance parameter $\Delta\sigma$ on the cross section is computed by comparing the nominal best-fit value $\sigma$ with the result of the fit when fixing the considered nuisance parameter to its best fit value $\hat{\theta}$, shifted by its pre-fit (post-fit) uncertainties $\pm\Delta\theta$($\pm\Delta\hat{\theta}$). The impact on the cross section with fixed NP to $\pm1\sigma$, $\Delta\sigma/\hat{\sigma}$ refers to the scale on the top axis, and the $\pm1\sigma$ impact of each NP is written on the side of rectangles. The black points show the pulls of the nuisance parameters relative to their nominal values, $\theta_0$. These pulls and their relative post-fit errors $(\hat{\theta}-\theta_0)/\Delta\theta$, refer to the scale on the bottom axis.}
\label{fig:rankNP}
\end{figure}
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\begin{table*}
\centering
\vspace{0.2cm}
\footnotesize	
\renewcommand{\arraystretch}{1.3}
%\small
\hspace*{-0.75cm}\begin{tabular}{ l c c c c c c c c c c c }
\hline
\hline
Observable  & \multicolumn{1}{c}{Stat.} & \multicolumn{1}{c}{Syst.}  & \multicolumn{7}{c}{Dominant systematic components [\%] }  \\
     &  \multicolumn{1}{c}{unc. [\%]} & \multicolumn{1}{c}{unc. [\%]} & \multicolumn{1}{c}{Lumi.} & \multicolumn{1}{c}{$e/\mu$} & \multicolumn{1}{c}{Jets} & \multicolumn{1}{c}{Other Bkg.} & \multicolumn{1}{c}{\ZZ\ Th.} & \multicolumn{1}{c}{Sig. Th.} & \multicolumn{1}{c}{Comp.} \\
\hline


$\sigma_\mathrm{comb}$      &  9    &  3  &  1.7  &  2  &  $<0.5$  &  $<0.5$  &  1    &  1.5  &  $<0.5$  \\

$\sigma_\mathrm{4\mu}$      &  15   &  4  &  1.7  &  3  &  $<0.5$  &  $<0.5$  &  1.5  &  1    &  $<0.5$  \\
$\sigma_\mathrm{4e}$        &  26   &  8  &  1.7  &  7  &  $<0.5$  &  $<0.5$  &  1.5  &  1.5  &  $<0.5$  \\
$\sigma_\mathrm{2\mu2e}$    &  20   &  7  &  1.7  &  5  &  $<0.5$  &  $<0.5$  &  2    &  1.5  &  $<0.5$  \\
$\sigma_\mathrm{2e2\mu}$    &  15   &  3  &  1.7  &  2  &  $<0.5$  &  $<0.5$  &  1    &  1.5  &  $<0.5$  \\


d$\sigma$ / d\ptH           &  20--46   &  2--8   &  1.7  &  1--3  &  1--2  
                            &  $<0.5$  &  1--6   &  1--2  &  $<1$  \\
d$\sigma$ / d\monetwo       &  12--42   &  3--6   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--2   &  1--2  &  $<1$  \\    
d$\sigma$ / d\mthreefour    &  20--82   &  3--12  &  1.7  &  2--3  & $<1$    
                            &   1--2    &  1--8   &  1--3  &  $<1$  \\
d$\sigma$ / d\yH            &  22--81   &  3--6   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--5   &  1--3  &  $<1$  \\
d$\sigma$ / d\costhetastar  &  23--113  &  3--6   &  1.7  &  2--3  & $<1$    
                            &   1--2    &  1--7   &  1--3  &  $<0.5$  \\
d$\sigma$ / d\costhetaone   &  23--44   &  3--6   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--3   &  1--2  &  $<1$  \\
d$\sigma$ / d\costhetatwo   &  22--39   &  3--6   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--3   &  1--3  &  $<1$  \\
d$\sigma$ / d$\phi$         &  20--29   &  2--5   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--3   &  1--2  &  $<0.5$  \\
d$\sigma$ / d\phione        &  22--33   &  3--6   &  1.7  &  2--3  & $<1$    
                            &  $<0.5$  &  1--2   &  1--3  &  $<0.5$  \\
d$\sigma$ / d\njets         &  15--37   &  6--14  &  1.7  &  1--3  & 4--10    
                            &  $<0.5$  &  1--4   &  3--7  &  1--4  \\
d$\sigma$ / d\nbjets        &  15--67   &  6--15  &  1.7  &  1--3  & 4--5     
                            &   1--3    &  1--2   &  3--9  &  1--4  \\
d$\sigma$ / d\ljpt          &  15--34   &  3--13  &  1.7  &  1--3  & 4--10     
                            &  $<0.5$  &  1--2   &  1--5  & $<0.5$ \\
d$\sigma$ / d\sjpt          &  11--67   &  5--22  &  1.7  &  1--3  & 2--12     
                            &  $<1$  &  1--3   &  2--15 &  1--5  \\
d$\sigma$ / d\mjj           &  11--50   &  5--18  &  1.7  &  1--3  & 1--11     
                            &  $<0.5$  &  1--3   &  2--15 &  1--2  \\
d$\sigma$ / d$\eta_{jj}$    &  11--57   &  5--17  &  1.7  &  1--3  & 2--10     
                            &  $<0.5$  &  1--2   &  2--14 &  1--4  \\
d$\sigma$ / d$\phi_{jj}$    &  11--50   &  4--18  &  1.7  &  1--3  & 2--9     
                            &  $<0.5$  &  1--3   &  2--14 &  1--6  \\
d$\sigma$ / d\mflj          &  15--66   &  4--19  &  1.7  &  1--3  & 3--9     
                            &  $<0.5$  &  1--6   &  3--14 &  1--8  \\
d$\sigma$ / d\mfljj         &  11--182  &  5--67  &  1.7  &  1--3  & 4--24     
                            &  $<0.5$  &  1--5   &  2--35 &  1--9  \\
d$\sigma$ / d\ptHj          &  15--76   &  6--13  &  1.7  &  1--3  & 2--8     
                            &  $<1$  &  1--5   &  3--9  &  1--3  \\
d$\sigma$ / d\ptHjj         &  11--76   &  5--27  &  1.7  &  2--3  & 2--9     
                            &   1--2    &  1--4   &  3--17 &  1--12  \\

d$^2\sigma$ / d\monetwo d\mthreefour &  16--65  &  3--11  &  1.7  &  2--3  & $<1$   
                            &   1--2    &  1--9   &  1--3 &  1--2   \\
d$^2\sigma$ / d\ptH d\yH    &  23--63   &  2--13   &  1.7  &  1--3  & 1--2   
                            &  $<1$  &  1--6   &  1--5  &  1--2   \\
d$^2\sigma$ / d\ptH d\njets &  23--93   &  4--193  &  1.7  &  2--14 & 2--25   
                            &   1--3    &  1--7   &  1--12 &  1--92  \\
d$^2\sigma$ / d\ptHj d\mflj &  15--41   &  4--12   &  1.7  &  1--3  & 2--8   
                            &  $<0.5$  &  1--5   &  2--9  &  $<1$  \\
d$^2\sigma$ / d\ptH d\ptHj  &  15--53   &  3--10  &  1.7  &  1--3  & 2--8   
                            &  $<1$  &  1--2   &  2--6  &  1--2   \\
d$^2\sigma$ / d\ptH d\ljpt  &  15--84   &  3--21  &  1.7  &  1--3  & 2--18   
                            &   1--10   &  1--3   &  2--9  &  1--3   \\
d$^2\sigma$ / d\ljpt d\ljy  &  15--38   &  3--11  &  1.7  &  1--3  & 2--9   
                            &  $<0.5$  &  1--2   &  1--4  &  1--2   \\
d$^2\sigma$ / d\ljpt d\sjpt &  15--63   &  5--22  &  1.7  &  1--3  & 4--15   
                            &  $<0.5$  &  1--4   &  3--11 &  1--7  \\                            
                            
\hline
\hline
\end{tabular}
\caption{Fractional uncertainties for the inclusive fiducial and total cross sections, and ranges of systematic uncertainties for the differential measurements. The columns `$e/\mu$' and `Jets' represent the experimental uncertainties in lepton and jet reconstruction and identification, respectively. 
The \zjets, $t\bar{t}$, $tXX$ (Other Bkg.) column includes uncertainties related to the estimation of these background sources. 
The $ZZ^*$ theory ($ZZ^*$ th.) uncertainties include the PDF and scale variations. Signal theory (Sig th.) uncertainties include PDF choice, QCD scale, and shower modelling of the signal. Finally, the column labelled `Comp.' contains uncertainties related to production mode composition and unfolding bias which affect the response matrices. The uncertainties have been rounded to the nearest 0.5\%, except for the luminosity uncertainty, which has been measured to be 1.7\%.
\label{tab:RankingSummarXS} }
\end{table*}
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\section{Results}
\label{sec:DiffXSres}
In this section the fiducial inclusive and the differential cross section measurements of the variables described previously in this chapter (\ptH, \njets, \mjj and \monetwo vs. \mthreefour) are presented. The results of all the other variables are reported in Appendix \ref{app:DiffXS}. 

\subsection*{Measured data yields} %%%%%%% Pre-fit distribution %%%%%%
The observed number of events in each of the four decay final states, and the expected signal and background yields before fitting the data (pre-fit) in the mass range $115<m_{4\ell}<130$ GeV, are presented in Tables \ref{tab:recoyields}. Figure \ref{fig:m4lres} shows the expected and observed four-lepton invariant mass distributions in the inclusive final state $4\ell$ in the signal mass window $105<m_{4\ell}<160$ GeV. Figure \ref{fig:m4finalres} shows the expected and observed four-lepton invariant mass distributions in each final state.

\begin{table*}[hp!]
\small
\centering 	
\vspace{0.2cm}
\begin{tabular}{*{6}{c}}
\hline \hline
\noalign{\vspace{0.05cm}}
Final    & \multicolumn{1}{c}{Signal}   & \multicolumn{1}{c}{\ZZ}    & \multicolumn{1}{c}{Other}		 & \multicolumn{1}{c}{Total}  &      \multicolumn{1}{c}{Observed}\\		   
state    &  							   & \multicolumn{1}{c}{background}	& \multicolumn{1}{c}{backgrounds}& \multicolumn{1}{c}{expected}& 				\\
\hline
$4\mu$  & $  78    \pm  5 $ &	$  38.0  \pm  2.1 $ &	$  2.85  \pm  0.18 $ &	$  119   \pm  5~~   $ &	115~~ \\
$2e2\mu$  & $  53.0  \pm  3.1 $ &	$  26.1  \pm  1.4 $ &	$  2.98  \pm  0.19 $ &	$  82.0  \pm  3.4 $ &	96 \\
$2\mu2e$  & $  40.1  \pm  2.9 $ &	$  17.3  \pm  1.3 $ &	$  3.6   \pm  0.5  $ &	$  61.0  \pm  3.2 $ &	57 \\
$4e$  & $  35.3  \pm  2.6 $ &	$  15.0  \pm  1.5 $ &	$  2.91  \pm  0.33 $ &	$  53.2  \pm  3.1 $ &	42 \\
\noalign{\vspace{0.05cm}}
\hline
Total  & $  206  \pm  13 $ &	$  96  \pm  6 $ &	$  12.2  \pm  1.0~~ $ &	$  315  \pm  14 $ &	310~~ \\
\hline \hline                    
\end{tabular}
\caption{Expected (pre-fit) and observed numbers of events in the four decay final states after the event selection, in the mass range 115$< m_{4\ell} <$130 GeV. The sum of the expected number of SM Higgs boson events and the estimated background yields is compared with the data.}
\label{tab:recoyields}
\end{table*}

\begin{figure}[!htbp]
\centering
\includegraphics[width=0.45\textwidth]{figures/Distributions/m4lfsr_fine_4l}
\caption{$105<m_{4\ell}<160$ GeV}
\caption{The observed and expected (pre-fit) distributions four lepton invariant mass distribution for the selected Higgs boson candidates in the inclusive final state in the mass range $105<m_{4\ell}<160$ GeV. The uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:m4lres}
\end{figure}

\begin{figure}[!tb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/m4lfsr_fine_4mu}  
\caption{$m_{4\mu}$}
\label{fig:m4mu}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/m4lfsr_fine_2e2mu}  
\caption{$m_{2e2\mu}$}
\label{fig:m2e2mu}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/m4lfsr_fine_2mu2e}  
\caption{$m_{2\mu2e}$}
\label{fig:m2mu2e}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/m4lfsr_fine_4e}  
\caption{$m_{4e}$}
\label{fig:m4e}
\end{subfigure}\\
\caption{The observed and expected (pre-fit) distributions four lepton invariant mass distribution for the selected Higgs boson candidates in the range of $115<m_{4\ell}<130$ GeV for the different decay final states (\protect{\subref{fig:m4mu}}) $4\mu$, (\protect{\subref{fig:m2e2mu}}) $2e2\mu$, (\protect{\subref{fig:m2mu2e}}) $2\mu2e$ and (\protect{\subref{fig:m4e}}) $4e$. The uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:m4finalres}
\end{figure}
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The expected and the observed distribution of the variable previously described in this section, are shown in Figures \ref{fig:ptshapeall}-\ref{fig:mmshapeall}. In each figure are shown the distribution of the events selected both in the enlarged mass window $105<m_{4\ell}<160$ GeV and in the signal mass window $115<m_{4\ell}<130$ GeV

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/data/shapes/shape_pt_data_prefit}  
\caption{\ptH pre-fit distribution \\
$105<m_{4\ell}<160$ GeV}
\label{fig:ptshapewide}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/pt4l_4l}
\caption{\ptH pre-fit distribution \\
$115<m_{4\ell}<130$ GeV}
\label{fig:ptshape}
\end{subfigure}
\caption{The observed and expected (pre-fit) distributions of \ptH in the range of (\protect{\subref{fig:ptshapewide}})$105<m_{4\ell}<160$ GeV and (\protect{\subref{fig:ptshape}}) $115<m_{4\ell}<130$ GeV. The black dots depict pre-fit data while the blue, red and violet (and yellow) areas represent the signal, the $ZZ^{*}$ background and the reducible background, respectively. In (\protect{\subref{fig:ptshape}}) the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:ptshapeall}
\end{figure}

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/data/shapes/shape_njet_data_prefit}  
\caption{\njets pre-fit distribution \\
$105<m_{4\ell}<160$ GeV}
\label{fig:njshapewide}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/NJets_4l}
\caption{\njets pre-fit distribution \\
$115<m_{4\ell}<130$ GeV}
\label{fig:njshape}
\end{subfigure}
\caption{The observed and expected (pre-fit) distributions of \njets in the range of (\protect{\subref{fig:njshapewide}})$105<m_{4\ell}<160$ GeV and (\protect{\subref{fig:njshape}}) $115<m_{4\ell}<130$ GeV. The black dots depict pre-fit data while the blue, red and violet (and yellow) areas represent the signal, the $ZZ^{*}$ background and the reducible background, respectively. In (\protect{\subref{fig:njshape}}) the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:njshapeall}
\end{figure}

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/data/shapes/shape_mjj_data_prefit}  
\caption{\mjj pre-fit distribution \\
$105<m_{4\ell}<160$ GeV}
\label{fig:mjjshapewide}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/mjj_4l}
\caption{\mjj pre-fit distribution \\
$115<m_{4\ell}<130$ GeV}
\label{fig:mjjshape}
\end{subfigure}
\caption{The observed and expected (pre-fit) distributions of \mjj in the range of (\protect{\subref{fig:mjjshapewide}})$105<m_{4\ell}<160$ GeV and (\protect{\subref{fig:mjjshape}}) $115<m_{4\ell}<130$ GeV. The black dots depict pre-fit data while the blue, red and violet (and yellow) areas represent the signal, the $ZZ^{*}$ background and the reducible background, respectively. In (\protect{\subref{fig:mjjshape}}) the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:mjjshapeall}
\end{figure}

\begin{figure}[!hptb]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/data/shapes/shape_m12m34_data_prefit}  
\caption{$m_{12}$ vs. $m_{34}$ pre-fit distribution \\
$105<m_{4\ell}<160$ GeV}
\label{fig:mmshapewide}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/Distributions/m12m34_4l_inset}
\caption{$m_{12}$ vs. $m_{34}$ pre-fit distribution \\
$115<m_{4\ell}<130$ GeV}
\label{fig:mmshape}
\end{subfigure}
\caption{The observed and expected (pre-fit) distributions of $m_{12}$ vs. $m_{34}$ in the range of (\protect{\subref{fig:mmshapewide}})$105<m_{4\ell}<160$ GeV and (\protect{\subref{fig:mmshape}}) $115<m_{4\ell}<130$ GeV. The black dots depict pre-fit data while the blue, red and violet (and yellow) areas represent the signal, the $ZZ^{*}$ background and the reducible background, respectively. In (\protect{\subref{fig:mmshape}}) the uncertainty in the prediction is shown by the hatched band, which include the theoretical uncertainties of the SM cross section for the signal and \ZZ background.}
  \label{fig:mmshapeall}
\end{figure}
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\subsection{Inclusive cross section results}
The fiducial inclusive cross sections of the \htollll process are presented in Figure~\ref{fig:unfolded_fid} and Table~\ref{tab:FiducialResults}. The left panel in Figure~\ref{fig:summary_fid} shows the fiducial cross sections for the four individual decay final states: $4\mu$, $4e$ decays (hereafter referred to as same flavour), and  $2\mu2e$, $2e2\mu$ decays (hereafter referred to as different flavour). The middle panel shows the cross sections for same- and different-flavour decays, which can provide a probe of same-flavour interference effects, as well as the inclusive fiducial cross sections obtained by either summing all 4$\ell$ decay final states or combining them assuming relative SM branching ratios.
	
The data are compared with the SM prediction after accounting for the fiducial acceptance as determined from the SM Higgs boson simulated samples (see Section~\ref{subsec:mcSamples}).

The combined inclusive fiducial cross section is extrapolated to the full phase space, as shown in the right panel of Figure~\ref{fig:summary_fid}, using the fiducial acceptance as well as the branching ratios, with the uncertainties described in Section~\ref{sec:systematics}. The total cross section is also compared with the cross sections predicted by \progname{NNLOPS}, \progname{MadGraph5\_aMC@NLO}-FxFx (\progname{MG5}-FxFx) and \progname{Hres 2.3} \cite{Grazzini:2013mca, deFlorian:2012mx} for ggF, while for all other production modes the predictions described in Section~\ref{subsec:mcSamples} are used. For ggF, all generators predict cross sections that are lower than the N$^3$LO calculation. 
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\begin{figure}[!htbp]
\centering
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}	
\begin{subfigure}[c]{0.48\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/fid.pdf}
\caption{}
\label{fig:summary_fid}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.5\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_fid.pdf}
\caption{}
\label{fig:corrMatrix_fid}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_fid}) The fiducial cross sections (left two panels) and total cross section (right panel) of Higgs boson production measured in the 4$\ell$ final state. The fiducial cross sections are shown separately for each decay final state, and for same- and different-flavour decays. The inclusive fiducial cross section is measured as the sum of all final states, as well as by combining the per-final-state measurements assuming SM $\zzstar \rightarrow 4\ell$ relative branching ratios. The error bars on the data points show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands around the theoretical predictions indicate the PDF and scale uncertainties. (\protect\subref{fig:corrMatrix_fid}) The correlation between the fiducial cross sections for the four individual decay final states and the \ZZ normalisation factor. \label{fig:unfolded_fid}}
\end{figure}
	
Table \ref{tab:FiducialResults} shows also the $p$-values, quantifying the probability of compatibility of the measurements and the SM predictions. Given that the statistical analysis assume the asymptotic approximation in which the NLL behaves as a $\chi^2$ distribution with one degree of freedom, the $p$-value is defined as the probability that a $\chi^2$ distribution is greater than the results of the $\chi^2$ test performed on the data. In this case it can be defined as:
\begin{equation}
\label{eq:pVal}
p\mbox{-}\mathrm{value}=\int_{\mbox{\tiny{NLL}}(\hat{\sigma^{\mathrm{obs}}})}^{\infty} \chi^{2}(\mbox{\tiny{NLL}})\  \mathrm{d}\mbox{\tiny{NLL}} \quad\mbox{where}\quad \mbox{\tiny{NLL}}= -2 \, \mathrm{ln}\, \frac{L(m_{4\ell} | \sigma^{\mathrm{fid,pred}},\hat{\hat{\theta}})}{L(m_{4\ell} | \hat{\sigma^{\mathrm{fid}}},\hat{\theta})}
\end{equation}
The probability of compatibility of the measured fiducial cross section ($\sigma_\mathrm{comb}$) and the Standard Model expectation is at the level of 67\%.	
	
	
	\renewcommand{\arraystretch}{1.2}
	\begin{table*}[ht]
	\centering
	\vspace{0.2cm}
	\begin{tabular}{ llllcr }
	\hline
	\hline
	Cross section [fb] & Data & $\pm$ (stat.) & $\pm$ (syst.) & Standard Model prediction & $p$-value [\%]\\
	\hline
    $\sigma_{4\mu}$          & 0.81 & $\pm 0.12$ & $\pm 0.03$ &  $0.90 \pm 0.05$ & 46 \\
	$\sigma_{4e}$            & 0.62 & $\pm 0.17$ & $\pm 0.05$ &  $0.90 \pm 0.05$ & 14 \\
	$\sigma_{2\mu2e}$        & 0.74 & $\pm 0.15$ & $\pm 0.05$ &  $0.80 \pm 0.04$ & 67 \\
	$\sigma_{2e2\mu}$        & 1.01 & $\pm 0.15$ & $\pm 0.03$ &  $0.80 \pm 0.04$ & 15 \\
	\hline
	$\sigma_{4\mu+4e}$       & 1.43 & $\pm 0.21$ & $\pm 0.05$ &  $1.81 \pm 0.10$ & 10 \\
	$\sigma_{2\mu2e+2e2\mu}$ & 1.75 & $\pm 0.21$ & $\pm 0.06$ &  $1.61 \pm 0.09$ & 51 \\
	\hline
	$\sigma_\mathrm{sum}$    & 3.18 & $\pm 0.31$ & $\pm 0.11$ &  $3.41 \pm 0.18$ & 49 \\
	$\sigma_\mathrm{comb}$   & 3.28 & $\pm 0.30$ & $\pm 0.11$ &  $3.41 \pm 0.18$ & 67 \\
	\hline
	\hline
	$\sigma_\mathrm{tot}$ [pb] & 53.5 & $\pm 4.9$ & $\pm 2.1$ & $55.7 \pm 2.8$ & 66 \\[0.1cm]
	\hline
	\hline
	\end{tabular}
	\caption{The fiducial and total cross sections of Higgs boson production measured in the 4$\ell$ final state.  The fiducial cross sections are given separately for each decay final state, and for same- and different-flavour decays. The inclusive fiducial cross section is measured as the sum of all final states ($\sigma_\mathrm{sum}$), as well as by combining the per-final-state measurements assuming SM $\zzstar \rightarrow 4\ell$ relative branching ratios ($\sigma_\mathrm{comb}$). For the total cross section ($\sigma_\mathrm{tot}$), the Higgs boson branching ratio at $m_{H} =$ 125~\GeV~ is assumed. The $p$-values indicating the probability of compatibility of the measurement and the SM prediction are shown as well.}
	 \label{tab:FiducialResults} 
	\end{table*}

\FloatBarrier

\subsection{Differential cross section measurement}

\subsubsection*{Cross section results with data and Asimov comparison} %%%%%% Scan NLL and XS Table %%%%%%
Here the cross section results in each variable bin are presented. This results are obtained using data from Run 2 and from the Asimov dataset \cite{Cowan:2010js}.

The Asimov dataset is used to understand the performance in terms of statistical error on the fiducial measurement for each parameter of interest. The Asimov dataset is generated assuming SM expectation for signal ($m_H$ = 125 GeV) and \ZZ background and reducible background, implicitly assuming that the nuisance parameters are set to their nominal values (then the systematics are set to be zero). Minimising the Negative Log Likelihood from generated Asimov data the expected cross section $\hat{\sigma^{\mathrm{fid}}}$ and its uncertainty can be estimated. This procedure relies on the assumption that the asymptotic approximation for which $-2 \, \mathrm{ln}\, \lambda $ behaves as a $\chi^2$ is true. Then the PDF of $\hat{\sigma^{\mathrm{fid}}}$ from which the Asimov data are generated is set to behave as a $\chi^2$ distribution with one degree of freedom. In this way the minimum of  $-2 \, \mathrm{ln}\,\lambda(\hat{\sigma^{\mathrm{fid}}}) $ is the "truth" $\sigma^{\mathrm{fid}}$.

Figure~\ref{fig:fit_pt_matrix_floatqqZZ} shows the scans of the Negative Log Likelihood in the first three bin of the Higgs \pt as example. The cross section results as well as their relative errors (including systematics) in each bin of the variables, described in Section \ref{subsec:binmig}, are shown in Tables~\ref{tab:pt_expected_floatqqZZ}-\ref{tab:m12m34_expected_floatqqZZ}.

\begin{figure}[!h]
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.30\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/results/ws_pt_wsys_mtx/sigma_bin0_incl}
\caption{$p_{T}$ bin 0 NLL scan}
\label{fig:pt0scan}
\end{subfigure}
\quad
\begin{subfigure}[c]{0.30\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/results/ws_pt_wsys_mtx/sigma_bin1_incl}
\caption{$p_{T}$ bin 1 NLL scan}
\label{fig:pt1scan}
\end{subfigure}
\quad
\begin{subfigure}[c]{0.30\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/differential/asimov/results/ws_pt_wsys_mtx/sigma_bin2_incl}
\caption{$p_{T}$ bin 2 NLL scan}
\label{fig:pt2scan}
\end{subfigure}\\
\caption{Negative log likelihood scans of the cross sections in the first three bin of the \ptH distribution for response matrix unfolding using data (in black) and the Asimov dataset (in blue) with luminosity 139~fb$^{-1}$ for $105 < m_{4\ell} < 160$~GeV has been considered. Expected and observed cross sections are reported. Systematic uncertainties are included.}
 \label{fig:fit_pt_matrix_floatqqZZ}
\end{figure}

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
    \input{tables/AsimovResults/pt_fit__wsys_expected_table}
  \caption{Expected and observed cross sections in each category of \ptH using the Asimov dataset and data, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties. }
 \label{tab:pt_expected_floatqqZZ}
\end{table}

\begin{table}[!h]
  \renewcommand\arraystretch{1.3}
  \centering \small
    \input{tables/AsimovResults/njet_fit__wsys_expected_table}
  \caption{Expected and observed cross sections in each category of \njets using the Asimov dataset and data, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties. }
 \label{tab:njet_expected_floatqqZZ}
\end{table}

\begin{table}[!h]
  \renewcommand\arraystretch{1.3}
  \centering \small
    \input{tables/AsimovResults/mjj_fit__wsys_expected_table}
  \caption{Expected and observed cross sections in each category of \mjj using the Asimov dataset and data, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties. }
 \label{tab:mjj_expected_floatqqZZ}
\end{table}

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
    \input{tables/AsimovResults/m12m34_fit__wsys_expected_table}
  \caption{Expected and observed cross sections in each category of $m_{12}$ vs. $m_{34}$ using the Asimov dataset and data, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties. }
 \label{tab:m12m34_expected_floatqqZZ}
\end{table}

%%%%%%%% Summary plot %%%%%%
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\subsubsection*{Differential cross section results}

The measured differential production cross sections for the transverse momentum \ptH\ of the Higgs boson, the number of jets \njets, the invariant mass of the di-jet system \mjj and the double-differential distribution \monetwo vs. \mthreefour  are shown in Figures~\ref{fig:pt_unfolded}-\ref{fig:m12m34_unfolded}.  For the double-differential distribution \monetwo vs. \mthreefour also the differential cross section distributions in the two different $\ell\ell\mu\mu$ and $\ell\ell e e$ final states are reported. These results have been used to put constraints on effective BSM Higgs couplings in one of the Pseudo-Observable scenarios investigated in Section \ref{sec:PO}. The correlation matrices between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors are shown in all figures along with the cross-section measurements. 

The data are compared with SM expectations constructed from the ggF predictions provided by \progname{NNLOPS} and \progname{MadGraph5\_aMC@NLO}-FxFx. Certain distributions related to the production of the Higgs boson also include a comparison with the predictions from   \progname{NNLOJET} and \progname{RadISH} and some of the measurements  related to the Higgs boson decay are  compared also with predictions from \progname{Hto4l} and \progname{Prophecy4f}. The ggF predictions from \progname{MadGraph5\_aMC@NLO}-FxFx and \progname{NNLOPS} are normalised to the  N$^3$LO prediction while the normalisations for \progname{NNLOJET} and \progname{RadISH} are to their respective predicted cross sections. All the other Higgs boson production modes (labelled as $XH$) are normalised to the most accurate SM predictions. The error bars on the data points show the total uncertainties, while the systematic uncertainties are indicated by the boxes. The shaded bands on the expected cross sections indicate the PDF and scale uncertainties. This includes the uncertainties related to the $XH$ production modes. The central panel of the figures shows the ratio of different predictions to the data, and the grey area represents the total uncertainty of the measurement. Finally the bottom panel shows the ratios of the fitted values of the $ZZ^{\ast}$ normalisation factors to the predictions from MC simulation discussed in Section~\ref{subsec:mcSamples}. As indicated by the horizontal error bars, the $ZZ^{\ast}$ normalisation is estimated in each of the first three \ptH\ bins separately, while the next two bins share a common estimation factor, as do the last five bins. For the \njets and \mjj the last two bins share a common normalisation factor, as the first two bins of \monetwo vs. \mthreefour.
The figures include the $p$-values quantifying the probability of compatibility of the measurements and the SM predictions. 

%\vspace{3cm}
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\begin{subfigure}[c]{0.42\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/pt_matrix.pdf}
\caption{}
\label{fig:summary_pt}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.44\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_pt.pdf}
\caption{}
\label{fig:corrMatrix_pt}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_pt}) Differential fiducial cross section for the transverse momentum \ptH\ of the Higgs boson, along with~(\protect\subref{fig:corrMatrix_pt})  the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:pt_unfolded}}
\end{figure}
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The $p$-value for the differential cross section measurement is computed from the Equation \ref{eq:pVal}, considering the full likelihood as the product of the likelihood of each bin, and the $\sigma^{\mathrm{fid,pred}}$ in each bin is fixed to the cross sections predicted by theory. Under the asymptotic assumption $\mbox{\tiny{NLL}}(\sigma^{\mathrm{fid,pred}})$ behaves as a $\chi^{2}$ with the number of degrees of freedom equal to the number of bins.
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\begin{subfigure}[c]{0.42\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/njet_matrix.pdf}
\caption{}
\label{fig:summary_njet}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.44\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_njet.pdf}
\caption{}
\label{fig:corrMatrix_njet}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_njet}) Differential fiducial cross section for the number of jets \njets, along with~(\protect\subref{fig:corrMatrix_njet})  the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:njet_unfolded}}
\end{figure}
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\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/mjj_matrix.pdf}
\caption{}
\label{fig:summary_mjj}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.44\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_mjj.pdf}
\caption{}
\label{fig:corrMatrix_mjj}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_mjj}) Differential fiducial cross section for the di-jet invariant mass \mjj, along with~(\protect\subref{fig:corrMatrix_mjj}) the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:mjj_unfolded}}
\end{figure}
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\includegraphics[width=\linewidth]{figures/SummaryResults/m12m34_matrix_decayComp.pdf}
\caption{}
\label{fig:summary_m12m34}
\end{subfigure}
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\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_m12m34.pdf}
\caption{}
\label{fig:corrMatrix_m12m34}
\end{subfigure}\\
\begin{subfigure}[c]{0.35\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/m12m34_matrix_decayComp_2l2mu.pdf}
\caption{}
\label{fig:summary_m12m34_2l2mu}
\end{subfigure}
\begin{subfigure}[c]{0.35\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/SummaryResults/m12m34_matrix_decayComp_2l2e.pdf}
\caption{}
\label{fig:summary_m12m34_2l2e}
\end{subfigure}\\
%\quad
\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{figures/SummaryResults/Obs_Sys_corrMatrix_m12m34_2l2mu2l2e.pdf}
\caption{}
\label{fig:corrMatrix_m12m34_2l2l}
\end{subfigure}\\

\caption{(\protect\subref{fig:summary_m12m34}) Differential fiducial cross section for the leading vs.\ subleading $Z$ boson mass \monetwo\ vs.\ \mthreefour, in (\protect\subref{fig:summary_m12m34}) inclusive final state and split in (\protect\subref{fig:summary_m12m34_2l2mu}) $\ell\ell\mu\mu$ and (\protect\subref{fig:summary_m12m34_2l2e}) $\ell\ell ee$ final states, along with the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors (~(\protect\subref{fig:corrMatrix_m12m34}) inclusive and ~(\protect\subref{fig:corrMatrix_m12m34_2l2l}) splitted final states). \label{fig:m12m34_unfolded}}
\end{figure}
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\section{Preliminary expected results on CP sensitive variables}
\label{sec:CPres}
In this section, the preliminary expected results for the CP-odd angular variables \Otwo and \Ofive and the Optimal Observables \OOjjtCzz are presented. The expected results of the other CP-odd variable as shown in Appendix \ref{app:DiffXSCP}. The expected distributions of these variables in the mass window $105<m_{4\ell}<160$ GeV are shown in Figure \ref{fig:CPshapeall}. The black dots correspond to the Asimov dataset. The expected cross section value in each bin and the corresponding uncertainty (including systematics) from the Asimov data fit are shown in Tables \ref{tab:CP2res} - \ref{tab:OOres}. Finally the expected differential cross section for those variables are shown in Figures \ref{fig:O2_unfolded} - \ref{fig:OO_unfolded}. They show the Asimov data results compared with SM prediction from the ggF production provided by \progname{NNLOPS}. The correlation matrices between the expected cross sections and the \ZZ background normalisation factors are also reported in all the figures along with the cross section measurements.
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\includegraphics[width=\textwidth]{figures/sec_Unfold/Prodv23WS_wsys/cp_obs2/Dres/incl/matrix/floatZZ/shape_cp_obs2_expected_prefit}  
\caption{\Otwo pre-fit distribution}
\label{fig:O2shape}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/Prodv23WS_wsys/cp_obs5/Dres/incl/matrix/floatZZ/shape_cp_obs5_expected_prefit}
\caption{\Ofive pre-fit distribution}
\label{fig:O5shape}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/Prodv23WS_wsys/OO1_jjtCzz/Dres/incl/matrix/floatZZ/shape_OO1_jjtCzz_expected_prefit}
\caption{\OOjjtCzz pre-fit distribution}
\label{fig:OOshape}
\end{subfigure}\\
\caption{The expected (pre-fit) distributions of (\protect{\subref{fig:O2shape}}) \Otwo, (\protect{\subref{fig:O5shape}}) \Ofive and (\protect{\subref{fig:OOshape}}) \OOjjtCzz, in the range of $105<m_{4\ell}<160$ GeV. The black dots depict pre-fit asimov data while the blue, red and violet areas represent the signal, the $ZZ^{*}$ background and the reducible background, respectively.}
  \label{fig:CPshapeall}
\end{figure}
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\begin{table}[!h]
\renewcommand\arraystretch{1.5}
\centering \small
\input{tables/sec_Unfold/XSResults/cp_obs2_results}
\caption{Expected cross sections in each category of \Otwo using the Asimov dataset, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties.}
\label{tab:CP2res}
\end{table}

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
\input{tables/sec_Unfold/XSResults/cp_obs5_results}
\caption{Expected cross sections in each category of \Ofive using the Asimov dataset, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties.}
\label{tab:CP5res}
\end{table}

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
\input{tables/sec_Unfold/XSResults/OO1_jjtCzz_results}
\caption{Expected cross sections in each category of \OOjjtCzz using the Asimov dataset, assuming an integrated luminosity of \SI{139}{\per\femto\barn} for $105 < m_{4\ell} < 160$~GeV, with full statistical plus systematic uncertainties.}
\label{tab:OOres}
\end{table}
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\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots/XS_Exp_cp_obs2_ratio}
\caption{}
\label{fig:summary_O2}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.5\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots_wscanner/ws_cp_obs2_wsys_expected_mtx_v23v3_corr_all/Exp_Sys_corrMatrix}
\caption{}
\label{fig:corrMatrix_O2}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_O2}) Expected results for differential fiducial cross section for \Otwo observable, along with~(\protect\subref{fig:corrMatrix_O2})  the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:O2_unfolded}}
\end{figure}
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\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots/XS_Exp_cp_obs5_ratio}
\caption{}
\label{fig:summary_O5}
\end{subfigure}
%\quad
\begin{subfigure}[c]{0.5\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots_wscanner/ws_cp_obs5_wsys_expected_mtx_v23v3_corr_all/Exp_Sys_corrMatrix}
\caption{}
\label{fig:corrMatrix_O5}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_O5}) Expected results for differential fiducial cross section for \Ofive observable, along with~(\protect\subref{fig:corrMatrix_O5}) the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:O5_unfolded}}
\end{figure}
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\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots/XS_Exp_OO1_jjtCzz_ratio}
\caption{}
\label{fig:summary_OO}
\end{subfigure}
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\begin{subfigure}[c]{0.5\textwidth}
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\includegraphics[width=\linewidth]{figures/sec_Unfold/Plots_wscanner/ws_OO1_jjtCzz_wsys_expected_mtx_v23v3_corr_all/Exp_Sys_corrMatrix}
\caption{}
\label{fig:corrMatrix_OO}
\end{subfigure}\\
\caption{(\protect\subref{fig:summary_OO}) Expected results for differential fiducial cross section for \OOjjtCzz optimal observable, along with~(\protect\subref{fig:corrMatrix_OO}) the corresponding correlation matrix between the measured cross sections and the $ZZ^{\ast}$ background normalisation factors. \label{fig:OO_unfolded}}
\end{figure}

%\clearpage
\section{Prospects: VBF Fiducial cross section measurement}% \textcolor{red}{standalone chapter?}}
\label{sec:UnVBF}
A feasibility study has been performed to have a VBF fiducial cross section measurement. The idea is to select the VBF-like signal without applying any further cut on the event selection, but building a PDF able to discriminate the dominant \ggF production from the \VBF one and also to estimate the \ggF contribution itself, as the fit of $m_{4\ell}$ has been used to extract the \ZZ background in the measurement described in the previous section.

Given that the expected \VBF events with the Full Run 2 dataset in the mass window $105<m_{4\ell}<160$~GeV are $17.0 \pm 0.8$ \cite{Aad:2020mkp}, we do not have enough statistics to perform a fiducial differential measurement in this production mode. Anyway, the prospect of this measurement at higher luminosity (300 \ifb with Run 3 and 3000 \ifb with HL-LHC) has been also investigated with the \OOjjtCzz observable in two differential bins. 

This study has been performed mainly to evaluate the sensitivity to this kind of measurement, only the \ggF and \VBF production has been considered as signal (\VH, \ttH and \bbH are not included) and with only \qqZZ background process as background (\ggZZ, \zjets, \ttbar, $VVV$ and \ttV are not included). Also the systematic uncertainty have not been considered in this test, but their impact is expected to be negligible with respect to the statistical uncertainty due to the low statistics regime. 

\subsection{Signal Extraction}
This test has been performed using the \OOjjtCzz observable, defining two bins: $N_{jets}< 2$ and $N_{jets}\ge 2$. This is not a real differential distribution in \OOjjtCzz, but it is an inclusive measurement in the phase space in which the variable is defined, namely for events with at least 2 jets. 

Two different variables to build the PDF for the fit have been tested: $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ and the Neural Network used as discriminant observable in the $2$-jet category for the STXS analysis \cite{Aad:2020mkp}: $NN_{VBF}^{2j}$. 
The $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ template distribution has been built applying cuts on $m_{jj}$ and $ \Delta\eta_{jj}$ to maximise the \VBF contribution in the bins, in a mass window $115<m_{4\ell}<130$~GeV. Figure \ref{fig:2Dmphi} shows the 2D distribution of the \ggF signal and \VBF signal respectively.

The choice to build a PDF from the $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ is based on the idea to have a PDF related to simple kinematic variables, reducing possible theoretical uncertainties on the estimation and minimising the model dependency. On the other hand, the use of the Neural Network improves the discrimination of the \VBF signal from the \ggF one, at the cost of a more model dependent measurement.

\begin{figure}[!hptb]
  \centering
      \includegraphics[width=0.8\textwidth]{figures/sec_Unfold/UnfoldVBF/mjj_vs_etajj_2D_prod_v2.pdf}
     \label{fig:2Dmphi}
  \caption{2D events distribution for the \ggF signal (\textit{on the left}) and \VBF signal (\textit{on the right}) in $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$, in a mass region $115<m_{4\ell}<130$~GeV. }
  \label{fig:2Dmphi} 
\end{figure}

The number of the expected events $N_{\ge 2 \ \mathrm{jets}}$ in the bin $N_{jets}\ge 2$, expressed as a function of $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$, but is the same function for $NN_{VBF}^{2j}$, is given by a formula inspired to the one used for the all production mode measurement:
\begin{align}
\label{eq:VBFSignalExtraction}
N_{i = \ge 2 \ \mathrm{jets}}(m_{jj}\Delta\eta_{jj}) = &\sum_j r_{ij} \cdot (1+f^{\mathrm{nonfid}}_ {i}) \cdot \sigma^{\mathrm{VBF-fid}}_j \cdot \mathcal{P}_{i}(m_{jj}\Delta\eta_{jj})\cdot\mathcal{L}+\\
&+ N^{\mathrm{ggF-bkg}}_{i}(m_{jj}\Delta\eta_{jj}) +N^{\mathrm{ZZ-bkg}}_{i}(m_{jj}\Delta\eta_{jj}) 
\end{align}
where the bin $i = N_{jets}\ge 2$ and $j$ runs over the two bins $N_{jets}< 2$ and $N_{jets}\ge 2$. 

The VBF fiducial cross section to extract from the fit is $\sigma^{\mathrm{VBF-fid}}_j$. In this case the signal events are the \VBF events. The \ggF production represents a background source and its contribution is treated similarly as the \ZZ background: $N^{\mathrm{ggF-bkg}}_{i}(m_{jj}\Delta\eta_{jj})$  and $N^{\mathrm{ZZ-bkg}}_{i}(m_{jj}\Delta\eta_{jj})$. 
The term $\mathcal{P}_{i}(m_{jj}\Delta\eta_{jj})$ is the $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ shape used in the fit to extract the VBF cross section and simultaneously estimate the background normalisation.

The number of the expected events $N_{< 2 \ \mathrm{jets}}$ in the bin $N_{jets}<2$ is computed using the Equation \ref{eq:SignalExtraction}, performing the fit on $m_{4\ell}$ as in this region VBF events are not expected and there are not enough jets to build an alternative template distribution for the fit. 

The measurement is performed with a simultaneous fit on both $N_{jets}< 2$ and $N_{jets}\ge 2$ bins, even if just in the $N_{jets}\ge 2$ bin the VBF fiducial cross section measurement can be really measured.   

\subsection{Floating background normalisations}

The \ZZ background normalisation is estimated from the data (in this case just preliminary results are shown, then the estimation is performed on the Asimov data), as done with the all production mode measurement. An additional bin to the template distribution is added, containing all the events in the sidebands $105<m_{4\ell}<115$~GeV and $130<m_{4\ell}<160$~GeV to perform this measurement, given that these sidebands are \ZZ enriched. 

The \ggF signal instead gives its main contribution in the signal region $115<m_{4\ell}<130$~GeV. Its normalisation can also be constrained from data, introducing floating normalisation factors to the \ggF contribution in the fit. This method leads to an enhancement of the statistical error, for this reason also the estimation with fixed \ggF normalisation factor are reported.

The $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ and $NN_{VBF}^{2j}$ distributions in the bin $N_{jets}\ge 2$ are shown in Figure \ref{fig:pdfVBF}. The last bin of the template represents the \textit{sideband-bin} and all the contributions from \ggF, \VBF and \ZZ processes are reported together with the full signal distribution. It can be seen that the Neural Network has a better discriminating power with respect to the $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ distribution.
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\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/OO1_jjtCzz_bin1_incl_ggH_1bin.pdf}
\caption{$m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ shape}
\label{fig:pdfmphi}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/OO1_jjtCzz_bin1_incldNN_ggH_1bin.pdf}
\caption{$NN_{VBF}^{2j}$ shape}
\label{fig:pdfNN}
\end{subfigure}
  \caption{Shape for the bin $N_{jets}\ge 2$ of the \protect\subref{fig:pdfmphi} $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ and \protect\subref{fig:pdfNN} $NN_{VBF}^{2j}$ template distributions in the range $115<m_{4\ell}<130$~GeV. The last bin of the template represents the \textit{sideband-bin} with all the events in $105<m_{4\ell}<115$~GeV and $130<m_{4\ell}<160$~GeV. }
  \label{fig:pdfVBF}
\end{figure}

\subsection{Expected Results}

Table \ref{tab:UnResVBF} shows the expected results of the VBF fiducial cross section measurement in the bin $N_{jets}\ge 2$, performing the fit both on $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ and $NN_{VBF}^{2j}$ and both with floating and fixed \ggF normalisation factor. The results show that the sensitivity for this measurement is very low. The best sensitivity reached is about 70\% and it is obtained performing the fit on the $NN_{VBF}^{2j}$ and extracting the \ggF contribution from MC (fixed normalisation factor).

\begin{table}[!h]
  \renewcommand\arraystretch{1.8}
  \centering \small
   \include{tables/sec_Unfold/XSResults/VBF_Results}
  \caption{Expected results for the Fiducial VBF cross section measurement in the bin $N_{jets}\ge 2$ for different tested configurations.}
  \label{tab:UnResVBF}
\end{table}
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\paragraph{Prospects on differential cross section measurement}\mbox{}\\
The possibility to perform a differential measurement with higher statistics has been investigated. The study has been performed always on the  \OOjjtCzz observable defining two differential bins, besides the underflow bin: 
\begin{equation}
[N_{jets}<2, -10.0, 0.0, 10.0]
\end{equation}

Following the same strategy to extract the signal and to estimate the \ggF and \ZZ background, the expected results with enhanced statistics have been estimated, scaling the luminosity up to 300 \ifb and 3000 \ifb. Figure \ref{fig:ProsVBFDiff} shows the profile likelihood fit with the corresponding cross section measurement in the two differential \OOjjtCzz bins at 139 \ifb, 300 \ifb and 3000 \ifb, both fitting $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ and $NN_{VBF}^{2j}$. The \ggF background normalisation is constrained from data by adding one floating normalisation parameter. As for the inclusive study, systematic uncertainties are not considered, even if their impact at higher luminosity could have a larger impact with respect to the Run 2. 

As expected, the sensitivity at 139 \ifb is too low to perform this measurement. At Run 3, with 300 \ifb, an improvement of the sensitivity is expected, with a reduction on the statistical uncertainty of about 30\%, then with a sensitivity of 80\% of the measurement in each bin. At 3000 \ifb, the statistical uncertainty in each bin is expected to be reduced of a further 70\%, reaching a sensitivity of 30\% at 1$\sigma$.
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\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/plotVBFDiffBin1.pdf}
\caption{$m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ XS fit in Bin 1}
\label{fig:mphib1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
\centering	
\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/plotVBFDiffBin1_dNN.pdf}
\caption{$NN_{VBF}^{2j}$ XS fit in Bin 1}
\label{fig:NNb1}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/plotVBFDiffBin2.pdf}
\caption{$m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ XS fit in Bin 2}
\label{fig:mphib2}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.45\textwidth}
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\includegraphics[width=\textwidth]{figures/sec_Unfold/UnfoldVBF/plotVBFDiffBin2_dNN.pdf}
\caption{$NN_{VBF}^{2j}$ XS fit in Bin 2}
\label{fig:NNb2}
\end{subfigure}\\
  \caption{Expected results for the fiducial differential VBF cross section measurement in \OOjjtCzz bins at 139 \ifb, 300 \ifb and 3000 \ifb and for different template fit variable: $m_{jj} \mbox{ vs. } \Delta\eta_{jj}$ (\protect{\subref{fig:mphib1}} and \protect{\subref{fig:mphib2}}) and $NN_{VBF}^{2j}$ (\protect{\subref{fig:NNb1}} and \protect{\subref{fig:NNb2}}). Only statistical uncertainties have been considered.}
  \label{fig:ProsVBFDiff}
\end{figure}
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\chapter{Limits on Beyond Standard Model Physics from $H\to ZZ^{*}\to 4l$ decay channel}
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\section{Interpretation of the differential cross section measurements}

In this section, the interpretation of the results shown in the previous Chapter \ref{chap:DiffXS} are presented. The results have been used to constrain possible Beyond Standard Model contact interaction of the Higgs or $Z$ boson with leptons, or non-Standard Model values of the $b$- and $c-$ quark Yukawa couplings.

\label{sec:DiffInt}
\subsection{Pseudo-Observables}
\label{sec:PO}
Limits are set on modified Higgs boson interactions within the framework of Pseudo-Observables \cite{Gonzalez-Alonso:2014eva}. In this analysis, the couplings related to the both flavour universal and flavour violating contact-interaction of the Higgs decay are considered as outlined in \cite{Gainer:2018qjm}. The considered scenarios are:

\begin{enumerate}
\item {\bfseries Linear EFT-inspired:} ($\kappa_{ZZ}$ vs. $\epsilon_{Z\ell\mathrm{(R)}}$), where $\epsilon_{Z\ell\mathrm{(L)}}$ = 0.48 \ $\epsilon_{Z\ell\mathrm{(R)}}$ \cite{Gonzalez-Alonso:2015bha}, $\epsilon_{Ze\mathrm{(R,L)}}$ = $\epsilon_{Z\mu\mathrm{(R,L)}}$ and other $\epsilon \rightarrow 0$.
\item {\bfseries Flavor universal contact terms:} ($\epsilon_{Z\mathrm{(R)}}$ vs. $\epsilon_{Z\mathrm{(L)}}$):  where $\epsilon_{Ze\mathrm{(L)}}$ = $\epsilon_{Z\mu\mathrm{(L)}}$, $\epsilon_{Ze\mathrm{(R)}}$ = $\epsilon_{Z\mu\mathrm{(R)}}$, $\kappa_{ZZ} = 1$ and other $\epsilon \rightarrow 0$.
\item {\bfseries Flavor non-universal vector contact terms:} ($\epsilon_{Ze\mathrm{(R)}}$ vs. $\epsilon_{Z\mu\mathrm{(R)}}$), where $\epsilon_{Ze\mathrm{(L)}}$ = $\epsilon_{Ze\mathrm{(R)}}$, $\epsilon_{Z\mu\mathrm{(L)}}$ = $\epsilon_{Z\mu\mathrm{(R)}}$, $\kappa_{ZZ} = 1$ and other $\epsilon \rightarrow 0$.
\item {\bfseries Flavor non-universal axial contact terms:} ($\epsilon_{Ze\mathrm{(R)}}$ vs. $\epsilon_{Z\mu\mathrm{(R)}}$), where $\epsilon_{Z\ell\mathrm{(L)}}$ = -$\epsilon_{Z\ell\mathrm{(R)}}$, $\kappa_{ZZ} = 1$ and other $\epsilon \rightarrow 0$.
\end{enumerate}

Figure \ref{fig:FeyPO} shows the Feynman diagrams of the process involved in these scenarios, based on the equations derived in Section \ref{subsec:POtheo}.
The contact terms have the same Lorentz structure as the SM term, therefore, the angular distributions are not modified and the contact terms only affect the di-lepton invariant mass spectra. Other Pseudo-Observables affecting the angular distributions, such as $\epsilon_{ZZ}^{(CP)}$, $\epsilon_{Z\gamma}^{(CP)}$ and $\epsilon_{\gamma \gamma}^{(CP)}$, are not considered in this analysis. Assuming the SM values for all but the tested parameters, limits are set on the contact-interaction coupling strength.

\begin{figure}[!htbp]
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/FeynmanPO1.png}
\caption{Feynman diagrams Pseudo-Observables.}
\label{fig:FeyPO}
\end{figure}

%\subsubsection{Impact on the $m_{12}$ vs. $m_{34}$}

The unfolded observable that is sensitive to modifications and able to probe this contact terms is $m_{12}$ vs. $m_{34}$.

Figures \ref{fig:varPOFU}-\ref{fig:varPOFV} show some examples of how the $m_{12}$ and $m_{34}$ shape changes for different coupling values. It can be observed that $\kappa_{ZZ}$ has no impact on the shape modification, given that it only affect the overall normalisation of all $h\to4\ell$ decays and consequently can only be probed through its effects on the total rates. The contact terms operators, which couple the Higgs to the intermediate boson and two leptons, impact of the shape of the dilepton masses. These could arise via a heavy $Z'$ that is integrated out, or via other mechanisms that might not even involve two intermediate bosons. 
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z1_m_fidDres_4lsel_incl_4l_flavourUniversal_EFT_KZZ.pdf}
\caption{$m_{12}$ in $\kappa_{ZZ}$}
\label{fig:m12kZZ}
\end{subfigure}\quad
\begin{subfigure}[c]{0.33\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z2_m_fidDres_4lsel_incl_4l_flavourUniversal_EFT_KZZ.pdf}
\caption{$m_{34}$ in $\kappa_{ZZ}$}
\label{fig:m34kZZ}
\end{subfigure}\\
\begin{subfigure}[c]{0.33\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z1_m_fidDres_4lsel_incl_4l_flavourUniversal_contact_eR.pdf}
\caption{$m_{12}$ in $\epsilon_{Z\ell\mathrm{(R)}}$}
\label{fig:m12eR}
\end{subfigure}\quad
\begin{subfigure}[c]{0.33\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z2_m_fidDres_4lsel_incl_4l_flavourUniversal_contact_eR.pdf}
\caption{$m_{34}$ in $\epsilon_{Z\ell\mathrm{(R)}}$}
\label{fig:m34eR}
\end{subfigure}\\
\begin{subfigure}[c]{0.33\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z1_m_fidDres_4lsel_incl_4l_flavourUniversal_contact_eL.pdf}
\caption{$m_{12}$ in $\epsilon_{Z\ell\mathrm{(R)}}$}
\label{fig:m12eR}
\end{subfigure}\quad
\begin{subfigure}[c]{0.33\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z2_m_fidDres_4lsel_incl_4l_flavourUniversal_contact_eL.pdf}
\caption{$m_{34}$ in $\epsilon_{Z\ell\mathrm{(R)}}$}
\label{fig:m34eR}
\end{subfigure}\\
\caption{Modification of the $m_{12}$ and $m_{34}$ spectra in $2e2\mu$ final state for different value of $\kappa_{ZZ}$,  $\epsilon_{Z\ell\mathrm{(R)}}$ and $\epsilon_{Z\ell\mathrm{(L)}}$ coupling values in inclusive four lepton final state.}
\label{fig:varPOFU}
\end{figure}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z1_m_fidDres_4lsel_llee_4l_flavourViolation_vectorContact_ele.pdf}
\caption{$m_{12}$ in $\epsilon_{Ze}$}
\label{fig:m12ele}
\end{subfigure}\quad
\begin{subfigure}[c]{0.33\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z2_m_fidDres_4lsel_llee_4l_flavourViolation_vectorContact_ele.pdf}
\caption{$m_{34}$ in $\epsilon_{Ze}$}
\label{fig:m34kZZ}
\end{subfigure}\\
\begin{subfigure}[c]{0.33\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z1_m_fidDres_4lsel_llmumu_4l_flavourViolation_axialContact_mu.pdf}
\caption{$m_{12}$ in $\epsilon_{Z\mu}$}
\label{fig:m12mu}
\end{subfigure}\quad
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Mass_Thesis/Z2_m_fidDres_4lsel_llmumu_4l_flavourViolation_axialContact_mu.pdf}
\caption{$m_{34}$ in $\epsilon_{Z\mu}$}
\label{fig:m34mu}
\end{subfigure}\\
\caption{Modification of the $m_{12}$ and $m_{34}$ spectra for non-universal flavour couplings $\epsilon_{Ze}$ (with $\epsilon_{Z\ell\mathrm{(L)}}$ = $\epsilon_{Z\ell\mathrm{(R)}}$) in $\ell\ell ee$ final state and $\epsilon_{Z\mu}$ (with $\epsilon_{Z\ell\mathrm{(L)}}$ = -$\epsilon_{Z\ell\mathrm{(R)}}$) in $\ell\ell \mu\mu$ final state.}
\label{fig:varPOFV}
\end{figure}
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\subsubsection{Signal parametrisation and validation}

In Section \ref{subsec:POtheo} the decay amplitude of an on-shell Higgs boson in four lepton final states has been expressed as function of the POs. If we consider a decay channel $h\to 2e2\mu$, the double differential decay distribution in $q_1$ ($m_{12}$) and $q_2$ ($m_{34}$)  leads to a quadratic polynomial function in $k$= ($k_{ZZ}$, $\epsilon_{Ze L}$, $\epsilon_{Z\mu L}$, $\epsilon_{Ze R}$, $\epsilon_{Z\mu R}$), therefore the decay amplitude can be written as a function of the POs as follows:

\begin{equation}
\frac{d^2 \Gamma_{h\to 2e2\mu}}{dm_{12}dm_{34}} = \sum_{j\ge i} A_{ij} k_i k_j
\end{equation}

The total cross section in each bin of the $m_{12}$ vs. $m_{34}$ distribution can then be parametrised as a quadratic function of the POs. However, the acceptance depending on the coupling value can change this form. 
The acceptance variation as function of the coupling with respect to the SM expectation has been studied in each bin and it is shown in Figure \ref{fig:AccPO}. It changes less than 5\% across the coupling values. This small variations can be taken into account by directly parametrising the fiducial cross section with a quadratic function. 

The fiducial cross section in each bin has been calculated by simulating a grid of coupling values for a given parameter. These values are then fitted with a 2D quadratic function. For the Linear EFT-inspired and universal contact terms scenario, the fit has been performed in the inclusive final state. For the two non-universal lepton flavour scenarios the fit has been done in $\ell \ell e e$ and $\ell \ell \mu \mu$ final states separately. 

\begin{figure}[!htbp]
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\centering
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/EFT/acc_bin0.png}
\caption{Linear EFT-inspired}
\label{fig:AccEFT2D}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/Contact/acc_bin0.png}
\caption{Flavour universal contact terms}
\label{fig:AccCon2D}
\end{subfigure}\\
\vspace{0.25cm}
\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/Vector/acc_bin0_llee.png}
\caption{Flavour non-universal vector contact terms}
\label{fig:AccVec2D}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/Axial/acc_bin0_llmumu.png}
\caption{Flavour non-universal axial contact terms}
\label{fig:AccAx2D}
\end{subfigure}\\
\caption{Acceptance variation in the inclusive fiducial phase space as a function of the POs for linear-EFT inspired and  flavour universal contact terms scenarios in inclusive final state and flavour non-universal with vector and axial contact terms scenarios in the $\ell \ell e e$ and $\ell \ell \mu \mu$ final states.}
\label{fig:AccPO}
\end{figure}
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Figure \ref{fig:XSPO1D} shows the ratio between the predicted cross section at a given coupling value over the predicted Standard Model cross section as function of one coupling, while scanning the other.
Figure \ref{fig:XSPO2D} shows the 2D fit of the cross section with the parabolic function. The equations themselves can be found in Appendix \ref{sec:reparmEquations}.
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\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_EFT/yAxis_Diffbin0_eventType4}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_EFT/xAxis_Diffbin0_eventType4}
\caption{Linear EFT-inspired}
\label{fig:XSEFT1D}
\end{subfigure}\\
\begin{subfigure}[c]{0.6\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_contact/xAxis_Diffbin0_eventType4}
\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_contact/yAxis_Diffbin0_eventType4}
\caption{Flavour universal contact terms}
\label{fig:XSCon1D}
\end{subfigure}\\
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\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourViolation_vectorContact/xAxis_Diffbin0_eventType5}
\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourViolation_vectorContact/xAxis_Diffbin0_eventType6}
\caption{Flavour non-universal vector contact terms}
\label{fig:XSVec1D}
\end{subfigure}\\
\begin{subfigure}[c]{0.6\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourViolation_axialContact/yAxis_Diffbin0_eventType5}
\includegraphics[width=0.45\linewidth]{figures/interpretation/Sliced_new/XS_flavourViolation_axialContact/yAxis_Diffbin0_eventType6}
\caption{Flavour non-universal axial contact terms}
\label{fig:XSAx1D}
\end{subfigure}\\
\caption{Modification of the predicted XS in the inclusive fiducial phase space as a function of the POs for linear-EFT inspired and  flavour universal contact terms scenarios in inclusive final state and flavour non-universal with vector and axial contact terms scenarios in the $\ell \ell e e$ and $\ell \ell \mu \mu$ final states.}
\label{fig:XSPO1D}
\end{figure}
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\includegraphics[width=0.55\linewidth]{figures/interpretation/Acceptance/EFT/diffbin1.png}\qquad
\includegraphics[width=0.35\linewidth]{figures/interpretation/Acceptance/EFT/residbin1.png}
\caption{Linear EFT-inspired}
\label{fig:XSEFT2D}
\end{subfigure}\\
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\includegraphics[width=0.55\linewidth]{figures/interpretation/Acceptance/Contact/diffbin2.png}\qquad
\includegraphics[width=0.35\linewidth]{figures/interpretation/Acceptance/Contact/residbin2.png}
\caption{Flavour universal contact terms}
\label{fig:XSCon2D}
\end{subfigure}\\
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\includegraphics[width=0.55\linewidth]{figures/interpretation/Acceptance/Vector/diffbin3_vector_llee.png}\qquad
\includegraphics[width=0.35\linewidth]{figures/interpretation/Acceptance/Vector/residbin3_llee.png}
\caption{Flavour non-universal vector contact terms}
\label{fig:XSVec2D}
\end{subfigure}\\
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\includegraphics[width=0.55\linewidth]{figures/interpretation/Acceptance/Axial/diffbin4_axial_llmumu.png}\qquad
\includegraphics[width=0.35\linewidth]{figures/interpretation/Acceptance/Axial/residbin4_llmumu.png}
\caption{Flavour non-universal axial contact terms}
\label{fig:XSAx2D}
\end{subfigure}\\
\caption{Modification of the predicted XS in 2D coupling space in differential bins on $m_{12}$ vs $m_{34}$ as a function of the POs in linear-EFT inspired and flavour universal contact terms scenarios in inclusive final state and flavour non-universal with vector and axial contact terms scenarios in the $\ell \ell e e$ and $\ell \ell \mu \mu$ final states. White dots are the Montecarlo points, while the orange surface is the fitted 2D quadratic function. The fit residuals are shown on the right plots.}
\label{fig:XSPO2D}
\end{figure}
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In the lepton flavour violation scenarios the different coupling values only impact the cross section in the final states in which the sub-leading lepton pair has the same flavour as the anomalous contact coupling. Different $\epsilon_{Z\mu}$ change the cross sections in the $\ell\ell\mu\mu$ decay channel, but $\epsilon_{Ze}$ has no impact on this final state. 

To extract the expected exclusion limits on the couplings in each scenario, the parametrisation of the cross sections are incorporated into the likelihood. The detail of the statistical analysis are described in the Section \ref{subsec:StatPO}.

To check the validity of the parameterisation, additional points are generated around the expected $68 \%$ and $95 \%$ limits. For these, the expected exclusion is calculated using the parametrised function ($\mathrm{NLL}(\mbox{\tiny{XS}}_{\mbox{\tiny{param}}})$) and the unfolded results for each simulated point ($\mathrm{NLL}(\mbox{\tiny{XS}}_{\mbox{\tiny{MC}}})$). For all interpretations the difference between the two methods has been evaluated:
\begin{equation}
\Delta\mathrm{NLL} = \frac{\mathrm{NLL}(\mbox{\tiny{XS}}_{\mbox{\tiny{param}}})-\mathrm{NLL}(\mbox{\tiny{XS}}_{\mbox{\tiny{MC}}})}{\mathrm{NLL}(\mbox{\tiny{XS}}_{\mbox{\tiny{param}}})}
\end{equation}
and it results $< 5 \%$, as shown in Figure \ref{fig:XCheck}. Figure \ref{fig:MCpointPO} shows the simulated points around the expected $68 \%$ and $95 \%$ limits for the Linear-EFT inspired and flavour universal contact scenarios.
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\includegraphics[width=\linewidth]{figures/interpretation/POs/flavourUniversal_EFT_diffHist.pdf}
\caption{Linear EFT-inspired}
\label{fig:EFTXC}
\end{subfigure}\quad
\begin{subfigure}[c]{0.35\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/flavourUniversal_contact_diffHist.pdf}
\caption{Flavour universal contact terms}
\label{fig:ConXC}
\end{subfigure}\quad
\begin{subfigure}[c]{0.35\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/flavourViolation_vectorContact_diffHist.pdf}
\caption{Flavour non-universal vector contact terms}
\label{fig:VecXC}
\end{subfigure}\quad
\begin{subfigure}[c]{0.35\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/flavourViolation_axialContact_diffHist.pdf}
\caption{Flavour non-universal axial contact terms}
\label{fig:AxXC}
\end{subfigure}\\
\caption{Percent difference between the two exclusion methods for all the interpretation scenarios.}
\label{fig:XCheck}
\end{figure}
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\includegraphics[width=0.4\linewidth]{figures/interpretation/POs/EFT_XCheckNew.png} \qquad
\includegraphics[width=0.4\linewidth]{figures/interpretation/POs/Contact_XCheckNew.png}
\caption{Generated point around the expected $68 \%$ and $95 \%$ limits for the Linear-EFT inspired and flavour universal contact term scenarios.}
\label{fig:MCpointPO}
\end{figure}
\FloatBarrier

%%%%%%%%%%%% done %%%%%%%%%%%%%

%\clearpage
\subsubsection{Statistical Analysis and Coverage Studies}
\label{subsec:StatPO}

The cross section parametrisation is implemented in the likelihood function in Equation \ref{eq:likeSig} through the cross sections $\sigma_{j}^{\mathrm{fid}}$ in Equation \ref{eq:SignalExtraction}. The new Parameters of Interest (POI) are the Pseudo-Observables (which will be referred to simply as general $\kappa$ in this section for simplicity).

The profile likelihood ratio is used as statistical test, which is always computed with respect to a given hypothesis (corresponding to the denominator in the Equation \ref{eq:NLL}). The profile likelihood ratio is computed with respect to the best fit value from the parametrised model with $\kappa$ the couplings $\sigma(\hat{\kappa})$:

\begin{equation}
\label{eq:Stat1}
-2 \, \mathrm{ln}\, \lambda = -2\ln \frac{\mathcal{L}(\sigma(\kappa),\hat{\hat{\theta}}(\kappa))}{\mathcal{L}(\sigma(\hat{\kappa}),\hat{\theta})} \ .
\end{equation} 

The double-differential cross section measurements in $m_{12}$ vs $m_{34}$ are performed in five $m_{12}$ vs $m_{34}$ bins, which are then mapped to an exclusion plane in 2 coupling dimensions (2 POI) to determine the 68\% and 95\% confidence level interval in the two couplings under investigation in a given scenario.

The profile likelihood ratio method relies on the assumption that the quantity $-2 \, \mathrm{ln}\, \lambda $ behaves as a $\chi^2$ distribution, and the number of degrees of freedom (DOF) is given by the number of POI that we are fitting. In this case, it should behave as a $\chi^2$ distribution with two degrees of freedom. 

To validate this assumption, $\sim$10000 toy datasets have been generated at the Standard Model point ($\kappa =1$ and $\epsilon$=0) and then fitted to extract the corresponding coupling values and check the coverage.
Figure \ref{fig:toyStat1} show the results of the coverage test. The 2D plots show the distribution of the toy results distributed in the 2D coupling phase space together with the expected confidence level at 68\% and 95\%. The distribution of the $-2 \, \mathrm{ln}\, \lambda $ is also reported with a $\chi^2$ fit function to check the number of degrees of freedom. 
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_eL_kZZ_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyEFT2}
\caption{Linear EFT-inspired}
\label{fig:toyStatEFT}
\end{subfigure}\\
\begin{subfigure}[c]{0.7\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_eL_eR_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyContact2}
\caption{Flavour universal contact terms}
\label{fig:toyStatCon}
\end{subfigure}\\
\begin{subfigure}[c]{0.7\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_eMu_eEl_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyVector2}
\caption{Flavour non-universal vector contact terms}
\label{fig:toyStatVec}
\end{subfigure}\\
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_eMuR_eElR_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyAxial2}
\caption{Flavour non-universal axial contact terms}
\label{fig:toyStatAx}
\end{subfigure}\\
\caption{The right plots show the 2D distribution of the toys generated at SM point together with the expected confidence level at 68\% and 95\%. The left plots show the distribution of the $-2 \, \mathrm{ln}\, \lambda $ with a $\chi^2$ fit function to check the number of degrees of freedom.}
\label{fig:toyStat1}
\end{figure}
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It can be seen that for some scenarios the fitted number of degrees of freedom is far from the expected value of 2, and the distribution of the fitted coupling points in the 2D phase space is not uniform as expected. These effects are related to the model used for the cross section parametrisation. For example in the flavour non-universal vector contact term scenario, the cross section model in Figure \ref{fig:XSVec1D} shows a minimum when the Beyond Standard Model cross section is equal to the Standard Model one. This means that all the downward fluctuations of the data cannot be absorbed by the parametrisation, and all the toys with cross section values below the SM expectation, provide coupling values close to the minimum of the model. All the points in Figure \ref{fig:toyStatVec} accumulate around $\epsilon_{Ze}=0$ and $\epsilon_{Z\mu}=0$.

An alternative statistical approach has been used to provide the limits on the POs which is able to deal with the downward fluctuation of the data and respect the coverage and the asymptotic approximation.

The profile likelihood ratio is computed with respect to the best fit value from the cross section measurements in $m_{12}$ vs $m_{34}$ bins $\hat{\sigma}$:

\begin{equation}
\label{eq:Stat1}
-2 \, \mathrm{ln}\, \lambda = -2\ln \frac{\mathcal{L}(\sigma(\kappa),\hat{\hat{\theta}}(\kappa))}{\mathcal{L}(\hat{\sigma},\hat{\theta})} \ .
\end{equation} 

The conditional fit (numerator) is the same as the previous approach. But the unconditional fit (denominator) is now computed to extract the cross sections from $m_{12}$ vs $m_{34}$ distribution and not more the couplings $\kappa$. In this case, the POIs are the 5 cross sections in $m_{12}$ vs $m_{34}$ bins for the lepton flavour universal scenarios, and 10 POIs for the lepton flavour non-universal scenarios given that the measured is performed in the two final states $\ell\ell\mu\mu$ and $\ell\ell e e $. 
In this case, the profile likelihood ratio should behaves as a $\chi^2$ distribution with 5 or 10 degrees of freedom. 

Also in this case, $\sim$10000 toy datasets have been generated at the Standard Model point ($\sigma_i = \sigma_i^{\mathrm{exp}}$) and then fitted to extract the corresponding cross section values and check the coverage.

Figure \ref{fig:toyStat2} show the distribution of the $-2 \, \mathrm{ln}\, \lambda $ fitted with a $\chi^2$ function to check the number of degrees of freedom. It can be seen that the number of degrees of freedom is close to the expected values. The number of DOF obtained from these fits in all the scenarios have been used to calibrate the limits in the exclusion plots. The number of degrees of freedom obtained with the two approaches are summarised in Table \ref{tab:DOF}.

After adjusting the number of DOF, a further check of coverage has been done, given that in this case the toys generated in the cross section phase space cannot be mapped to the coupling phase space. To check the coverage in the coupling space, toy datasets have been generated at each couple of coupling value $(PO1,PO2)$. A negative log-likelihood distribution has been built for each toy dataset and an exclusion area at the point $(PO1,PO2)$ has been computed from the integral of the NLL distribution with values greater than the NLL obtained from the usual conditional fit $-2\ln \mathcal{L}(\sigma(\kappa),\hat{\hat{\theta}}(\kappa))$.
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyEFT5.png}
\caption{Linear EFT-inspired}
\label{fig:toyStatEFT2}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyContact5.png}
\caption{Flavour universal contact terms}
\label{fig:toyStatCon2}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyVector10.png}
\caption{Flavour non-universal vector contact terms}
\label{fig:toyStatVec2}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyAxial10.png}
\caption{Flavour non-universal axial contact terms}
\label{fig:toyStatAx2}
\end{subfigure}\\
\caption{Distribution of the $-2 \, \mathrm{ln}\, \lambda $ of the toys generated at SM point with a $\chi^2$ fit function to check the number of degrees of freedom.}
\label{fig:toyStat2}
\end{figure}

\begin{table}[!hptb]
\centering
\begin{tabular}{c|c|c}
\hline
\hline
Scenario                & \#DOF PO model & \#DOF XS measurements \\
\hline
Linear - EFT inspired   & 1.93           & 4.74                  \\
LFU contact term        & 1.44           & 4.76                  \\
LFV vector contact term & 1.43           & 9.72                  \\
LFV axial contact term  & 2.01           & 9.79         \\
\hline
\hline     
\end{tabular}
\caption{Number of DOF obtained from toys with the two statistical approaches for the Pseudo-Observable scenarios.}
\label{tab:DOF}    
\end{table}

Figure \ref{fig:toyStat2DScan} show an example of this check performed on the Linear-EFT inspired scenario. The blue line correspond to the 68\% and 95\% CL obtained from the profile likelihood fit and the orange are the CL obtained from the percentage of toys excluded (32\% and 5\% respectively), and they match. Examples of the NLL distribution at given points $(PO1,PO2)$ with the NLL value from the conditional fit (red line) are also reported. This further test validate the respect of the asymptotic approximation of the second approach. 
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/NLLCompare_flavourUniversal_EFT.pdf}\quad
\caption{Linear EFT-inspired toy scan}
\label{fig:toyStatEFT2DToy}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/chi2_test_kZZ102_eL-01}\caption{NLL toy in $\kappa_{ZZ}=1.02, \epsilon_{L}=-0.1$}
\label{fig:toyNLL1}
\end{subfigure}
\qquad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/chi2_test_kZZ09_eL0}
\caption{NLL toy in $\kappa_{ZZ}=0.9, \epsilon_{L}=0$}
\label{fig:toyNLL2}
\end{subfigure}\\
\caption{\protect{\subref{fig:toyStatEFT2DToy}} 2D toy scan performed generating toys in a grid of 50x50 points ($\kappa_{ZZ},\epsilon_{L}$). The blue line correspond to the 68\% and 95\% CL obtained from the profile likelihood fit and the orange are the CL obtained from the percentage of toys excluded (32\% and 5\% respectively). NLL distribution in \protect{\subref{fig:toyNLL1}} ($\kappa_{ZZ}=1.02, \epsilon_{L}=-0.1$) and \protect{\subref{fig:toyNLL2}} ($\kappa_{ZZ}=0.9, \epsilon_{L}=0$) with the NLL value from the conditional fit (red line) }
\label{fig:toyStat2DScan}
\end{figure}

\subsubsection{Systematics}

The impact of the systematics was investigated by varying the renormalization and factorization scale in Madgraph. These variation are approximately the same across all coupling values across all bins sensitive to modification. Examples of the systematics for different scenarios are shown in Figure \ref{fig:systematicsPOs}.

These systematics modify the production modes, therefore, we can apply this as a flat systematic for each bin of $m_{12}$ versus $m_{34}$. However, as the MC is at NLO accuracy, the derived scale variation are significantly large. Instead, we choose to apply the Higgs systematics recommended by the LHCXSWG as the theoretical uncertainty as they are calculated at a higher order and have an approximately 5\% impact across the mass spectrum. 
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\includegraphics[width=\linewidth]{figures/interpretation/POs/withSys/kZZeLEFT}
\caption{Linear EFT-inspired}
\label{fig:EFTSys}
\end{subfigure}\quad
\begin{subfigure}[c]{0.32\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/withSys/eReLContact}
\caption{Flavour universal contact terms}
\label{fig:ConSys}
\end{subfigure}\\
\begin{subfigure}[c]{0.32\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/withSys/eMueElVector.eps}
\caption{Flavour non-universal vector contact terms}
\label{fig:VecSys}
\end{subfigure}\quad
\begin{subfigure}[c]{0.32\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/withSys/eMuReElRaxial}
\caption{Flavour non-universal axial contact terms}
\label{fig:AxSys}
\end{subfigure}\\
\caption{Systematic variations for all the interpretation scenarios.}
\label{fig:systematicsPOs}
\end{figure}

\subsubsection{Results}

In this section, the expected and observed results are reported with both statistical approaches described in the previous section. They are shown in Figure \ref{fig:ResObsExp} and in all the plots the $p$-value is reported. It represents the probability of compatibility between the data and the $m_{12}$ vs $m_{34}$ prediction corresponding to the best-fit values of POs, in each scenario. It is computed from the unconditional fits performed with the two approaches: the "PO model" approach provides the best-fit values of POs instead the "XS measurement" approach provides the best-fit of the cross sections, then:
\begin{equation}
p\mbox{-}\mathrm{value}=\int_{\mbox{\tiny{NLL}}(\hat{\sigma^{\mathrm{obs}}})}^{\infty} \chi^{2}(\mbox{\tiny{NLL}})\  \mathrm{d}\mbox{\tiny{NLL}} \quad\mbox{where}\quad \mbox{\tiny{NLL}}= -2 \, \mathrm{ln}\, \frac{\mathcal{L}(\sigma(\hat{\kappa}),\hat{\theta})}{\mathcal{L}(\hat{\sigma},\hat{\theta})}
\label{eq:pValPO}
\end{equation}
In this way, the exclusion limits of the "XS measurement" approach ($\mbox{\scriptsize{NLL}}_{\sigma}$) and the exclusion limits of the "PO model" ($\mbox{\scriptsize{NLL}}_{\kappa}$) can be related given that the two negative log-likelihood are related:
\begin{equation}
\mathrm{CL}(\mbox{\scriptsize{NLL}}_{\sigma}) = p\mbox{-}\mathrm{value} \times\mathrm{CL}(\mbox{\scriptsize{NLL}}_{\kappa})  \ \Rightarrow \ \frac{\mathcal{L}(\sigma(\kappa),\hat{\hat{\theta}}(\kappa))}{\mathcal{L}(\hat{\sigma},\hat{\theta})} = \frac{\mathcal{L}(\sigma(\hat{\kappa}),\hat{\theta})}{\mathcal{L}(\hat{\sigma},\hat{\theta})} \times\frac{\mathcal{L}(\sigma(\kappa),\hat{\hat{\theta}}(\kappa))}{\mathcal{L}(\sigma(\hat{\kappa}),\hat{\theta})}
\label{eq:NLLrel}
\end{equation}

%\vspace{1cm}
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\caption{Linear EFT-inspired}
\label{fig:ResObsExpEFT}
\end{subfigure}\\
\begin{subfigure}[c]{0.7\textwidth}
\centering
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eL_eR_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eL_eR_new}
\caption{Flavour universal contact terms}
\label{fig:ResObsExpCon}
\end{subfigure}\\
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eMu_eEl_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eMu_eEl_new}
\caption{Flavour non-universal vector contact terms}
\label{fig:ResObsExpVec}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eMuR_eElR_forced}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Results/eMuR_eElR_new}
\caption{Flavour non-universal axial contact terms}
\label{fig:ResObsExpAx}
\end{subfigure}\\
\caption{Observed (black line) and expected (blue line) exclusion plots for the four scenarios with the two statistical approaches: "PO model" on the right and "XS measurement" on the left.  The dashed line represents the 68\% CL and the continuous line the 95\% CL.}
\label{fig:ResObsExp}
\end{figure}
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The final results have been provided in the "PO model" approach, given that it provides limits to the best fit of the POs, which is a BSM measurement of the couplings, together with the $p$-value with respect to the data. Figure \ref{fig:ResObsPO} shows the observed results. The corresponding 95\% confidence intervals for each of the parameters are listed in Table~\ref{tab:interp_PO_results}.
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\caption{Linear EFT-inspired}
\label{fig:ResObsEFT}
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\caption{Flavour universal contact terms}
\label{fig:ResObsCon}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Results/Paper/Obs_eMu_eEl_forced}
\caption{Flavour non-universal vector contact terms}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Results/Paper/Obs_eMuR_eElR_forced}
\caption{Flavour non-universal axial contact terms}
\label{fig:ResObsAx}
\end{subfigure}\\
\caption{Observed exclusion plots for the four scenarios. The dashed line represents the 68\% CL and the continuous line the 95\% CL.}
\label{fig:ResObsPO}
\end{figure}

\begin{table*}[htbb!]
\centering 	
   \input{tables/interpretations_PO_fit_table.tex}
       \caption{Confidence intervals for the scenarios considered in the Pseudo-Observables framework. Based on the observed 2D exclusion contours, 1D exclusion intervals are provided for the EFT-inspired, flavour non-universal vector, and flavour non-universal axial-vector scenarios. The observed limits are calculated while profiling the other parameters of interest. For the EFT-inspired interpretation, the limits are derived assuming $\kappa_{ZZ} \geq 0$. This constraint has no impact on the limit as the analysis is not sensitive to the sign of this parameter.}
\label{tab:interp_PO_results}
\end{table*}

\paragraph{Further checks: profiled Asimov test}\mbox{}\\
The observed exclusion limits in Section~\ref{sec:PO}, based on the profile likelihood ratio test, shows different shapes with respect to the expected limits. For example, in the universal contact terms scenario, the 68\% CL shows a discontinuity for coupling value $(\epsilon_{L},\epsilon_{R})$ around (-0.20,-0.05).
To verify that this effect is due to the statistical fluctuations, Asimov datasets have been generated with the observed cross sections and several checks have been done on the bins with the most significant fluctuations. We expect that the effect of these fluctuations is linked to the quadratic model used to parametrise the cross section as function of the coupling values, making them more or less probable, depending on the observed cross section values.

Looking at the cross section results in the universal contact term scenario in Table~\ref{tab:m12m34_exp_obs}, the observed cross section in bin 1 has been chosen for this test given that it is 29\% higher than the expected. Three different asimov datasets have been generated, changing the value of this injected cross section from the expected cross section value to the 29\% higher. The injected cross section values chosen are then 1, 1.2, 1.29 times the expected value. The results are shown in Figure~\ref{fig:asimov_contact}. The fluctuations of the cross section measurements in this bin result in the break of 68\% CL for the coupling values $(\epsilon_{L},\epsilon_{R})\sim(-0.20.,-0.05)$ for which the model shows a minimum (Figure~\ref{fig:model_plot_LFU} - on the left). 
Similar effect can be seen in the Linear-EFT scenario (Figure~\ref{fig:asimov_EFT}), in which we have miss the 68\% CL around the couplings values corresponding to a minimum of the model (Figure~\ref{fig:model_plot_LFU} - on the right). 

This test has been done also in the non-universal scenarios. Looking at the cross sections in Table~\ref{tab:m12m34_exp_obs_sL}, the one in bin 3 has been used for the test, because it is 42\% lower in the $\ell \ell ee$ final state than the expected. As for the flavour universal contact term scenario, three asimov datasets have been generated, injecting a cross section in bin 3 equal to 1, 0.8, 0.58 times the expected value and the results are shown in Figure~\ref{fig:asimov_axllee} and Figure~\ref{fig:asimov_vecllee}. In this case the fluctuations of the cross sections result in a shift of the exclusion limits in the axial scenario, and in a change of the $\epsilon_{Ze}$ limit in the vector case, due to the asymmeric shape of the model in the first case (Figure~\ref{fig:model_plot_LFV} - on the top) and to the parabolic behaviour around the SM value in the second case (Figure~\ref{fig:model_plot_LFV} - on the bottom). In these scenarios, the check has been done also changing the bin 3 cross section in $\ell \ell \mu \mu$ final state, that is 19\% higher than the expected, and the exclusion limits change in the opposite way with respect to the previous case.

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
 \begin{tabular}{ c | c | c | c | c }
 \hline
 \hline
   POI &  XS $_{\mathrm{Exp}}$ [fb] & XS $_{\mathrm{Obs}}$ [fb] & Rel. Error & $\frac{\mbox{XS}_{\mathrm{Obs}}}{\mbox{XS}_{\mathrm{Exp}}}$ \\
  \hline 
  $\sigma_{bin0_{incl}}$  & $0.30^{+0.13}_{-0.12}$ & $0.19^{+0.13}_{-0.11}$ & $^{+68.6\%}_{-59.0\%}$ & 0.63 \\
  $\sigma_{bin1_{incl}}$  & $0.40^{+0.10}_{-0.09}$ & $0.51^{+0.12}_{-0.10}$ & $^{+22.9\%}_{-20.3\%}$ & 1.29\\
  $\sigma_{bin2_{incl}}$  & $0.47^{+0.13}_{-0.110}$  & $0.49^{+0.13}_{-0.11}$ & $^{+25.5\%}_{-22.2\%}$& 1.04 \\
  $\sigma_{bin3_{incl}}$  & $1.17^{+0.20}_{-0.184}$ & $1.14^{+0.20}_{-0.18}$ & $^{+17.7\%}_{-16.1\%}$ & 0.97 \\
  $\sigma_{bin4_{incl}}$  & $1.07^{+0.23}_{-0.211}$ & $0.83^{+0.21}_{-0.19}$ & $^{+25.5\%}_{-22.8\%}$ & 0.78 \\
  \hline
  \hline
  \end{tabular}  \\
  \caption{Expected and observed cross sections in each category of  $m_{12}$ vs. $m_{34}$ distribution in the inclusive final state, using data corresponding to an integrated luminosity of \SI{139}{\per\femto\barn}. The columns correspond to the parameter of interest, the expected and the observed cross section with errors, the corresponding relative errors listed in percentage and the ratio between the observed and expected cross sections.}
 \label{tab:m12m34_exp_obs}
\end{table}

\begin{figure}[!htbp]
\centering
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_eR_SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_eR_12SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_eR_129SM.eps}\\
\caption{Observed exclusion limits (\textit{black lines}) compared with ones obtained from the asimov dataset (\textit{blue lines}) generated with $\sigma_{bin1_{incl}}$ equal to 1 (\textit{on the left}), 1.2 (\textit{in the center}), 1.29 (\textit{on the right}) times the expected value, and the others XS equal to the SM value, in the universal contact terms scenario.}
\label{fig:asimov_contact}
\end{figure}

\begin{figure}[!htbp]
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\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_kZZ_SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_kZZ_12SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eL_kZZ_129SM.eps}\\
\caption{Observed exclusion limits (\textit{black lines}) compared with ones obtained from the asimov dataset (\textit{blue lines}) generated with $\sigma_{bin1_{incl}}$ equal to 1 (\textit{on the left}), 1.2 (\textit{in the center}), 1.29 (\textit{on the right}) times the expected value, and the others XS equal to the SM value, in the Linear-EFT scenario.}
\label{fig:asimov_EFT}
\end{figure}


\begin{figure}[!htbp]
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\includegraphics[width=0.3\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_EFT/xAxis_Diffbin2_eventType4.eps}
\includegraphics[width=0.3\linewidth]{figures/interpretation/Sliced_new/XS_flavourUniversal_contact/yAxis_Diffbin2_eventType4.eps}\\
\caption{Modification of the predicted cross section in bin1 of $m_{12}$ vs. $m_{34}$ distribution as function of the $\epsilon_L$ for Linear-EFT (\textit{on the left}) and universal contact terms (\textit{on the right}) scenarios. }
\label{fig:model_plot_LFU}
\end{figure}

\begin{table}[!h]
  \renewcommand\arraystretch{1.5}
  \centering \small
 \begin{tabular}{ c | c | c | c | c }
 \hline
 \hline
   POI &  XS $_{\mathrm{Exp}}$ [fb] & XS $_{\mathrm{Obs}}$ [fb] & Rel. Error & $\frac{\mbox{XS}_{\mathrm{Obs}}}{\mbox{XS}_{\mathrm{Exp}}}$ \\
  \hline 
  $\sigma_{bin0_{\ell \ell\mu\mu}}$  & $0.15^{+0.08}_{-0.07}$ & $0.07^{+0.07}_{-0.05}$ & $^{+100\%}_{-65.7\%}$ & 0.47 \\
  $\sigma_{bin1_{\ell \ell\mu\mu}}$  & $0.20^{+0.07}_{-0.06}$ & $0.26^{+0.07}_{-0.06}$ & $^{+29.0\%}_{-24.7\%}$ & 1.31\\
  $\sigma_{bin2_{\ell \ell\mu\mu}}$  & $0.24^{+0.08}_{-0.07}$  & $0.26^{+0.08}_{-0.07}$ & $^{+30.7\%}_{-26.4\%}$& 1.10 \\
  $\sigma_{bin3_{\ell \ell\mu\mu}}$  & $0.59^{+0.12}_{-0.11}$ & $0.70^{+0.13}_{-0.12}$ & $^{+18.6\%}_{-16.9\%}$ & 1.19 \\
  $\sigma_{bin4_{\ell \ell\mu\mu}}$  & $0.54^{+0.13}_{-0.12}$ & $0.48^{+0.13}_{-0.12}$ & $^{+27.5\%}_{-25.0\%}$ & 0.89 \\
  \hline
   $\sigma_{bin0_{\ell \ell ee}}$  & $0.15^{+0.11}_{-0.09}$ & $0.12^{+0.11}_{-0.09}$ & $^{+92.7\%}_{-74.8\%}$ & 0.83 \\
  $\sigma_{bin1_{\ell \ell ee}}$  & $0.20^{+0.08}_{-0.07}$ & $0.24^{+0.09}_{-0.08}$ & $^{+38.5\%}_{-31.2\%}$ & 1.23\\
  $\sigma_{bin2_{\ell \ell ee}}$  & $0.24^{+0.11}_{-0.09}$  & $0.23^{+0.11}_{-0.09}$ & $^{+46.4\%}_{-37.8\%}$& 0.99 \\
  $\sigma_{bin3_{\ell \ell ee}}$  & $0.58^{+0.18}_{-0.16}$ & $0.34^{+0.15}_{-0.13}$ & $^{+44.2\%}_{-38.1\%}$ & 0.58 \\
  $\sigma_{bin4_{\ell \ell ee}}$  & $0.54^{+0.19}_{-0.17}$ & $0.38^{+0.17}_{-0.15}$ & $^{+44.9\%}_{-38.7\%}$ & 0.72 \\
  \hline
  \hline
  \end{tabular}  \\
  \caption{Expected and observed cross sections in each category of  $m_{12}$ vs. $m_{34}$ distribution in the $\ell \ell ee$ and $\ell \ell\mu\mu$ final states, using data corresponding to an integrated luminosity of \SI{139}{\per\femto\barn}. The columns correspond to the parameter of interest, the expected and the observed cross section with errors, the corresponding relative errors listed in percentage and the ratio between the observed and expected cross sections.}
 \label{tab:m12m34_exp_obs_sL}
\end{table}

\begin{figure}[!htbp]
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\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eMuR_eElR_SM.eps}
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\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eMuR_eElR_058SM.eps}\\
\caption{Observed exclusion limits (\textit{black lines}) compared with ones obtained from the asimov dataset (\textit{blue lines}) generated with $\sigma_{bin3_{\ell \ell ee}}$ equal to 1 (\textit{on the left}), 0.8 (\textit{in the center}), 0.58 (\textit{on the right}) times the expected value, and the others XS equal to the SM value, in the non-universal axial contact terms scenario.}
\label{fig:asimov_axllee}
\end{figure}
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\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eMu_eEl_SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eMu_eEl_08SM.eps}
\includegraphics[width=0.32\linewidth]{figures/interpretation/ProfAsimov/eMu_eEl_058SM.eps}\\
\caption{Observed exclusion limits (\textit{black lines}) compared with ones obtained from the asimov dataset (\textit{blue lines}) generated with $\sigma_{bin3_{\ell \ell ee}}$ equal to 1 (\textit{on the left}), 0.8 (\textit{in the center}), 0.58 (\textit{on the right}) times the expected value, and the others XS equal to the SM value, in the non-universal vector contact terms scenario.}
\label{fig:asimov_vecllee}
\end{figure}
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\caption{Modification of the predicted cross section in bin1 of $m_{12}$ vs. $m_{34}$ distribution as function of the $\epsilon_{Ze}$ in  $\ell \ell ee$ final states for the non-universal axial (\textit{on the left}) and vector (\textit{on the right}) contact terms scenarios. }
%\caption{Modification of the predicted cross section in bin1 of $m_{12}$ vs. $m_{34}$ distribution as function of the $\epsilon_{Z\mu}$ in $\ell \ell\mu\mu$ final states (\textit{on the left}) and $\epsilon_{Ze}$ in  $\ell \ell ee$ final states (\textit{on the right}) for the non-universal axial (\textit{on the top}) and vector (\textit{on the bottom}) contact terms scenarios. }
\label{fig:model_plot_LFV}
\end{figure}
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\subsection{$\kappa$-framework: constraint on Yukawa couplings}
\label{sec:LY}
The coupling of the Higgs boson to the top and bottom quark have been previosuly measured. Measuring the coupling of the Higgs boson to lighter quarks, such as the charm quark, has been much more difficult due to small branching fractions in channels ($h \rightarrow J/\psi \gamma \rightarrow \mu^{+} \mu^{-}$) or large QCD backgrounds ($VH(\rightarrow c\bar{c})$). However, it was recently proposed that the coupling can be constrained with current LHC data by analysing modifications to the $p_{\text{T}}^{H}$ shape \cite{Bishara:2016jga}. In particular the effects of BSM contributions to the coupling modifiers for the Higgs boson to charm quark ,$\kappa_c$, and for the Higgs boson to bottom quarks, $\kappa_b$, have been investigated in this interpretation. 

For this interpretation, three scenarios have been considered, based on which quantities can be modified by the presence of the anomalous couplings, with an increasing level of model dependency:
\begin{enumerate}
\item The cross section is fixed to the SM but the $p_{\text{T}}^{H}$ shape can be modified
\item The cross section and $p_{\text{T}}^{H}$ shape can be modified
\item The cross section and $p_{\text{T}}^{H}$ shape and branching ratio can be modified
\end{enumerate}
In these interpretations $\kappa_b$ is simultaneous fit alongside $\kappa_c$. This is so that any large deviations for lighter generation quark with charge = -1/3 can be seen from $\kappa_b$.

The coupling between the Higgs boson and the charm quark can be investigated in different signatures of gluon and quark initiated processes, as shown in Figure \ref{fig:FeyLY}. In this analysis, the gluon predictions have been provided by the authors of the paper \cite{Bishara:2016jga} using RaDISH and the quark initiated have been generated using Madgraph using the 5FS and LHAPDF. 

\begin{figure}[!htbp]
\centering
\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/FeynmanLY1.png}
\caption{Feynman diagrams showing coupling between the Higgs boson and charm quark.}
\label{fig:FeyLY}
\end{figure}

Figure \ref{fig:kccouplings} show how the $p_{\text{T}}^{H}$ shape changes for different $\kappa_c$ values for both gluon and quark initiated processes. 

\begin{figure}[!htbp]
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\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/gluonIniated}
\caption{Gluon initiated process}
\label{fig:ptLYg}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/quarkIniated}
\caption{Quark initiated process}
\label{fig:ptLYq}
\end{subfigure}
\caption{Modification to the $p_{\text{T}}^{H}$ shape from gluon- (left) and quark- (right) initiated processed.}
\label{fig:kccouplings}
\end{figure}

\subsubsection{Signal parametrisation}
This interpretation follows the same strategy used for the Pseudo-Observables interpretation, with some differences in the three scenarios:

\begin{itemize}
\item \textbf{Modification to only on \ptH shape.} The total cross section is assumed to be the one fitted from data. The cross sections in each $p_{\text{T}}^{H}$ bin have been parametrised as a function of $\kappa_b$ and $\kappa_c$ values, adding a normalisation factor $\mu$ common to all the parametrised cross sections:
\begin{equation}
\frac{XS^{\mathrm{BSM}}_{\mathrm{bin}}}{XS^{\mathrm{SM}}_{\mathrm{bin}}} = \mu \sum_{i\ge j} c_{i,j}^{\mathrm{bin}} \kappa_i \kappa_j
\end{equation}
where $c_{i,j}^{\mathrm{bin}}$ are the coefficient of the quadratic function used in the parametrisation for each $p_{\text{T}}^{H}$ bin. 
\item \textbf{Modifications to \ptH differential cross section.} Same approach has been used for the Pseudo-Observable, the cross section has parametrised as a function of $\kappa_b$ and $\kappa_c$ values in each bin of $p_{\text{T}}^{H}$:
\begin{equation}
\frac{XS^{\mathrm{BSM}}_{\mathrm{bin}}}{XS^{\mathrm{SM}}_{\mathrm{bin}}} = \sum_{i\ge j} c_{i,j}^{\mathrm{bin}} \kappa_i \kappa_j
\end{equation}
\item \textbf{Modifications to \ptH differential cross section and to BR.} The cross section has been parametrised as before, and also the Branching Ratio $H\to ZZ^{*}$ has been parametrised as function of $\kappa_b$ and $\kappa_c$ as follow:
\begin{equation}
\frac{\mathcal{BR}^{\mathrm{BSM}}_{\mathrm{ZZ}}}{\mathcal{BR}^{\mathrm{SM}}_{\mathrm{ZZ}}} = \frac{\Gamma_{\mathrm{tot}}}{\kappa_b^2 \cdot \Gamma_{b\bar{b}}+ \kappa_c^2 \cdot \Gamma_{c\bar{c}} +f(\kappa_b,\kappa_c)\cdot \Gamma_{gg} + \Gamma_{\mathrm{rest}}}
\end{equation}
where $f(\kappa_b,\kappa_c)$ is assumed to follow the same dependance as the cross section for the $H\to gg$ decay and $\Gamma_{\mathrm{rest}} = \Gamma_{\tau\tau} +\Gamma_{\gamma\gamma} +\Gamma_{Z\gamma} +\Gamma_{ZZ}+\Gamma_{WW}$.
\end{itemize}

Figure \ref{fig:kccouplings2D} shows the modification of the cross section as function of the coupling with 2D parabolic fit for the first two scenarios; \textit{Shape only} and \textit{Cross section only} in a couple of \ptH example bin.

The modification of the acceptances for the quark initiated samples are also reported in Figure \ref{fig:accLY}. For the gluon initiated processes the acceptance has been taken from NNLOPS. %, as it is a theoretical calculation in inclusive phase space and no fiducial cuts can be applied. 
 Similar to the Pseudo-Observable approach, as the parametrisation is performed on the fiducial cross section measurement, the acceptance modifications are factorised.

\begin{figure}[!tbp]
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\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/XS_bin1}
\caption{Shape Only}
\label{fig:XSmodSO}
\end{subfigure}\quad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/XS_bin2}
\caption{XS Only}
\label{fig:XSmodXO}
\end{subfigure}\quad
\caption{Modification of the predicted XS in different bins of $p_{\text{T}}^{H}$ as a function of $\kappa_b$ and $\kappa_c$.}
\label{fig:kccouplings2D}
\end{figure}
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\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/LightYukawa/Acceptances_kC_1}
\caption{}
\label{fig:acckC}
\end{subfigure}\quad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/Acceptance/LightYukawa/Acceptances_kB_1}
\caption{}
\label{fig:acckB}
\end{subfigure}\quad
\caption{Modification of the acceptance in $p_{\text{T}}^{H}$ bin for different (\protect{\subref{fig:acckC}}) $\kappa_b$ (with $\kappa_c=1$) and (\protect{\subref{fig:acckB}}) $\kappa_c$ (with $\kappa_b=1$) values.}
\label{fig:accLY}
\end{figure}
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\subsubsection{Statistical Analysis and Coverage Studies}

In this interpretation, the same statistical analysis of the Pseudo-Observable described in Section \ref{subsec:StatPO} has been used. Also in this case both the statistical approaches have been tested:
\begin{itemize}
\item\textbf{"Yukawa model".} The profile likelihood ratio $-2\, \mathrm{ln}\, \lambda$ is computed with respect to the best fit value from the parametrised model with the $\kappa$ couplings $\sigma(\hat{\kappa})$. The asymptotic approximation lies on the assumption that $-2\, \mathrm{ln}\, \lambda$ behaves as a $\chi^2$ distribution with two DOF (POI: $\kappa_b$, $\kappa_c$).
\item\textbf{"XS measurement".} The profile likelihood ratio $-2\, \mathrm{ln}\, \lambda$ is computed with respect to the best fit value from the cross section measurements in \ptH bins $\hat{\sigma}$. The asymptotic approximation lies on the assumption that $-2\, \mathrm{ln}\, \lambda$ behaves as a $\chi^2$ distribution with ten DOF (POI: $\sigma$ in each \ptH bin).
\end{itemize}

For this interpretation, the model presents the same coverage issue shown for the Pseudo-Observable. The BSM model presents a minimum when the BSM cross section is equal to the SM and the downward fluctuations cannot be absorbed. It can be seen by generating $\sim$ 10000 toys at SM point for each scenario. Figure \ref{fig:toyStatLY1} show the 2D distribution of the toy results distributed in the coupling phase space together with the expected confidence level at 68\% and 95\%. The distribution of the $-2 \, \mathrm{ln}\, \lambda $ is also reported with a $\chi^2$ fit function to check the number of degrees of freedom. 

Also in this case, the alternative "XS measurement" approach has been investigated and the coverage checked always generating $\sim$ 10000 toys at SM point for each scenario. Figure \ref{fig:toyStatLY2} show the distribution of the $-2 \, \mathrm{ln}\, \lambda $ fitted with a $\chi^2$ function to check the number of degrees of freedom. It can be seen that the number of degrees of freedom is close to the expected value of 10. The number of DOF obtained from these fits in all the scenarios have been used to calibrate the limits in the exclusion plots. The number of degrees of freedom obtained with the two approaches are summarised in Table \ref{tab:DOFLY}.

\vspace{1cm}

\begin{table}[!hptb]
\centering
\begin{tabular}{c|c|c}
\hline
\hline
Scenario                & \#DOF Yukawa model & \#DOF XS measurements \\
\hline
Shape Only   & 2.15           & 9.48                  \\
XS Only        & 0.78           & 9.57                  \\
XS and BR & 1.30           & 9.53                  \\
\hline
\hline     
\end{tabular}
\caption{Number of DOF obtained from toys with the two statistical approaches for the Yukawa couplings interpretation.}
\label{tab:DOFLY}    
\end{table}
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\begin{subfigure}[c]{0.8\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_kappaB_kappaC_forced_SO}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyLYSO2}
\caption{Shape Only}
\label{fig:toyStatSO}
\end{subfigure}\\
\begin{subfigure}[c]{0.8\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_kappaB_kappaC_forced_XO}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyLYXO2}
\caption{XS Only}
\label{fig:toyStatXO}
\end{subfigure}\\
\begin{subfigure}[c]{0.8\textwidth}
\centering
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/Exp_kappaB_kappaC_forced_XB}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/POs/Toys/ToyLYXB2}
\caption{XS and BR}
\label{fig:toyStatXB}
\end{subfigure}\\
\caption{The right plots show the 2D distribution of the toys generated at SM point together with the expected confidence level at 68\% and 95\%. The left plots show the distribution of the $-2 \, \mathrm{ln}\, \lambda $ with a $\chi^2$ fit function to check the number of degrees of freedom.}
\label{fig:toyStatLY1}
\end{figure}

\begin{figure}[!t]
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\centering
\begin{subfigure}[c]{0.4\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyLYSO10.png}
\caption{Shape Only}
\label{fig:toyStatSO2}
\end{subfigure}\quad
\begin{subfigure}[c]{0.4\textwidth}
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\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyLYXO10.png}
\caption{XS Only}
\label{fig:toyStatXO2}
\end{subfigure}\\
\begin{subfigure}[c]{0.4\textwidth}
\centering\includegraphics[width=\linewidth]{figures/interpretation/POs/Toys/ToyLYXB10.png}
\caption{XS and BR}
\label{fig:toyStatXB2}
\end{subfigure}
\caption{Distribution of the $-2 \, \mathrm{ln}\, \lambda $ of the toys generated at SM point with a $\chi^2$ fit function to check the number of degrees of freedom.}
\label{fig:toyStatLY2}
\end{figure}
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\subsubsection{Systematics}
Theory systematics are considered separately for gluon and quark initiated processes. For gluon initiated processes, variations in the renormalisation, factorisation and matching scale are considered. The largest up and down variation across all $\kappa_b$ and $\kappa_c$ values is taken and applied as a flat systematic for each $p_{\text{T}}^{H}$ bin. For quark initiated processes the normalisation and factorisation scale are varied in an 8-point variation. Again, the largest variation across all $\kappa_b$ and $\kappa_c$ is applied as a flat systematic in each $p_{\text{T}}^{H}$ bin. The variations for the SM point are shown in Figure \ref{fig:LYsystematics} for the gluon initiated process on the left and the quark initiated process on the right. Note that the last bin is not considered when choosing the largest variation. Approximately, a 20\% impact is observed in the expected limits.

\begin{figure}[!htbp]
\centering
\includegraphics[width=0.4\linewidth]{figures/interpretation/lightYukawa/GluonSys.eps}
\includegraphics[width=0.4\linewidth]{figures/interpretation/lightYukawa/QuarkSys.eps}
\caption{Scale variations for the gluon (left) and quark (right) initiated processes for the SM point}
\label{fig:LYsystematics}
\end{figure}


\subsubsection{Results}

In this section the expected and observed results are reported with both statistical approaches described in the previous section. They are shown in Figure \ref{fig:ResObsExpLY} and in all the plots the $p$-value is reported. It represents the probability of compatibility between the data and the \ptH prediction corresponding to the best-fit values of $\kappa_b,\kappa_c$ in each scenario.
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\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaB_kappaC_SO_new}
\caption{Shape Only}
\label{fig:ResObsExpSO}
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\begin{subfigure}[c]{0.8\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaB_kappaC_forced_XO}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaB_kappaC_XO_new}
\caption{XS Only}
\label{fig:ResObsExpXO}
\end{subfigure}\\
\begin{subfigure}[c]{0.8\textwidth}
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\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaB_kappaC_forced_XB}\quad
\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaB_kappaC_XB_new}
\caption{XS and BR}
\label{fig:ResObsExpXB}
\end{subfigure}\\
\caption{Observed (black line) and expected (blue line) exclusion plots for the three scenarios with the two statistical approaches: "Yukawa model" on the right and "XS measurement" on the left.  The dashed line represents the 68\% CL and the continuous line the 95\% CL.}
\label{fig:ResObsExpLY}
\end{figure}


\paragraph{Comparison between statistical approaches}\mbox{}\\
In this interpretation, the coverage problem leads to a quite different results in terms of exclusion limits. Indeed in all the scenarios the $p$-value is about 10\%. It can be seen that in the "XS measurement" approach, the 68\% CL is not shown, given that the compatibility between the data and the model used for the parametrisation is 10\%. Instead in the "Yukawa model" approach, the limit is showed. 

It is possible to verify the relation between the two approaches, given by Equation \ref{eq:NLLrel}. Given that the model is compatible with the data at 10\%, to have an exclusion limits of 5\% in the "XS measurement" approach  ($\mathrm{NLL}_{\sigma}$), an exclusion limit at 50\% have to be set in the "Yukawa model" approach ($\mathrm{NLL}_{\kappa}$). The comparison between the two limits is shown in Figure \ref{fig:CompXSModel} for the Shape Only and XS Only scenarios and they match. This means that to provide the results using the theoretical model approach in the statistical analysis, it is necessary provide also the $p$-value as complementary information.

The final results have been provided in the "Yukawa model" approach, as has been done for the Pseudo-Observables. Figure \ref{fig:ResObsLY} shows the observed results. The NLL scans along the $\kappa_c$ coupling with free $\kappa_b$ coupling in the fit for the three scenarios are shown in Figure \ref{fig:LY_Results_1D}. In Figure \ref{fig:kappaPlot}, the \ptH differential cross section measurement is reported together with prediction at 95\% CL from the Shape Only scenario overlaid (with SM $\kappa_b$=1).

The 95\% confidence intervals for the first and second scenarios are also listed in Table~\ref{tab:interp_LY_results}. These are comparable to results from direct searches in $VH, H\rightarrow c\bar{c}$~\cite{Sirunyan:2019qia,Aaboud:2018fhh}. Constraining $\kappa_b$ to the results from Ref.~\cite{Aad:2019mbh} leads to a  less than 5\%  improvement  in the observed limits for $\kappa_c$ for the scenarios considered. 
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\caption{Shape Only}
\label{fig:CompXSModelSO}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/contourXO.pdf}
\caption{XS Only}
\label{fig:CompXSModeXO}
\end{subfigure}\\
\caption{Comparison between the two 95\% CL obtained with the "XS measurement" approach and with the "Yukawa model" taking into account the compatibility with the data using the $p$-value for the Shape Only and XS Only scenarios .}
\label{fig:CompXSModel}
\end{figure}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/Paper/Obs_kappaB_kappaC_forced_XO}
\caption{XS Only}
\label{fig:ResObsXO}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/Paper/Obs_kappaB_kappaC_forced_XB}
\caption{XS and BR}
\label{fig:ResObsXB}
\end{subfigure}\quad
\caption{Observed exclusion plots for the four scenarios. The dashed line represents the 68\% CL and the continuous line the 95\% CL.}
\label{fig:ResObsLY}
\end{figure}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/kappaC_SO}
\caption{Shape Only}
\label{fig:Res1DSO}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/kappaC_XO}
\caption{XS Only}
\label{fig:Res1DXO}
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\includegraphics[width=\linewidth]{figures/interpretation/lightYukawa/Results/kappaC_XB}
\caption{XS and BR}
\label{fig:Res1DXB}
\end{subfigure}\quad
\caption{Expected and observed NLL scan for the Yukawa coupling $\kappa_C$.}
\label{fig:LY_Results_1D}
\end{figure}

\begin{table*}[hpb!]
\centering 	
   \input{tables/interpretations_LY_fit_table.tex}
      \caption{Confidence intervals for the Yukawa couplings. Based on the observed 2D exclusion contours, 1D exclusion intervals are only provided for interpretations where modification to the \ptH~shape and predictions are considered. The observed limits are calculated while profiling the other parameter of interest.}
   \label{tab:interp_LY_results}
\end{table*}
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\begin{figure}[!htbp]
\centering
\includegraphics[width=0.45\linewidth]{figures/interpretation/lightYukawa/Results/kappaC_matrixPlot}
\caption{$p_{T,4\ell}$ differential cross section measurement compared with predictions at 95\% confidence level for $\kappa_C$ for the Shape Only scenario.}
\label{fig:kappaPlot}
\end{figure}
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\section{CP-violation in Effective Field Theory using Optimal Observables}
\label{sec:CPInt}

In this section some preliminary expected results for the CP violation search in the \htollll decay channel are presented.

The limits on possible BSM CP-odd couplings to the $HVV$ vertex can be set with two approaches. One way is the interpretation of the differential cross section measurement of a variable sensitive to CP-odd effects, as the Optimal Observable. Then following exactly the same analysis strategy used for the previous interpretations, a constraint on CP-odd couplings can be set. An alternative approach is with a \textit{shape-based} analysis. This approach factorise out any possible BSM contribution in the rate, focusing just on the impact on the shape of the variable. Also in this case, the Optimal Observable are the most sensitive to probe this effect. 

For these preliminary studies, the BSM contribution has been probed only in the \VBF vertex, and only VBF BSM samples have been used. All the other signals are SM, but for the shape-based analysis only the \ggF and \VH have been taken into account (\ttH and \bbH has not been included). For the background, only the \ZZ process has been considered. 


\subsection{Expected Limits from differential cross section measurement}

Possible CP-odd Higgs boson couplings can be studied in the Effective Field Theory framework, described in Section \ref{subsec:EFTtheo}. These couplings can be defined in different basis, it depends if we are dealing with the field eigenstates (\textit{Warsaw basis}) or with mass eigenstate (\textit{Higgs basis}). This study focuses on constraining the \tCzz coupling in the Higgs basis. The presence of an anomalous \tCzz couplings in the \VBF vertex can be probed using the differential cross section distribution of the Optimal Observable \OOjjtCzz. 
The anomalous CP-odd coupling impacts the cross section measurement in each bin of the \OOjjtCzz as can be seen in Figure \ref{fig:XStCzz}. The acceptance variations due to anomalous \tCzz couplings are shown in Figure \ref{fig:acctCzz}. 

As for the previous interpretations, also in this case the cross sections have a parabolic behaviour as function of the BSM couplings, and the cross section in each bin can be parametrised with a quadratic function of \tCzz. The cross section in the underflow bin $N_{jets}<2$ has not been parametrised given that the anomalous coupling \tCzz is present only in \VBF events, which require at least 2 jets.
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\label{fig:XStCzzbin1}
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\label{fig:XStCzzbin4}
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\caption{Modification of the predicted XS in different \OOjjtCzz bins as a function of \tCzz.}
\label{fig:XStCzz}
\end{figure}
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\label{fig:acctCzzbin4}
\end{subfigure}\\
\caption{Modification of the acceptance in different \OOjjtCzz bins as a function of \tCzz.}
\label{fig:acctCzz}
\end{figure}

In this analysis, only one coupling is probed, while all the other couplings in the Effective Lagrangian (\tCza and \tCaa for the Higgs basis) are set to the SM value, then to be zero. The cross section parametrisation is then implemented in the likelihood function in Equation \ref{eq:likeSig} through the cross sections $\sigma_{j}^{\mathrm{fid}}$ in Equation \ref{eq:SignalExtraction}. The statistical analysis to determine the exclusion limits on \tCzz (which is the new POI) is based on a profile likelihood fit computed with respect to the best fit value from the parametrised model:
\begin{equation}
\label{eq:Stat1}
-2 \, \mathrm{ln}\, \lambda = -2\ln \frac{\mathcal{L}(\sigma(\widetilde{C}_{zz}),\hat{\hat{\theta}}(\widetilde{C}_{zz}))}{\mathcal{L}(\hat{\sigma}(\widetilde{C}_{zz}),\hat{\theta})}
\end{equation} 

Figure \ref{fig:interpCP} show the expected limits on \tCzz using the \OOjjtCzz differential cross section measurement:
\begin{equation}
\widetilde{c}_{zz} = -0.004 \quad 68\% \ \mathrm{CL}: [-1.31,1.33] \quad 95\% \ \mathrm{CL}: [-1.97,1.99]
\end{equation}

\begin{figure}[!htbp]
\centering
\includegraphics[width=0.45\linewidth]{figures/interpretation/CP/InterpCP}
\caption{Expected NLL scan and expected exclusion limits for \tCzz. The dashed horizontal lines represent the 68\% CL and the 95\% CL.}
\label{fig:interpCP}
\end{figure}


\subsection{Expected Limits from Shape-based analysis in VBF production}
To constraint possible CP-odd Higgs boson couplings an alternative approach rate-independent can be used, relying only on the shapes of the distributions of the kinematic variables. In general this approach is less sensitive to BSM couplings with respect to the rate approach, but the observables can be chosen in a way in which they are sensitive only to CP-odd effects, providing a direct probe of CP-violation in the Higgs sector. 

In this section, a sensitivity study for a shape-based analysis to test CP violation at the $HVV$ vertex in the \VBF Higgs boson production is presented, to constraint of EFT Wilson coefficients targeting CP-odd Higgs boson coupling with vector bosons.

\subsubsection{Analysis Strategy}
%This analysis is performed in the Standard Model EFT framework (SMEFT) in which the Wilson coefficients representing the new coupling constant of the new effective Higgs boson interactions in the Lagrangian. This couplings can be probed deriving a complete and non-redundant set of operators which define an \textit{EFT basis}. All the EFT basis are equivalent since the Wilson coefficient can be translated between basis. In this analysis the couplings defined in the so-called \textit{Warsaw basis} and \textit{Higgs basis} have been studied. 

In the shape-based measurement, the shapes of the kinematic variables distributions are used to discriminate between SM and BSM coupling contributions, normalising the distributions to the expected yields or to the data by adding a normalisation parameter $\mu$ independent from the BSM coupling. 

The most sensitive observables to CP-odd effects are the ones already described in Section \ref{subsec:CPprodDec}.
In particular, the production Optimal Observables are matrix element based observable which combine all the the jets and the Higgs boson kinematics information, providing higher sensitivity compared to the other jets or leptons variables. The first order Optimal Observable \OOjj is more sensitive to CP-odd effects given that it becomes asymmetric in presence of CP-odd contribution. This observable has been used in this analysis.

The BMS signal is modelled with simulated \VBF+\VH-Had samples (LO in QCD) to take into account of interference Feynman diagrams between the two productions, and including the \ggF production with its SM contribution. The signal event yields for  \VBF+\VH-Had are scaled to the ones given by the nominal samples \VBF and \VH, which includes higher order effects.

The constraints on possible CP-odd coupling are obtained by performing a binned likelihood fit of the expected distributions of the Optimal Observables to the data. The likelihood function is constructed from the Poisson distributions of the observable given an expected signal $n_{s}(\kappa_{\mathrm{BSM}})$, which depends from the couplings, and an expected background $n_{b}$:
\begin{equation}
\mathcal{L} (n^{\mathrm{obs}},\mathcal{OO} | \kappa_{\mathrm{BSM}}) = \mathrm{Poisson}(n^{\mathrm{obs}}| \mu \cdot n_s(\kappa_{\mathrm{BSM}}) +n_b) \times P(\mathcal{OO} | \mu \cdot n_s(\kappa_{\mathrm{BSM}}), n_b)
\end{equation}
where $P(\mathcal{OO} | \mu \cdot n_s(\kappa_{\mathrm{BSM}}), n_b)$ is the model of the signal and backgrounds, and $\mu$ is the normalisation factor which is a free parameter independent from the BSM coupling, so that the analysis only exploits the shape of the distribution of the Optimal Observable. 

The exclusion limits on the CP-odd couplings are obtained with the profile likelihood ratio statistical test, scanning the negative-log likelihood to extract the 68\% and 95\% CL:
\begin{equation}
-2\ln\lambda = -2 \ln \frac{\mathcal{L}(\mathcal{OO}|\kappa_{\mathrm{BSM}})}{\mathcal{L}(\mathcal{OO}|\hat{\kappa}_{\mathrm{BSM}})}
\end{equation}

\paragraph{Signal modelling: Morphing}\mbox{}\\
To constraint the BSM couplings using the shape-information, the distribution of the Optimal Observables needs to be modelled, starting from several input shapes of the \OO at different coupling values. The signal model is based on the so-called \textit{morphing method}. This technique allows for a signal prediction in an arbitrary point of the multi-dimensional BSM parameter space by means of interpolation between the cross section predictions at discrete points of this space. It provides a continuous multi-dimensional model starting from few simulated point in the BSM phase space. In this analysis, only one EFT coupling is probed each time. The morphing technique holds under the assumption that the physical quantity $T$ (e.g. cross sections or differential distributions) which needs to be morphed, is proportional to the matrix element of the underlying process:
\begin{equation}
T(\bm{g}) \propto |\mathcal{M}(\bm{g})|^2 \quad \mbox{with} \quad \mathcal{M}(\bm{g})=\sum_i g_i \mathcal{M}_i
\end{equation}
where $\bm{g}$ is a set of couplings ${g_i,\cdots,g_i,\cdots}$ corresponding to a set of matrix elements $\mathcal{M}_i$. Then, the squared matrix element is a polynomial in the couplings. 

The other key point of the morphing is that the so-called \textit{target} distribution of the quantity $T$, $T_{\mathrm{target}} (\bm{g})$, can be written as a linear combination of some input distributions of $T$, $T_{\mathrm{input},j}$, coming from simulation:
\begin{equation}
T_{\mathrm{target}} (\bm{g}) \sum_j \mathit{w}_j(\bm{g}) T_{\mathrm{input},j} \quad \mbox{with} \quad \mathit{w}_j(\bm{g})=\sum_i c_{i,j}\cdot g_{i,j}
\end{equation} 
where $\mathit{w}_j(\bm{g})$ are the weights which are related to the couplings $g_i$ through polynomial coefficients. In this analysis, there is a single BSM coupling parameter which appears in the morphing $g_{\mathrm{BSM}}$ (\tCzz, \tCza, etc.), and the SM coupling, $g_{\mathrm{SM}}$, then $\bm{g}={g_{\mathrm{SM}},g_{\mathrm{BSM}}}$. The couplings in the \VBF production mode in the \htollll decay channel appears twice: in the production vertex and in the decay one. The squared matrix element for the \VBF $H\to 4\ell$ process is:
\begin{equation}
|\mathcal{M}(g_{\mathrm{SM}},g_{\mathrm{BSM}})|^2 = |\mathcal{M}^{\mathrm{prod}}(g_{\mathrm{SM}},g_{\mathrm{BSM}})|^2 \cdot  |\mathcal{M}^{\mathrm{dec}}(g_{\mathrm{SM}},g_{\mathrm{BSM}})|^2
\end{equation}
becoming a fourth order polynomial with respect to the $g_i$, with five independent terms. To produce the 
$T_{\mathrm{target}} (g_{\mathrm{SM}},g_{\mathrm{BSM}})$, five \textit{base samples} $T_{\mathrm{input},j} (g_{\mathrm{SM},j},g_{\mathrm{BSM},j})$ for $j\in[1,5]$ are needed. 

The resulting linear system of equations is called morphing matrix and the $c_i$ coefficients in the weight $\mathit{w}_j(\bm{g})$ definition can be computed by inverting the morphing matrix. 

The base samples choice is an important point of the morphing method, given that from this controls the extrapolation power of the morphing itself. The wider the basis choice is, the higher the prediction power of the morphing, but it can become less reliable in the interpolation part. Given that the goal of the analysis is to perform a sensitivity measurement, the best choice for the morphing base is to choose points close to the expected limits at 68\% and 95\% CL, to minimise poor extrapolation effects for the larger limits at 95\% and have the better estimation of the ones at 68\%. 

Very preliminary studies for the CP-odd measurement in the \VBF production using Optimal Observables, showed a good sensitivity in \tCzz and \tCza couplings in the Higgs basis, and in \cHWtil in the Warsaw basis. In Table \ref{tab:basisEFT}, the bases chosen for this analysis are reported.

\begin{table}[!hptb]
 \renewcommand\arraystretch{1.2}
\centering
\begin{tabular}{c|c}
\hline
\hline
Coupling & Basis     \\
\hline
\tCzz     & $0,\pm1,\pm2$ \\
\tCza     & $0,\pm2,\pm5$ \\
\cHWtil   & $0,\pm2,\pm4$\\
%\vspace{0.2cm}
\hline
\hline
\end{tabular}
\caption{Morphing bases choice for the CP-odd measurement in \VBF production in the most sensitive couplings.}
\label{tab:basisEFT}
\end{table}

\paragraph{Optimisation of the measurement}\mbox{}\\
In the CP-odd analysis, the Higgs boson candidates are selected in $4\ell$ mass window $115 < m_{4\ell} < 130$ GeV, as done also for the differential cross section analysis. The \VBF Higgs boson production mode is targeted by selecting Higgs boson candidates which fall into the \VBF-enriched category by requiring at least two jets in the final state with an invariant mass of the two leading jets larger than 120 GeV.

The major background contribution in the VBF-enriched category comes from the \ggF production mode and from the \ZZ background, besides the minor signal production $ttH$ and $bbH$ and reducible background. The presence of background decrease the sensitivity of the measurements. It is important to improve the discrimination between the \VBF+\VH signal and the background processes. This can be achieved with multivariate discriminants using Neural Networks. Based on machine learning technique, these discriminants have been used in the most recent Higgs boson production cross-section measurements analysis in the \htollll decay channel at 139 \ifb performed in the STXS framework \cite{Aad:2020mkp}. In this CP-odd analysis the Neural Network $NN_{\mathrm{VBF}}^{2j}$ has been used. This NN has been trained in the STXS $2$-jet category, which requires at least two jets and \mjj$<120$ GeV or \ptH$<200$ GeV, to discriminate the \VBF signal from the \ggF and \ZZ background process. 

The events can be categorised in different NN bins. Choosing the same NN binning used in \cite{Aad:2020mkp}, the percentage of the expected yields in each category are summarised in Figure \ref{fig:expyieldNN}. The binned likelihood fit can be performed simultaneously in all the categories (NN bins) to extract the \VBF signal. 

In the \VBF production the expected yields is very low ($\sim 17$ events). As such, the binning of the Optimal Observable distribution used to perform the fit have to be optimised to maximise the sensitivity with enough statistics in each bin. The best choice is to define equally populated bins of the Optimal Observable (including all the signals and background events). In Figure \ref{fig:OObinCP}, it can be seen that the equally populated binning choice is much more sensitive to BSM effects in the \VBF+\VH production. 

\begin{figure}[!t]
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/barplot}
\caption{Expected percentage contribution of each process \ggF, \VBF+\VH and \ZZ in each NN bin in the $m_{4\ell}$ Signal Region and in the $m_{4\ell}$ Control Region.}
\label{fig:expyieldNN}
\end{figure}

\begin{figure}[!t]
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\centering
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/OO1_jj_tCzz1_tCzzScan_BSM_fig1}
\caption{Equally sized bins}
\label{fig:OObinFix}
\end{subfigure}\quad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/OO1_jj_tCzz1_tCzzScanOObin_BSM_fig1}
\caption{Equally populated bins}
\label{fig:OObinVar}
\end{subfigure}\\
\caption{Optimal Observable \OOjjtCzz distribution for \VBF+\VH SM sample with different CP-odd coupling value \tCzz = $\pm$ 2 with equally sized populated bins (\protect{\subref{fig:OObinFix}}) and with equally populated bins (\protect{\subref{fig:OObinFix}}).}
\label{fig:OObinCP}
\end{figure}
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Figure \ref{fig:CompCP} show the comparison of different negative log-likelihood scans performed using \OOjjtCzz observable on \tCzz couplings as example, with different configurations: only VBF-enriched categorisation, adding the Neural Network categories and using \OOjjtCzz distribution with 12 equally sized bins in the range $[-4,4]$ or 12 equally populated bins in the range $[-10,10]$.
It can be seen that the introduction of the Neural Network gives the largest improvement in the sensitivity, of about 40\% on the exclusion limits. The equally populated bins provide a further improvement of about 10\%.

Finally, as done also in the differential cross section measurement analysis, the main backgrounds can be constrained from the data. In this case, the \ggF process is a background source, and adding a floating normalisation factor $\mu_{\mathrm{ggF}}$ in the PDF, its contribution can be constrained from the fit. The \ZZ background does not have a such large contribution in the Signal Region $115 < m_{4\ell} < 130$ GeV to be constrained. 

\newpage

\begin{figure}[!t]
\centering
\includegraphics[width=0.8\linewidth]{figures/interpretation/CPShape/CompareOptCP}
\caption{NLL comparison with different configurations: only VBF-enriched category using \OOjjtCzz distribution with 12 equally sized bins (orange line), only VBF-enriched category using \OOjjtCzz distribution with 12 equally populated bins (blue line) and adding NN categories (green and purple lines respectively)}
\label{fig:CompCP}
\end{figure}

\vspace*{0.7cm}

Then a Control Region is defined from the $m_{4\ell}$ sidebands $105 < m_{4\ell} < 115$ GeV and $130 < m_{4\ell} < 160$ GeV, and it is added to the fit categories together with another floating normalisation factor $\mu_{\mathrm{ZZ}}$, which is constrained from the fit.

Figure \ref{fig:BkgCP} show the impact on the limits of the floating normalisation factors in the fit as well as the presence of the Control Region. It can be seen that the impact is negligible on the expected limits. In particular in Figures \ref{fig:BkgCPggF} and \ref{fig:BkgCPZZ}, the fitted $\mu_{\mathrm{ggF}}$ and $\mu_{\mathrm{ZZ}}$ extracted in the negative log-likelihood scan are reported. It can be seen that the presence of the Control Region constraints the $\mu_{\mathrm{ZZ}}$ factor.

\FloatBarrier

\begin{figure}[!t]
\captionsetup[subfigure]{justification=centering}
\captionsetup[subfigure]{font=scriptsize}
\centering
\begin{subfigure}[c]{0.55\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/plotScan_tCzz_RecoSR_RD}
\caption{NLL scan}
\label{fig:BkgCP}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/muggF_tCzz_RecoSRCR_RD}
\caption{$\mu_{\mathrm{ggF}}$ scan results}
\label{fig:BkgCPggF}
\end{subfigure}\quad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/muqqZZ_tCzz_RecoSRCR_RD}
\caption{$\mu_{\mathrm{ZZ}}$ scan results}
\label{fig:BkgCPZZ}
\end{subfigure}\quad
\caption{\protect{\subref{fig:BkgCP}} NLL scan including the floating normalisation factors to constraint background contribution \ggF \protect{\subref{fig:BkgCPggF}} and \ZZ \protect{\subref{fig:BkgCPZZ}}}
\label{fig:BkgCPall}
\end{figure}
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\subsubsection{Expected sensitivity}

The expected sensitivity results in the most sensitive couplings \tCzz, \tCza and \cHWtil using \OOjjtCzz, \OOjjtCza and \OOjjcHWtil Optimal Observable distributions, are showed in Figure \ref{fig:ResCPshape}. In Table \ref{tab:ResCPshape}, the best limits of each coupling at 68\% and 95\% CLs are reported.
\FloatBarrier

\begin{figure}[!hptb]
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\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/tCzzScan}
\caption{NLL scan on \tCzz}
\label{fig:ResCPtCzz}
\end{subfigure}\quad
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/tCzaScan}
\caption{NLL scan on \tCza}
\label{fig:ResCPtCza}
\end{subfigure}\\
\begin{subfigure}[c]{0.45\textwidth}
\centering
\includegraphics[width=\linewidth]{figures/interpretation/CPShape/cHWtilScan}
\caption{NLL scan on \cHWtil}
\label{fig:ResCPcHWtil}
\end{subfigure}\quad
\caption{NLL scan along \tCzz(\protect{\subref{fig:ResCPtCzz}}), \tCza (\protect{\subref{fig:ResCPtCza}}) and \cHWtil (\protect{\subref{fig:ResCPcHWtil}}) fittin Optimal Observables \OOjjtCzz, \OOjjtCza and \OOjjcHWtil.}
\label{fig:ResCPshape}
\end{figure}

\begin{table}[!pb]
 \renewcommand\arraystretch{1.2}
\centering
\begin{tabular}{c|c|c}
\hline
\hline
Coupling & 68\% CL & 95\% CL     \\
\hline
\tCzz     & $[-0.73,0.73]$ & $[-1.90,1.82]$ \\
\tCza     & $[-1.59,1/68]$ & $[-4.54,4.51]$ \\
\cHWtil   & $[-1.22,1.26]$ & $[-3.46,3.82]$\\
%\vspace{0.2cm}
\hline
\hline
\end{tabular}
\caption{Expected exclusion limits at 68\% and 95\% CL for CP-odd couplings \tCzz, \tCza and \cHWtil from shape-based measurement}
\label{tab:ResCPshape}
\end{table}


