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Introduction

Water is the most common liquid on Earth and it is fundamental to everyday
life. We are actually made by circa 70% of water. Water is so familiar to us that
one can think we already know everything about this small molecule. Neverthe-
less, water shows a puzzling behaviour and presents many anomalies expecially
when cooled [1, 2].
Under particular conditions, water can be supercooled, i.e. it can be cooled be-
low the melting temperature preserving its liquid state. This supercooled water
is a metastable state and its dynamics becomes very slow, eventually not even
comparable with the time scale of the experiment. In other words, supercooled
water equilibrates in a very long time and this kind of system is said to undergo
a glass transition [3].
As we have mentioned above, supercooled water has some unusual properties
whose behaviour differs from that most of the other liquids. Thermodynamics
response functions such as the isothermal compressibility and the isobaric heat
capacity as well as the density are examples. In the so called glassy region, at
very low temperatures, water exhibits polymorphism and is characterized by
two different amourphous states. An important role in water’s peculiar proper-
ties, that include also dynamical anomalies is played by the network of hydrogen
bonds which characterizes the structure of water in the liquid and solid states[4–
6].
Mode Coupling Theory (MCT) is the most known microscopic theory which is
able to explain the behaviour of supercooled water. MCT shows that the glassy
dynamics of water is due to the temporary confinement of a molecule trapped
by other neighbors molecules like in a cage [6–8].
Studying supercooled water in experiments is very hard, because the crystalliza-
tion time is much shorter than the usual experimental time. Some experimental
methods involve the use of acqueous solutions or confinement [1]. However,
computer simulations allow to study supercooled water avoiding crystallization,
thanks to the tunable cooling rate and pure samples. Molecular dynamics simu-
lations can be used to study supercooled systems, their structures and dynamics.
The aim of this thesis is to study the dynamics and the structure of the water
around biomaterial, called hydration water. Here, we study the case of wa-
ter surrounding a protein. This kind of water may have many dynamical and
structural differences with respect to its bulk-like counterpart, due to the in-
teraction with the protein. Understanding the properties of hydration water is
particularly important in some physical applications such as cryopreservation,
the technology field of preserving biomaterial for a very long time without dam-
aging it.
The results of this work are divided in two parts. The first part focuses on

iv



INTRODUCTION v

the translational dynamics of lysozyme hydration water. Lysozyme is a very
common globular protein. We studied the dynamics of its hydration water upon
supercooling. The second part focuses on the structure of protein hydration wa-
ter characterized through the calculation of several structural indicators. These
results together are necessary to obtain a global pictures of the main dynamical
and structural features of hydration water upon cooling.

The structure of the thesis is the following.
The Chapter 1 is an introduction to water from the physical point of view. We
present the water structure, its most known anomalies, the phase diagram and
the hydrogen bond network. We give also an introduction on supercooled water.
At the end of the chapter we introduce hydration water and its importance in
the biological context.
The Chapter 2 is an introduction to the Mode Coupling Theory. This is the
theoretical framework in which our results on dynamics are discussed. We give
a brief mathematical derivation of the main ideas of the theory with its physical
interpretation in the context of the glassy dynamics of supercooled liquids.
Chapter 3 is devoted to the methods used in this work. We present the prin-
cipal techniques of the Molecular Dynamics simulations: how to compute the
equation of motions, how to handle pressure and temperature during a simula-
tion and how to manage the potentials and the long distance force fields between
the elements of the system. At the end of the chapter we introduce the physical
observables we used to analyze the generated trajectories to study the dynamics
and the structure of hydration water.
In Chapter 4 we present our results on the translational dynamics of hydration
water. We run long simulations in order to calculate self van Hove scattering
functions and the mean square displacements. At the end of the chapter, we
draw our conclusions on this study.
The Chapter 5 is dedicated to the investigation of the structure of supercooled
hydration water with respect to the bulk. We collect information from several
structural indicators in order to characterize hydration water local order. We
calculated also inherent structures, which supress thermal fluctuations, to in-
vestigate deeper in the structural conformation of hydration water with respect
to the real dynamics.
In Chapter 6 we draw our general conclusion.
Appendix A contains a list of activities, publications, schools and conferences
attended during the PhD course.





Chapter 1

Liquid water

Despite the fact that water is the most common liquid on Earth, it is not a typ-
ical liquid. Water has anoumalous thermodynamical and dynamical properties,
especially when supercooled. To understand water’s properties it is mandat-
ory to study its structure and its phase diagram. In this chapter we present
the structure of the water molecule and the structure of the liquid water’s net-
work. The phase diagram of water is discussed and some of the most peculiar
properties of water are introduced. Then, the concept of a metastable state is
presented to enter in the region of the supercooled water and its phase diagram.
In the end, a brief introduction to hydration water and supercooled hydration
water is given.

1.1 Water structure

Water is a molecule made of three atoms: two hydrogens and one oxygen.
Hydrogen atoms are covalently bonded to the oxygen in a typical V-shape mo-
lecule. The water molecule is shown in figure 1.1a: the O − H bond lenght is
0.958 Å and the H − O − H angle is 104.5◦[9, 10]. When the water molecule
is isolated, the valence electrons on the oxygen form two lone pairs that form
a nearly tetrahedral structure with the two O-H bonds. Due to the difference
of elettronegativity between oxygen and hydrogen, electrons are almost entirely
dislocated on the oxygen, so that hydrogen atoms are strongly attracted by the
oxygen and their protons are left partially unscreened. For this reason, water is
a polar molecule with a permanent dipole of 1.85 D directed from the center of
the negative charge to the center of the positive charge [11].
When a water molecule is sourrounded by other water molecules, its hydrogens
are attracted by the partial negative charge on the other oxygens forming the
so-called hydrogen bonds (HBs). This bond, usually depicted with dots, is an
attractive force on the axis O−H · · ·O with an energy circa of 20 kJ/mol at am-
bient condition. The typical tetrahedral structure is shown in figure 1.1b. The
central water molecule is able to form four HBs with the other water molecules:
two of them are electron-donors and the other two are electron-acceptors. The
formation of HBs partially compensates the charge displacement on the O−H
covalent bond that is said to have a ionic character. HBs have an high degree of
directionality and their energy is high compared to other intramolecular inter-
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CHAPTER 1. LIQUID WATER 3

Figure 1.1: a) the structure of a water molecule and its charge distribution, b)
the tetrahedral water structure made by five molecules connected by four HBs.

action like dipole-dipole van der Waals (1 kJ/mol), so water in the liquid phase
is a network of HBs and most of the properties of liquid water arise from this
peculiarity.

1.2 The phase diagram of water

The best way to introduce water peculiarities is to start from its phase diagram
shown in figure 1.2. At ambient condition (T ≈ 298, 15 K and P = 1 bar) water
is in the liquid phase. If we move on the horizontal line of the ambient pressure,
above 373 K water becomes vapour because its stable phase is the gas phase.
Below 273 K, water becomes ice because its stable phase is the solid phase. If we
move to more extreme temperatures or pressures (note that the pressure scale is
logarithmic) the phase diagram of stable water becomes more complex. There
are, known to date, sixteen crystalline stable phases and the most common ice
(hexagonal ice Ih) is just one of them. Due to this polymorphism, there are
several triple points besides the well known solid-liquid-vapor triple point.
The liquid-vapor line continues above the liquid-gas critical point separating a
more gas-like form from a more liquid-like form, this line is named Widom line
[12–15]. The liquid-solid line has a negative slope with great implication for
our lives. The Clasius Clayperon law implies therefore that when liquid water
becomes ice, its volume increases. This law is defined by

dP

dT
=

1

T

λ

∆V
(1.1)

where λ is the latent heat of fusion. Instead, most of the substances become
denser when they solidify. This is called the density anomaly and it is one of
the water anomalies that we will discuss later.

1.2.1 Metastable states

The phases depicted in the water’s phase diagram are stable states, i.e. the most
energetic favorable states of aggregation. A metastable state is a state with a
finite lifetime and a higher energy with respect to the stable state: for example
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Figure 1.2: Water phase diagram in P-T plane take from ref. [16]

liquid water below the freezing point. Metastable states corresponds to a local
minima in the appropriate energy landscape and the slightest pertubations can
push the system towards the minimum, involving a phase change.
Water presents metastable states in the liquid phase like supercooled water, but
it has also metastable ices [17, 18] and metastable amorphous solid states [19].
The phase diagram of supercooled water towards its glassy state is shown in
figure 1.3. We can obtain supercooled water by cooling rapidly water under
the melting temperature TM . If we cool it down again under the homogeous
nucleation temperature TH , supercooled water quickly freeze by spontaneous
thermal fluctuations. If we have a glassy state and we move from below of the
diagram, heating glassy water over the glass transition temperature Tg, it enters
in the ultraviscous liquid metastable phase. Heating up further leads to reach
the spontaneous crystallization temperature Tx which is different from TH . In
the lowest region of the phase diagram there are three of amourphous ices: High
Density Amorphous (HDA) and Low Density Amorphous (LDA) separated by a
first order transition line and the Very High Density Amorphous (VHDA) [20].
Between Tx and TH there is a region called no man’s land, that is very hard
to reach in experiments because of the fast nucleation rate. In other words,
it is difficult to keep water in a metastable liquid form under TH because the
lifetime of this metastable state, not forbibben in theory, is too short to be
observed experimentally. Molecular Dynamics (MD) simulations, thanks to the
fast cooling rates, allows us to enter in the no man’s land.
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Figure 1.3: Metastable phase diagram in P-T plane of supercooled and glassy
water, adapted from ref. [1]

1.2.2 Unsual properties of water

Due to the hydrogen bonds network, water shows more than 70 anomalies re-
spect to a simple liquid [21–23]. In figure 1.4 are shown four examples of physical
quantities in which water behaves differently than a simple liquid. The figure
shows the temperature dependance at ambient pressure of density, thermal ex-
pansion coefficient, isothermal compressibility and isobaric specific heat. Each
quantity starts at the highest temperatures like a simple liquid but it deviates
from this behaviour upon cooling. Lower the temperature, greater the devi-
ation. The three thermodynamic response functions are the thermal expansion
coefficient αP , the isothermal compressibility κT and the isobaric speficic heat
cP , repectively definied by

αP =
1

V

(
∂V

∂T

)
P

κT = − 1

V

(
∂V

∂P

)
T

(1.2)

cP =
T

N

(
∂V

∂T

)
P
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These quantities are connected to the thermodynamic fluctuations of the liquid,
in particular with the fluctuations of volume and entropy

〈(δSδV )〉 = V kBTαP

〈
(
δV 2

)
〉 = V kBTκT (1.3)

〈
(
δS2

)
〉 = NkBcP

In simple liquids, lower temperatures mean smaller fluctuations, but in water
the increase of the isothermal compressibility and the isobaric speficic heat cor-
respond to an increase of the self correlation of the liquid upon cooling. In a
simple liquid, the isothermal compressibility κT and the isobaric specific heat
cP decrease monotonically upon cooling, whereas they have a minimum in water
respectively at T = 319 K and T = 308 K. Under these temperatures they show
a rapid increase as seen from the figure 1.4c-d. The most known water anomaly

Figure 1.4: Some water anomalies compared with a simple liquid behaviour
(red lines) versus the temperature at ambient pressure. a) density ρ, b) thermal
expansion coefficient αP , c) isothermal compressibility κT , d) isobaric specific
heat cP . Figure from ref. [1]

is probably the density ρ. A simple liquid is expected to contracts when cooled
and to increase monotonically its density, but water has a density maximum at
T=277 K at ambient pressure. When the pressure is increased this maximum
moves towads lower temperatures (see fig. 1.4a).
If we plot the density maxima versus the temperature we obtain the Temper-
ature of Maximum Density (TMD). The isobaric expansion coefficient αP in
a simple liquid decrease monotonically while lowering the temperature but it
is always positive. Instead, in water it becomes zero in correpsondance with
the TMD and then it becomes negative and decreases. When we cool down
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Figure 1.5: Temperature of Maximum Density for D2O in the P-T plane. Circles
are taken from experiments and the dashed line is a low temperature extrapol-
ation, while the horizontal dashed line is the melting temperature TM . Figure
from ref. [26]

water under 278 K there is a loss of entropy accompanied by an increase of the
volume (the density decreases), in opposition of what happens in simple liquids.
Volume and entropy are anti-correlated and this is due to the formations of a
network of hydrogen bonds that cause an increase of volume but a decrease of
the orientational entropy.
The three response functions αP , κT and cP seem to diverge from the simple
liquids behaviour following a power law [24, 25]

X ∼
(
T

TS
− 1

)λX
(1.4)

where X is the response function, TS the temperature of divergence and λX the
exponent associated with X. At ambient pressure, the estimated temperature
of divergence is TS=228 K for all the response functions. Already in 1996, it
was shown by MD that TS coincides with the MCT Tc [7]. Since TS < TH
the divergences of the response functions should be located in the no man’s
land. For the difficulty to reach the no man’s land, these divergences are called
apparent, simulations have shown that they are related to the Widom line [13–
15] and to the fragile-to-strong crossover in dynamics [7, 8]. In figure 1.5 it is
shown the experimental TMD of D2O. This anomaly is connnected with the
already mentioned negative slope of the solid-liquid coexistence line. When we
cool down under the TMD, water density must show a minimum if there is
no phase change. We can say that supercooled water has a density minimum
because deeply supercoled water has a lower density but it increases if we cool
down more the temperature. This minimum is exstimated at 203 K, located in
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Figure 1.6: Different isotherms of experimentally measured self-diffusion coeffi-
cient D of water versus pressure. Figure from ref. [23].

the no man’s land [27]. This minimum has been observed in deep supercooled
water through computer simulation [brovchenko2003multiple], but it was
observed experimentally only in confined water [28].
Another anomaly of water respect to simple liquids concerns its dynamics, in
particular the diffusion coefficient D. This coefficient is defined for spherical
particles by the Einstein–Smoluchowski equation

D = µkBT (1.5)

where µ = 1
6πηr is the mobility of the particle, r its radius and η is the viscosity

coefficient. In simple liquids, the compression is usually related with an increase
of viscosity and consequently to the loss of mobility: D should decreases when
increasing the pressure. In figure 1.6 the self-diffusion coeffcient of water, meas-
ured at T ∼ 283 K, increases with the pressure until P ≈ 150 MPa where it
has a maximum. This anomaly is also related with the hydrogen bonds network
because when the pressure is higher the number of hydrogen bonds decreases
and the total mobility of particles raises.
The dynamic and thermodynamic anomalies just described are related to some
structural anomalies often investigated in theory and in simulations [29–31].
Two order parameters are taken into account to describe the structural anom-
alies: the tetrahedral order parameter q, which measures the degree of tetra-
hedrality of the four first neighbors of a water molecule and the translational
parameter t which measures the prevalent separation between two water mo-
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lecules. These two parameters decrease upon compression on the contrary to
what happens in normal liquids where the order increases upon compression.
Firstly, the relationship between dynamic, thermodynamic and structural an-
omalies was studied by Errington and Debenedetti [29]. In figure 1.7 is shown
the relation between water anomalies in two simulation potential: a) SPC/E
in ρ− T plane and b) TIP4P/2005 in p-T plane. In figure 1.7a, the structural
anomalous region is the lighest grey region, bounded by q maxima and t min-
ima. In this region, water becomes more disordered when compressed. Inside
this region, there is the dynamical anomalous region (middle grey) bounded by
diffusivity minima and maxima. In this region, the diffusion coefficient increases
when density increases. Finally, the inner region (darkest grey) is the themo-
dynamical anomalous region, bounded by the TMD. In this region, the density
decreases upon cooling at constant pressure. The water anomalies involve each
other in a domino effect that is more pronounced in the deep supercooled region.

1.3 Supercooled water

The anomalies we described earlier are even more pronounced when water is
supercooled. As already described, supercooled water is a metastable state
where water is in its liquid phase under the melting temperature TM . This
state has a finite lifetime because it is represented by an out-of-equilibrium
local minimum in the energy where the system is trapped for a certain amount
of time.
Nonetheless, we can consider a metastable state stable when its life time τlife
is greater than the time of observation τobs. In this way we are able to probe
its properties. Moreover, this time should be much greater than the relaxation
time τrel, i.e. the time the system needs to equilibrate and to rearrange. So, we
can reassume

τrel � τobs < τlife.

Experiments with supercooled water are particularly challenging because the
crystallization problem that must be avoided. To extend the lifetime of the
supercooled liquid, the sample should be pure and there should be no mechanical
or thermal pertubations. For example, the sample can be put in a smooth-wall
container.
However, after τlife the liquid will crystallize in a stable solid form or it will go
towards a glassification process. Which destiny, depends on the nucleation time
τ1 and the relaxation time τ2. The nucleation time is the time a certain amount
of volume needs to crystallize.
These times are depicted in function of the temperature in figures 1.8 and 1.9.
The nucleation time has a minimum between the two divergence temperature
TM and T0 (T = 0 K) while τ2 is a monotonic function of temperature and it
diverges at Tg. When τ2 is similar to τobs the system seems stuck . It should be
chosen a cooling schedule with a right cooling rate to avoid both crystallization
and glass formation. If the cooling rate is too low the system will crystallize,
while if it is too high the system will end into the glassy state.
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Figure 1.7: Relationship between water anomalies. a) SPC/E water in T versus
density plane and b) TIP4P/2005 water in T versus pressure plane. The struc-
tural anomalous region is limited by q maxima on the left by upward triangles
(a) and pink squares (b) and by t minima on the right by downward triangles
(a) and pink squares (b). The dynamical anomalous region is limited by diffus-
ivity minima on the left by circles (a) and grey downward triangles (b) and by
diffusivity maxima on the right by diamonds (a) and grey downward triangles
(b). The thermodynamical anomalous region is limited by the TMD squares (a)
and red circles (b). Figures from ref. [29].
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Figure 1.8: Nucletion time τ1 and relaxation time τ2 versus temperature. Tg is
the glass transition temperature. Figure from ref. [22].

Figure 1.9: Nucletion time τ1 (continuous line) and relaxation time τ2 (dashed
line) versus temperature. Tm is the melting temperature and Tmin is the tem-
perature of the minimum in τ1. Straigh lines are cooling schedules with different
cooling rates and dotted red line is a non linear cooling schedule. CR means
crystal, LQ means liquid and GL is for glass. Figure from ref. [32].
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1.3.1 The Liquid-Liquid Critical Point

The glassification schedule is called quenching. The value of Tg is still under
debate: it is defined as the temperature where the system reaches a viscosity
degree of η = 1013 Poise, but it varies slighly using different cooling procedures.
it is commonly accepted that water glassifies at 136 K [33, 34], but more recent
researchs hypothesized 165 K [35, 36].
We already mention the polymorphic nature of the lowest temperature region
of the phase plot with the three amorphous ices LDA (for low pressure), HDA
(for high pressure) and VHDA (for very high pressure). LDA and HDA ices are
separated by a first order phase transition line discovered in 1985 by Mishima
and collegues [37] and confirmed later [38, 39]. Several theories have tried to
explain the cohexistence of two amorphous phases in the glassy state region
and the anomalies of water. The most known are the stability limit conjecture
[24], the Liquid-Liquid Critical Point (LLCP) scenario [40], the critical point
free scenario [5], the singularity free scenario [41]. Here, we focus on the LLCP,
since evidences have accumaletd pointing to this scenario [42, 43].
The existence of a LLCP was presented in the molecular dynamics simulation
work [40] by Poole et al. where water was studied with a five sites rigid potential
called ST2. The proofs of the existence of a LLCP came from four observations:

i low-temperature isotherms have an inflection point at ρC ≈ 1 g/cm3;

ii two distinct phases were observed below the LLCP, one similar to the LDA
and the other similar to HDA;

iii simulation of a isothermal compression showed the phase transition HDL-
LDL and validation of the ST2 model with the transition HDA-LDA at
77 K;

iv ST2 water’s model was validated with experimental results above the no
man’s land

The LLCP scenario is summarized in figure 1.10. In this scenario, water has
two liquid phases in the deep supercooled region and they are called respect-
ively Low Density Liquid (LDL) and High Density Liquid (HDL). they are the
corresponding higher temperatures states of the amourphous crystalline phases
LDA and HDA. They differ in the local struture of the HBs network. LDL
has a lower density because the water molecules form a well defined tetrahedral
cell made by five molecules and four HBs. HDL has an higher density because
a sixth molecule approaches the tetrahedral cell resulting in a more distorted
local structure. Like their crystalline counterparts, these two liquid phases are
separated by a first order phase transition line. The LLCP is out the end of
this coexistence line and it is located in the no man’s land. Subsequent works
of Poole et al. locate the LLCP in ST2 water at TC ≈ 235 K, PC ≈ 200 MPa,
ρC = 1 g/cm3. In analogy with the Widom line emanated from the liquid-gas
critical point, a Widom line is emanated from the LLCP towards the one-phase
regione. This is a line of maxima for the thermodynamic response functions
[13]. In this scheme, the anomalous properties of water are explained by the
presence of a LLCP. The (apparent) divergences in the thermodynamic response
functions can be explained by the increase in the correlation lenght when ap-
proaching the Widom line. At higher temperatures, anomalous properties of
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Figure 1.10: Phase diagram of water in its liquid phase showing the LLCP and
the first order transition line between LDA and HDA. This line continues at
higher temperatures and it separates LDL and HDL in the no man’s land. The
slope of this line is negative so LDL is expected to be less denser than HDL.
TH line is the homogeneous ice nucleation temperature (from above) and TX is
the spontaneous crystallization temperature (from below). Figure adapted from
ref. [1].
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water can be explained with the print of the LLCP in long range fluctuations.
Despite the difficulties to experimentally reach the no man’s land and probe the
existence of the LLCP, a decisive work was performed by Mishima and Stanley
[44]. They studied the difference between melting in different crystalline water
phases by decompression and they located the LLCP at TC = 220 K, PC = 100
MPa, close to the top bound of the no man’s land as showed in figure 1.10. This
is considered the best estimated position of the LLCP in bulk water and was
subsequently confirmed by other experimental works [42, 43, 45].
The implications of a LLCP carried by the scientific community were reviewed
by Gallo et al. [1, 46, 47]. It rose clear the importance of computer simulation
in this field of study. The LLCP was hypothesized in a computational work,
and molecular dynamic simulations overcome the hampering of the nuclueation
in experiments and they allow to enter in the no man’s land. The LLCP most
recent location through computation is in the supercooled region of the phase
diagram.
Water was simulated with different potentials including TIP4P and TIP5P (vari-
ants of ST2) and SPC/E. Simulations rigorously proved the existence of a LLCP
in ST2, TIP4P/2005 and SPC/E [48–52]. Also experimental works are being
carried considering previous computational analysis, especially to detect the
liquid-liquid transition. Following the example of molecular dynamics, several
experiments were performed on confined water, nano droplets, water solutions
of salt and water at negative pressure. Detecting the Widom line is important
because when cool down to the no man’s land upper bound, the Widom line is
the first feature one encounter that attest the presence of the LLCP.

1.3.2 Supercooled hydration water

Water is essential for life; it is contained in living cells and it is the natural
matrix for all biosystems. Water plays a key role in the exixtence and in the
correct functioning of biomolecules [53]. We are interested in supercooled water
in contact with biomolecules, like proteins. This kind of water is called Hydra-
tion Water (HW) and it is fundamental for the correct functioning of the protein
at low temperature. These water molecules directly mediate interactions among
biomolecules [54–56].
It has been found that the structure of the hydration water could be strongly
modified by the interaction with the substrate due to the formation of hydrogen
bonds with the hydrophilic part of the macromolecule [57]. Also, the dynamical
properties are affected by the presence of the biomaterial as shown in experi-
mental studies [58, 59] and MD simulations [60]. From a dynamical point of
view, the main result is that water in bio-systems has two relaxation mechan-
isms, happening on two different time-scales [61]. The slower process is missing
in bulk water and was consequently ascribed to the hydration water only. We
will discussin details the the dynamics of HW in the fourth chapter, before
presenting our results.
The protein has different conformations and sometimes has to change its shape
to assolve its biological role. This dynamical ability is connected to the coupling
with its hydration water. Infact, the protein flexibility is strongly suppressed
at low temperatures. This dynamical properties concern only hydrated proteins
and it is called Protein Dynamical Transition (PDT). This feature is not present
in dried protein, so it is totally lead by hydration water.
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Figure 1.11: Average atomic Mean Square Factor versus temperature in the
protein ribonuclease A. Figure from ref. [63].

This feature can be measured monitoring the mean square displacement of the
protein atoms 〈x2(T )〉. This quantity can be written as a sum of a vibrational
part and a comformational part

〈x2(T )〉 = 〈x2(T )〉v + 〈x2(T )〉c. (1.6)

The vibrational part 〈x2(T )〉v is dominant below the PDT and it is linear with
the temperature. This part is also dominant for small biomolecules and har-
monic solids [62]. The conformational contribution is observed only when the
protein is hydrated and 〈x2(T )〉 deviates from its linear behaviour. It is thought
that the activation of the protein surface contributes with the conformational
part of the atomic mean square displacement giving to the protein an extra mo-
bility. In figure 1.11 is shown the fenomenon of the PDT for the ribonuclease A
with the low and high temperture regimes. The PDT is close to 220 K. Above
this temperature, the protein dynamics is dominated by collective anharmonic
motions [63]. Moreover, above the PDT many proteins recover their biochem-
ical activity. For examples, enzymes quickly bind substrates or inhibitors [63].
Many other experiments have observed the PDT with different techniques like
the terahertz dielectric response [64], neutron scattering [65–67] and MD sim-
ulations [66, 68–71]. PDT was found in the interval 200-240 K for different
biological macromolecules like membranes, DNA, RNA, etc.
Studying supercooled water at contact with biomolecules are of great relevance
for cryoprotection [72, 73]. To cryopreservate a biological system means cooling
it and slowing down its biological process avoiding damages due to the ice form-
ation. For this purpose, water is used in solutions with cryoprotectors. One
of the most used cryoportectors are the disaccharides, widely used as excipi-
ents because they help the stabilization of protein and cells in water solution
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[74–77]. Trehalose is a non-reducing sugar and it is probably the most effective
disaccharide used as a cryoprotector [78–80]. Its utility as a cryoprotector has
been investigated in many studies [58, 81–84] especially in comparison to other
disaccharides [60, 85–90]. The effectiveness of trehalose as a cryoprotector is
mostly due to its ability to destroy the water network of hydrogen bonds. This
action prevent the formation of ice bonding with water hydrogen. Moreover,
trehalose slow down the water dynamics more than other sugars.





Chapter 2

The slow dynamics of
supercooled water

Supercooled and glassy liquids have a very slow dynamics and this is probably
their most impressive characteristic. The glass transition is indeed a dynam-
ical feature composed by two slow relaxations with different timescales [32, 91,
92]. The relaxations can be described by correlators which stretch over several
orders of magnitude of time. This chapter is devoted to introduce the Mode
Coupling Theory (MCT) of the glassy dynamics [93]. A theory able to predict
the dynamical behaviour of most glass formers in the region of mild supercool-
ing. At the end of this chapter we introduce the problem of the fragile-to-strong
crossover in supercooled liquids.

2.1 The Mode Coupling Theory

The MCT for glass forming liquids was formulated and devoleped by Göetze
[93] and it is based on the projection formalism of Mori and Zwanzig [91, 92].
It affirms that the single particle interact with its surrounding environment and
this interaction is mutual and non-linear. The consequent feedback mechanism
leads to an increase of the time scale of the structural relaxation of the system.
As the temperature decrease, this mechanism becomes stronger and stronger,
eventually causing structural arrest and the system undergoes a glass transition.
We summarize here a series of results of the MCT. Let us start considering a
function A(t) of positions r̄i and momenta p̄i. The system is composed by N
particles. The time evolution of A(t) is given by

dA

dt
= {A(t),H} ≡ iLA(t) (2.1)

where L and H are respectively the lagrangian and the hamiltonian of the
system. The projection operator P is defined as

P ≡ (A, ...)(A,A)−1A (2.2)

where (A,B) ≡ 〈BA∗〉 is the equilibrium correlation function. This operator
project a generic quantity in the A space, i.e. it extracts the A component from

18
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a variable.
For example, if A is a variable that varies slow in time, the P projector applied
on B extract only the slow component from B. We can rewrite the eq. 2.1 as

dA(t)

dt
= iΩ ·A(t)−

∫ t

0

K(τ) ·A(t− τ)dτ + f(t) (2.3)

where f(t) is the fluctuating random force, defined as

f(t) ≡ ei(1−P)Lti(1− P)LA (2.4)

and K is the memory function matrix

K ≡ (f, f(t)) · (A,A)−1 (2.5)

and at the end iΩ is the characteristic frequency matrix

iΩ ≡ (A, iLA) · (A,A)−1 (2.6)

The initial values of A(t) and f(t) are A = A(0) and f = f(0).
The eq. 2.3 is an exact equation for the time evolution of A(t) and it is called
the Langevin equation. It is composed by two part: a slow part and a fast part.
The fast part of Ȧ is the fluctuating random force f(t). It is the time evolution
of A in fast subspace orthogonal to A. The slow part of Ȧ is composed by the
memory function K, given by the autocorrelation of f(t), and by the frequency
matrix. These components are the the part of Ȧ in the slow varying subspace.
The correlation matrix is defined as

C(t) ≡ 〈A(t)A∗〉 = (A,A(t)) (2.7)

We can put the last equation in the eq. 2.3 to obtain the equation of motion
for the correlation matrix

dC(t)

dt
= iΩ ·C(t)−

∫ t

0

K(τ) ·C(t− τ)dτ (2.8)

the term with the fluctuating force f(t) disappeared because the orthogonality
(A, f(t)) = 0. In eq. 2.8 the memory function K is a non Markovian term, non
local in time and it takes into account the history of the particle trajectory. The
eq. 2.8 is exact for a generic correlation function.
We can chose the variable A as

A =

[
δρq
jLq

]
(2.9)

where δρq is the Fourier Transform of the density defined as

δρq =

N∑
i

eiq · ri − (2π)3ρδ(q) (2.10)

and ρ = N/V is the uniform density. jLq is the longitudinal component of the
associated current

jLq =
1

m

N∑
i

(q · pi)e
iq · ri (2.11)
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where m is the particle mass. With this defitinition of A, the correlation matrix
becomes

C(t) =

[
〈δρ−qδρq(t)〉 〈δρ−qjLq (t)〉
〈jL−qδρq(t)〉 〈jL−qjLq (t)〉

]
(2.12)

and the frequency matrix becomes

iΩ =

[
0 iq

i qkBTmS(q) 0

]
(2.13)

where S(q) is the static structure factor. The memory function becomes

K(q, t) =

[
0 0

0
m〈R−qRq(t)〉

NkBT

]
(2.14)

with

Rq =
djLq
dt
− i qkBT

mS(q)
δρq (2.15)

If we take in the eq. 2.8 the lower left components of the matrices, we obtain
the equation of motion for the Intermediate Scattering Function F (q, t), i.e. the
density-density correlation function defined as

F (q, t) =
1

N
〈δρq(t)δρ−q〉. (2.16)

The equation of motion is

d2F (q, t)

dt2
+
q2kBT

mS(q)
F (q, t) +

∫ t

0

K(q, t− τ)
d

dt
F (q, t− τ)dτ = 0 (2.17)

where S(q) is the Static Structure factor.

Eq. 2.17 has the form of an harmonic oscillator with frequency Ω = q2kBT
mS(q)

dumped by a frictional force proportional to the memory function K(q, t − τ)
and time-retarded. We don’t show it here, but in the memory functions are
products of the density ρq [94]. Equation 2.17 is an exact equation of motion
but we need to do some semplification in order to solve it analytically.
The MCT is based on two approximation [95, 96]:

� the memory function can be approximated into a four-point density cor-
relation function through the projection of the random fluctuating force
onto a subspace with a new basis made by two density modes;

� Four-point correlation functions are factorized into two-point correlation
function to have a simpler memory function that is not zero.

The resulting memory function is

K(q, t) =
ρ2kBT

2Nm

∑
K

|Vq−k,k|2F (k, t)F (q − k, t) (2.18)

the Vq−k,k are called vertices and they are defined as

Vq−k,k ≡ (q̂ · k)c(k) + q̂ · (q − k)c(|q − k|) (2.19)
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where c(k) is defined as [97]

c(k) =
1

ρ

(
1− 1

S(k)

)
. (2.20)

Equation 2.18 is the long time contribution to the total memory function, the
most important one in the supercooled region.
The instantaneous collision between particles gives rise to the short time con-
tribution

K(0)(q, t) = γqδ(t). (2.21)

The last two pieces can be put together

K(q, t) = γqδ(t) + Ω2
qK

L(q, t) (2.22)

where KL(q, t) is given by eq.2.18.
The final equation of motion for the correlator F (q, t) is

d2F (q, t)

dt2
+ Ω2

qF (q, t) + γq
d

dt
F (q, t) + Ω2

q

∫ t

0

KL(q, t− τ)
d

dt
F (q, t− τ)dτ = 0

(2.23)
We can calculate and discuss the evolution of the correlator F (q, t) from the set
of coupled equations 2.18 and 2.23. Before introducing the solutions we note
that:

i MCT can be applied to all those correlators with an overlap with the
density ρ;

ii the only input in the MCT equations is the Static Structure Factor (SSF)
S(q). Small changes in this quantity produce big changes in the system’s
dynamics.

iii the temperature is included in the SSF;

iv the main contribution to the slow dynamics comes from the non linear
feedback in the memory function.

The main contribution to the vertex in the eq.2.19 comes from the SSF for
q = qmax [98]. It follows that another approximation can be done by replacing
the sum on the wavevector space with the single value qmax

d2F (t)

dt2
+ Ω2F (t) + γ

d

dt
F (t) + Ω2λ

∫ t

0

F 2(t− τ)
d

dt
F (t− τ)dτ = 0 (2.24)

where λ is the exponent parameter, F (t) = F (qmax, t), λ and Ω play respectively
the role of the density ρ and the temperature T in the full MCT. With this
approach we are in the schematic MCT. This is a useful simplified version
of the MCT because it preserves all the important features of the full MCT.
Schematic MCT is able to predict different scenarios: given some values of λ
and Ω the system will pass to a non ergodic phase and it won’t relax anymore
(fig. 2.1 curve C).In figure 2.1 is shown a schematic representation of the time
evolution of the correlator for different values of the exponent parameter.
When the exponent parameter is smaller than a critical value λ < λC , the



CHAPTER 2. THE SLOW DYNAMICS OF SUPERCOOLED WATER 22

Figure 2.1: Sketch of a correlator time evolution as predicted by the Mode
Coupling Theory. Curve A is the decay of the correlator in a hot liquid, curve
B is the stretched dynamics of a mild supercooled liquid and curve C represents
a non ergodic phase where the system isn’t able to relax anymore. Figure from
ref. [99].

correlators decay to zero as in the curves A and B of figure . When λ is close to
λC the dynamics slow down and the correlator stretches in time and taking the
peculiar shape of the glass transition with two relaxations. The curve B refers to
this case: the first decay is called β-relaxation, after that there is a plateau and
then a second long time decay (note that the time scale is logarithmic) called
α-relaxation. In the curve C we have that λ ≥ λC and the correlator no longer
decays. The system has lost egodicity and the final phase is the completely
arrested phase, the glass. The value of the plateau is called non ergodicity
parameter, defined by

lim
t→∞

F (t) = f. (2.25)

In the full MCT, we can write the plateu value as fq because the q dependance
is restored. MCT is able to predict the time evolution of the correlator and
its decays in a quantitive way: in the β-relaxation regime, when the correlator
approach fq, the time scale will behave like

tε = t0|ε|
1
2a (2.26)

where t0 is a microscopic time and ε is the distance parameter defined as

ε =
T − TMCT

TMCT
(2.27)

with TMCT temperature at which the system will no longer relax. In the first
part of the β regime, the correlator follows a power law behaviour

F (q, t)− fq ∝ t−a (2.28)
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and also at the end of the β regime it follows a power law

fq − F (q, t) ∝ tb. (2.29)

Instead, the α-relaxation regime, that starts from the plateau region and ends to
zero, can be described with a stretched exponential called Kohlrausch-Williams-
Watts function

e−( t
τα

)
β

(2.30)

where β is the stretching parameter and τα is the characteristic time of the
α-relaxation. According to the MCT predictions, τα behave like

τα = t0|ε|−γ (2.31)

and it diverges at the TMCT . The exponents a, b and γ are related by the
relations

Γ2(1 + b)

Γ(1 + 2b)
=

Γ2(1− a)

Γ(1− 2a)
(2.32)

with Γ gamma function and

γ =
1

2a
+

1

2b
(2.33)

The exponents a and b are also limited in the range 0 < a < 0.5 and 0 < b < 1.
If we scale the correlator for the α characteristic time τα(T ) (it is T dependent),
the correlator collapse in last part of the α decay into a master curve Φ

Φ(t) = F

(
t

τα

)
(2.34)

and from Φ we can extract the exponent b. This is the Time-Temperature
Superposition Principle.
Now, we summarize the typical stages of the double relaxations mechanism
shown in figure 2.2 and we introduce the concept of the cage effect :

1 at the very beginning, at the start of the β-relaxation, particles behave
like free particles. In this regime,a particle doeas not interact with any
other particle, so this is called ballistic regime;

2 As time passes, the particle explores more space and start feeling the
environments. At a certain point, if the temperature is low enough, it will
be surrounded and blocked in its course by its nearest neighbors. The
particle will spend a certain amount of time trapped in this ’cage’. This is
the cage effect and corresponds to the plateau region. This phase is called
cage regime;

2a In the previous phase there is a collective rearragement of all the particles.
If the temperature is decreased again, the dynamics is slowered and the
time that the particle spend in the cage will increase, so the plauteu regione
will be longer in time;

3 for longer times, the cage breaks and the α-relaxation can take place.
Then, the usual diffusive regime is restored. This is called the alpha re-
laxation regime.



CHAPTER 2. THE SLOW DYNAMICS OF SUPERCOOLED WATER 24

Figure 2.2: Double relaxation of the correlator predicted by the MCT for a
supercooled liquid with the sketches of the different regimes. Figure from ref.
[95].

What we just described is the microscopic mechanism of vitrification. MCT
equations describe this mechanism with the approximations we have done, i.e.
that most of the contribution to the memory function by the Static Structure

Factor comes from the first peak at qmax ∼ 2.25 Å
−1

(about the cage’s size).
The interactions of a particle with its first neighbors (inter cage interactions) are
the local interactions and they are the most important for a global structural
arrest.
The MCT have been tested for many systems, as hard spheres [93] and simple
liquids [100, 101], but it works well also with water [7, 8, 102]. The main
features of mild supercooled water are well described by MCT. One of the most
used correlator to describe the time evolution of a system is the Self Intermediate
Scattering Function (SISF). This is the part of the density correlator introduced
in eq. 2.16 that focuses on the single particle dynamics and what we will describe
in details in the next chapter with the others dynamical and structural quantities
of interest for this thesis.
The SISF is the spatial Fourie transform of the single particle density-density
autocorrelation function and it can be fitted with a two exponential function [7,
8]

F (q, t) = (1− fα)e
−
(

t
τshort

)2

+ fαe
−( t

τα
)
βα

(2.35)

where the first term with τshort is gaussian and describe the ballistic regime,
the second term with the stretched exponential account for the α-relaxation. In
figure 2.3 the oxygen-oxygen SISF is shown for simulated SPC/E water. The
two steps relaxation correlator are fitted with the eq. 2.35 (lines) and the first
test of MCT behaviour for supercooled water it can be seen that the fuction 2.35
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Figure 2.3: Self Intermediate Scatteriing Function of oxygen-oxygen calculated
for SPC/E water. Black lines are the best fits of the data made with eq. 2.35.
The inset shows the values of the stretching parameter β. Figure from ref. [7].

describes well the data. The theory predicts a complete arrest of the system
with a characteristic relaxation time which diverges as a power law, written in
eq. 2.31 for a certain critical value of the temperature TMCT . When the sys-
tem transits to a glassy state, the correlator no longer decays and mantains the
plateau value.
In most glass formers that the correlator decays to zero below TMCT . There
is a mechanism not taken into account by the schemtic MCT that restores the
ergodicity and avoid the complete structural arrest. These microscopic mech-
anisms are called activated processes and within the supercooling community
are called hopping processes. The particle is allowed to escape the cage of the
first nighbors by hopping to some preferred positions. This mechanism is con-
nected to another phenomenon known as fragile-to-strong crossover that will be
discussed in the next section.

2.2 Strong and fragile liquids

Angell proposed a classification of supercooled liquids in two groups: strong
liquids and fragile liquids [103, 104]. He plotted the viscosity (or the logarithm
of the relaxation time) versus the temperature scaled for the glass transition
temperature Tg and two different behaviour came out. In the Angell’s plot
(fig. 2.4), associated to the activated processes (straight lines) are called strong
liquids following Arrhenius behaviour. The liquids that deviate from the Arrhe-
nius behaviour are called the fragile liquids. The dynamics in strong liquids
is dominated by hopping phenomena. Their relaxation time (or viscosity) is
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Figure 2.4: Angell plot of viscosity for many glassy liquids. Figure from ref.
[36].

described by the Arrhenius law

τα = τ0e
EA
kBT (2.36)

where EA is the activation energy.
Instead, relaxation times transport in fragile liquids are described by the power
law

τα = τ0
1

(T − TMCT )γ
(2.37)

following the MCT. Fragile liquids can be described also by the phenomenolo-
gically Vogel-Fulcher-Tamman law

τα = τ0e
DT0
T−T0 (2.38)

where D is the fragility parameter and T0 is the ideal glass transition tem-
perature. As suggested by the name, this temperature is different from an
experimentally measured real glass temperature.
All these temperatures we mentioned are not coincident. they are the MCT
critical temperature TMCT , the ideal glass transition temperature T0, the real
glass transition temperature Tg respect the following order [105]

T0 < Tg < TMCT < Tmelting.

Fragile-to-Strong Crossover (FSC) was first found in supercooled water in an
MD study[106] and confirmed in experiments and simulation in confinement
[107] and in simulation in bulk [102] and in solutions [108]. This crossover is
due to the onset of hopping process upon reaching TMCT and below. In general,
the presence of the FSC depends on the thermodynamic path (pressure, density)
followed upon cooling.
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It has been proved by simulations with different water models [7, 13, 102, 109],
experiments and simulation in confined water [107, 110] that the FSC happens
when the Widom line from the LLCP is crossed by the thermodynamic path
followed upon cooling. In figure 2.5 it is shown the case of water TIP4P/2005,
and it can be seen the crossover from a power law to an Arrhenius law (fig.
2.5a) only along density paths. The temperature of the crossing at that density
corresponds with the Widom line (fig. 2.5b). The fourth path does not cross
the Widom line and the relaxation time does not cross to a strong behaviour.
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Figure 2.5: Study of the FSC in bulk water TIP4P/2005. a) Behavior of the α
relaxation time τ versus the inverse of the temperature for four different dens-
ities. The red lines are the fits with the mode coupling power law eq.2.37. The
blue lines are the fit with the Arrhenius function eq.2.36. b) The FSC occour-
rence (stars) in the ρ-T plane. The LLCP is the black circle and the Widom
line pass through the spefic heat maxima cv (empty triangles). Straight dashed
lines represent the isotherm followed for every density. The empty squares are
temperature of maximum density (TMD). Figure adapted from ref. [109].





Chapter 3

Methods

In this chapter we introduce the basics of molecular dynamics (MD) simulations
and the techniques used in this thesis. The aim of MD simulations is to produce
trajectories that can be exploited to study a particular physical system. The
equations of motion and the thermodynamic environment need algorithms to
be managed. We also present the water model, the force field, the dynamical
and structural quantities used to study our system.

3.1 Classical Molecular Dynamics

MD is a computational technique developed at the end of 50s [111, 112]. Nowadays,
MD is used in a lot of fields besides physics like chemical physics, material sci-
ence, biophysics etc.
The foundations of MD is the numerical integration of the second Newton’s
law. MD simulations are widely used in the field of liquid state physics because
such complex systems are often impossible to treat analitically. The aim is to
extract a trajectory from the system. In other words, a trajectory is a sequence
of points in the phase space of the system.
If we have a system composed by N particles, we need to know the positions
and the velocities of every particles in order to investigate the time evolution
of the system. The arrays that contain time steps, positions and velocities of
every particles make up the trajectory of the system.
For a system of N particle we start with the hamiltonian H, that can be written
as a sum of two terms

H ({ri}N , {pi}N ) = K ({pi}N ) + U (ri}N ) (3.1)

where K and U are respectively the kinetic energy and the many-body interac-
tion potential, while r and p are respectively the position and the impulse of
the particle. We can approximate the many-body term with the sum of all the
radial potential between pairs of particles u

U ({ri}N ) =
1

2

∑
i

∑
j 6=i

uij(|ri − rj |). (3.2)

30
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The trajectory is obtained integrating the differential equations of the second
Newton’s law, that lead for the i-th particle:

mir̈i = ṗi = F i = −∇riU (3.3)

ui = ṙi =
pi
mi

(3.4)

where mi is the mass of the i-th particle.
The time axis is discretized in a series of time step δt and the previous equa-
tions are integrated with the finite difference method. The positions and the
velocities of the particles at time t + δt are calculated in a deterministic way,
i.e. known the positions and the velocities of the particles at the previous time
t.
Usually the particles are placed at the vertices of the standard lattice. In a
more complex system like solutions containing biomolecules usually are em-
ployed crystallographic data.
It is known that temperature and kinetic energy of the particles are stricly con-
nected, a method to assign a realistic initial kinetic energy to every particle
is to randomly extract values from the Maxwell-Boltzmann distribution. For
example, if the temperature is T , the probability to find the ith particle with
mass mi and velocity vix along the x-axis is

P (vix) =

√
mi

2πkBT
e
−miv

2
ix

2kBT . (3.5)

To run a MD simulation different steps must be done.
The first step is the equilibration of the system: given the initial configuration
and the point of the phase space of interest, the system has to reach that point
and must be kept there in thermodynamic equilibrium. The equilibration is
essentially a running phase long enough to give the system the time to relax to
the minimum energy through a coupling to proper baths (see sec. 3.1.2). In
order to make sure that we had a proper equilibration, some quantities must
be monitorized, such as the total and potential energies. If these quantities
are completely minimized, all the counters are set to zero we can start the real
evolution of the system.
The second step is called production because trajectories are produced and they
can be used to calculate physical quantities at equilibrium of the system. The
quantities we want to obtain are several macroscopic physical properties of the
system. Since a trajectory is the sequence of points which correspond to posi-
tions and velocities as a function of time, these are the microscopic quantities
we use to calculate the macroscopic properties.
An average value of an observable of interestA, in statistical mechanics is defined
as

〈A〉 =

∫∫
A ({dri}{dpi}) ρ ({dri}{dpi}) drdp. (3.6)

〈A〉 is the ensemble average and the integrations are all over the values of r and
p.
The quantity ρ(r, p) is the probability density of the ensemble and can be written
through the partition function

ρ(r, p) =
1

Z
e−βH(r,p) (3.7)
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where H is the hamiltonian and β = 1
kBT

with kB Boltzmann constant and T
the temperature. The ergodic hypothesis implies that ρ cannot be zero in the
phase space of the system.
We want to know the time evolution of the observable A, and the ergodic hy-
phothesis allow us to pass from the integrals over the phase space (the ensemble
average) to a time-average integral

〈A〉 = 〈A〉time (3.8)

therefore we can write the equality between statistical mechanics and MD as
the time integral over the lenght t of the simulation and the summation over M
discrete the time steps

〈A〉 = 〈A〉time = lim
t→∞

1

t

∫ t

0

A(r, p)dτ ' 1

M

M∑
t=1

A(r, p) (3.9)

where A(r, p) is the istantanueous values of A that can be calculated from the
informations stored in the trajectories. The last passage is valid if we can gen-
erate enough microstates in the phase space.
In other words, we need to sample the phase space in a reliable way. In order
to do that, the simulation time should be much longer than the characteristic
time of the molecular motions. This is the reason why there are two steps in
obtaining a trajectory: the equilibrium run in which the system is evolved until
the equilibrium and the production run in which the system can evolve from
the equilibrium. In this case the ergodic hyphotesis is valid and the eq.3.9 can
be used to calculate the observables.
Here, we list the ensembles that can be used to perform MD simulations de-
pending on the thermodynamic state of the system:

NVE the Microcanonical Ensemble. When the thermodynamic state has fixed
quantities in N particles, volume V and total energy E;

NVT the Canonical Ensemble. When the thermodynamic state has fixed quant-
ities in N particles, volume V and temperature T ;

NPT the Isobraic-Isothermal Ensemble. When the thermodynamic state has
fixed quantities in N particles, pressure P and temperature T ;

µVT the Grandcanonical Ensemble. When the thermodynamic state has fixed
quantities in chemical potentialµ, volume V and temperature T .

The temperature of the system can be calculated through the equipartition
theorem, that relates the temperature with the average kinetic energies of the
system

T =
2〈K〉

(3N −NC)kB
(3.10)

where NC is the number of constraints. The pressure can be calculated via
the virial theorem, which relates the time average of the potential and kinetic
energy to the temperature

P =
NkB − 1〈V〉

3

V
(3.11)
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Figure 3.1: This sketch illustrates how periodic boundaries conditions work.

where V =
∑N
i=1 ri ·F i is the viral. In a MD simulation we simulate a finite

system: for example the simplest is a simulation cubic box, so the way we
treat boundaries is particularly relevant in this technique. Periodic Boundaries
Conditions (PBC) are usually applied to the box. The finiteness of the box
can introduce artifacts and it can act as an external field. The PBC avoid
these problems and from a computational point of views allow to calculate bulk
properties of gases, liquids or crystals with a smaller number of molecules. PBC
in 2D are shown in figure 3.1: the box in the middle is replicated in all directions
which creates a periodic lattice. The total number of particles in the box are
always the same because if a particle leave the box on the left with velocity v,
an identycal particle with the same velocity will enter the box from the right.

3.1.1 The equations of motion in MD

As we already mentioned, the trajectories are calculated by integrating numer-
ically the equations of motion. The time step is chosen in order to be much
shorter than the time of a molecule needs to cover its own lenght: usually
δt ∼ 10−15s = 1 fs is a good choice to study phenomena in the picoseconds or
nanoseconds scales.

The leap-frog algorithm

In the case of rigid molecules the motion can be rotational and translational.
The leap-frog algorithm is one of the most used algorithms to integrate the
translational motion. This algorithm derives from the Verlet algorithm [113].



CHAPTER 3. METHODS 34

Figure 3.2: Sketch of the functioning of the leap-frog algorithm. The step i in
eq. 3.18 are the dashed-red lines and they represent the calculation of velocities.
The solid-blue lines are the step ii in eq. 3.19 and they represent the calculation
of the positions.

It considers the Taylor expansion for position, velocity and acceleration of a
molecule i:

ri(t+ δt) = ri(t) + vi(t)δt+
1

2
ai(t)δt

2 + o(δt3) (3.12)

vi(t+ δt) = vi(t) + ai(t)δt+
1

2
bi(t)δt

2 + o(δt3) (3.13)

ai(t+ δt) = ri(t) + bi(t)δt+ o(δt2). (3.14)

If we consider the following

ri(t− δt) = ri(t)− vi(t)δt+
1

2
ai(t)δt

2 + o(δt3) (3.15)

and we sum it with eq.3.12 we can simplify the previous taylor expansions

ri(t+ δt) = 2ri(t)− ri(t− δt) + ai(t)δt
2 + o(δt4). (3.16)

We notice that the velocity term has been eliminated, so the algorithm becomes
faster. In the Verlet’s algorithm, the velocity can be calculated via

vi(t) =
ri(t+ δt)− ri(t− δt)

2δt
(3.17)

Even throught the Verlet’s alogorithm is robust, the velocity calculation is not
accurate. The leap-frog algorithm introduce some modifications to the previous
procedure and allows a more accurate calculation of the velocities. The new
procedure is a two steps iteration: given ri(t), ai(t) and vi(t − 1

2δt), first the
velocities are updated and then the positions

i) vi(t+
1

2
δt) = vi(t−

1

2
δt) + ai(t)δt (3.18)

ii) ri(t+ δt) = ri(t) + vi(t+
1

2
δt) (3.19)

at the end of step ii the forces can be calculated and the new accelerations
can be put in step i to start again. In figure 3.2 it can be seen how the leap-
frog algorithm works. The positions in the leap-forg algorithm are calculated
using velocities at a time closer to t + δt, so they are more accurate than the
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Verlet’s algorithm. Calculating the derivative of eq. 3.19, i.e. the distribution
of particles, the potential and the forces can be obtained.
The velocities at time t are calculated through the simple relation

vi(t) =
vi(t+ 1

2δt) + vi(t− 1
2δt)

2
. (3.20)

The intergration of the rotational motion is in general more complex. We can
define the torque with respect the center of mass of a molecule in position ri,
as a vector τ i

τ i =
∑
a

(ria − ri)× F ia =
∑
a

di × F ia (3.21)

where the subscript dia is the position of the atom a in the molecule i with
respect its center of mass.
The orientation of a rigid body can be defined by a matrix that allows a rota-
tion from the frame of reference of the laboratory to the frame of reference of
the center of mass. The rotation matrix is defined through the Euler’s angles
(φ, θ, ψ). A quadri-dimensional vector, called quaternion, with unitary norm
is defined as a function of the Euler’s angles. This vector consents to have
convergent equations of motion

q = (q0, q1, q2, q3) (3.22)

and its norm is q20 + q21 + q22 + q23 = 1. The rotation matrix can be write in term
of the quatertion

R =

q20 + q21 − q22 − q23 2(q1q2 + q0q3) 2(q1q3 − q0q2)
2(q1q2 − q0q3) q20 − q21 + q22 − q23 2(q2q3 + q0q1)
2(q1q3 + q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23

 . (3.23)

If d̂ia is the position of the atom a of the molecule i in the frame of its center

of mass, its position in the frame of reference of the laboratory is dia = RT d̂ia.
The equations of motion are satisfied by the quaternion

q̇0
q̇1
q̇2
q̇3

 =


q0 −q1 −q2 −q3
q1 q0 −q3 q2
q2 q3 q0 −q1
q3 −q2 q1 q0

 ·


0
ωx
ωy
ωz

 (3.24)

where ω = (0, ωx, ωy, ωz) is the angular velocity vector in the frame of reference
of the center of mass.
The aim is to solve the rotational motion in the same way we did for the trans-
lational one. The system of equations 3.24 does not have singularities and can
be solved applying the following equation

dJ

dt
=

d

dt
(Iω) = τ (3.25)

where τ is the usual torque (we droppep the subscript i for convenience), I is
the moment of inertia matrix and J is total angular momentum of the molecule.
Eq. 3.24 and 3.25 are coupled. Having in memory J(t− δt), q(t) and τ(t), the
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Figure 3.3: Sketch of the three steps of the constraint algorithm.

equations of rotational motion can be solved iteratively. First of all, the angular
momentum has to be updated with

J = J

(
t− 1

2
δt

)
+ τ(t)

1

2
δt (3.26)

From eq.3.24, q̇ can be calculated and so an estimation of q at the half-step time

q

(
t+

1

2
δt

)
= q(t) + q̇(t)

1

2
δt. (3.27)

Now, the new J and q can be calculated with the following two equations

J

(
t+

1

2
δt

)
= J

(
t− 1

2
δt

)
τ(t)δt (3.28)

q(t+ δt) = q(t) + q̇

(
t+

1

2
δt

)
δt (3.29)

The constraint algorithm

The constraint algorithm is another way to reproduce the motion of a rigid
body. In this method, a constraint is inserted in the distance between atoms
and it follows three steps, summarized in figure 3.3:

i the particles of the same molecules can move separately;

ii explicit constraint forces are introduced;

iii these forces are minimized using the Lagrangian multipliers technique or
another method.

The method of Lagrangian multipliers is one of the most common in MD to
minimize the force of the constraints. First al all, a set of n holonomic linear
constraints at time t are introduced

σk(t) = ‖xkα(t)− xkβ(t)‖2 − d2k = 0, with k = 1...n (3.30)
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where dk is the intramolecular distance fixed by the constraint while xkα(t) and
xkβ(t) are the positions of the two particles bonded with the k-constraint.
The total work done by the constraint forces is zero, because they act in the
opposite direction for the two particles, so the total energy does not change.
For each particles, the force is

∂xi(t)

∂t2
mi = − ∂

∂xi

[
V (xi(t)) +

n∑
k=1

λkσk(t)

]
with i = 1...N (3.31)

where N is the total number of particles. By integrating both sides of the last
equation with respect to the time, the new constrained coordinates at time t+δt
are obtained

xi(t+ δt) = xfi (t+ δt) +

n∑
k=1

λk
∂σk(t)

∂xi
(δt)2

1

mi
with i = 1...N (3.32)

where xfi (t + δt) is the position of the particle after integrating the equations
of motion without constraint, so basically it’s the ’free’ position of the particle.
The constraints should be satisfied in the next time-step, so they should respond
to the equation 3.30 of the Lagrangian multipliers

σk(t+ δt) = ‖xkα(t+ δt)− xkβ(t+ δt)‖2 − d2k = 0 (3.33)

A system of n non-linear equations should be solved for the n unknown Lag-
rangian multipliers λk.

3.1.2 Barostats and thermostats

In a simulation it is often necessary to fix the pressure or the temperature, or
both these quantities to simulate, for example, the real conditions of an exper-
iment.
Even for the microcanical ensemble NVE, it is needed to regulate the temper-
ature during the equilibration phase. We already know that temperature and
kinetic energy are connected by the equation 3.10, therefore controlling the ve-
locities of the particles means to control the temperature. If we multiply the
velocities by a factor λ at time t, the variation of the temperature of the un-
costrained system is

∆T =
1

2

N∑
i=0

2mi(λ · vi)
2

3NkB
− 1

2

N∑
i=0

2miλ · v2i
3NkB

= (λ2 − 1)T (t) (3.34)

The system is at temperature T (t) and we want to take it at the desired tem-
perature TD. What we need to do is to multiply velocities at every time step
by a factor

λ =

√
TD
T (t)

(3.35)

The Berendsen thermostat

The Berendsen thermostats is one of the oldest and it was proposed by Ber-
endsen et al. in 1984 [114]. This method provides a new way to control the



CHAPTER 3. METHODS 38

temperature, adding to the system an external heat bath at a tunable temper-
ature. The external bath add or remove heat form the system in order to reach
and keep the desired temperature. If there is a temperature shift between two
time steps, the change is given by

dT (t)

dt
=

1

τ
(TB − T (t)) → δT =

1

τ
(TB − T (t))δt (3.36)

where TB is the temperature of the external bath and τ is coupling parameter
between the bath and the system.

The parameter λ that rescale velocities is proportional to the difference
between the bath temperature and the system temperature

λ =

√
1 +

δt

τ

(
TB

T (t)− 1

)
(3.37)

It has been shown that the quantities calculated through this method differ from
the canonical ensemble by O(1/N) [113]. In most of the cases, the Berendsen
method is accurate enough for several applications used in MD.
The method discussed until now, can be extended to treat barostats. A ’Ber-
endsen barostat’, can be imagined if to reach the desired temperature we act on
velocities, to reach the desired pressure we rescale the volume of the system.
The λ factor, in this case, is multiplied by the volume

r′i =
3
√
λri (3.38)

Similarly to what we did with the temperature bath, we can couple the system
with a ’pressure bath’ and the change in pressure can be calculated by the
following expression

dP (t)

dt
=

1

τP
(P − PB) (3.39)

where τP is the coupling pressure constant, PB is the pressure of the bath and
P (t) is the pressure of the system at time t.
The λ factor determines the rescaling of the volume as

λ = 1− κT
1

τP
(P − PB)δt (3.40)

where κT is the isothermal compressibility, which describes the change of volume
responding to the change of the pressure at fixed temperature and it is defined
as

κT = − 1

V

(
∂V

∂P

)
T

(3.41)

3.2 Potentials and force fields

In this section we briefly describe how potentials are treated in MD simula-
tions. Potential energy can be split in two terms: one is relative to the bonded
interactions (intramolecular) and the other one is relative to the non-bonded
interactions (intermolecular)

U = Ubonded + Unon−bonded (3.42)
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The intramolecular part Ubonded could be divided into three terms relative to
the basics movement of the molecule: stretching, bending and torsion

Ubonded = Ustretching + Ubending + Utorsion. (3.43)

Ustretching describes the oscillations of the bond lenght around the equilibrium,
Ubending describes the oscillations of the angle between three atoms around the
equilibrium angle and Utorsion describes the torsional rotation of four atoms
around a central bond.
The intermolecular part Unon−bonded can be written as a sum of two terms

Unon−bonded = ULJ + UCoulomb (3.44)

where ULJ is the Lennard-Jones potenatial, defined as

ULJ = 4ε

[(σ
r

)12
−
(σ
r

)6]
(3.45)

and UCoulomb represents the Coulombian interactions

UCoulomb =
1

4πε0

qiqj
r
. (3.46)

The most expensive part in term of computational power are the non-bonded
interactions, which are pairwise. The way to deal with intermolecular interac-
tion involves a non-bonded cutoff lenght and the minimum image convention.
The cutoff works by setting to zero all the pairwise interactions between particle
i and j distant more than the cutoff lenght, i.e. the interactions are only calcu-
lated when their distance is r = |ri − rj | ≤ rcutoff < L/2 where L is the linear
dimension of the box. This upper limit is introduced to avoid considering the
same particles twice, due to the Periodic Boundary Conditions.
The image convention provides that each particles in the simulation box inter-
acts only with the closest images of all the other particles. The introduction of
the cutoff makes it necessary to introduce corrections for non-bonded interac-
tions [113].
Corrections for short range potentials like the Lennard-Jones is typically per-
formed in the real space, while long range potentials like the Coulombian are
handled in the reciprocal space (Fourier space) with, for example the Particle
Mesh Ewald method.

3.2.1 Particle Mesh Ewald method

As we already mentioned, it is delicate to deal with truncation of long range
potentials, and often corrections are needed. If long range interactions are not
adequately treated, some severe artifacts can arise [52]. The Particle Mesh
Ewald method, or Ewald summation method is one of the most used technique
to deal with corrections of long range potentials.
Taking into account the PBC, the potential of electrostatic interactions can be
written as

UE =
1

2

N∑
i=1

qiφE(ri) (3.47)
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where φE is given by

φE =

N∑
j=1

∑
R

qj

|rij −R|
(3.48)

and R = n ·L, with n = (nx, ny, nz) and nx, ny, nz ∈ Z. In the sum there
is ad hoc convention that R = 0 when i = j. Screening charges can be added
and subtracted in order to split the sum in two terms UE = USR + ULR where
SR stands for short ranged and LR for long ranged. The first term USR is
composed by the original charges screened with clouds of opposite charge; this
term is short ranged and can be evaluated in the real space. The second term
ULR is evaluated in the Fourier space and it is made by screening charge densities
used to compensate the screening charges of the first term. Screening charges
are usually distribuited as Gaussian

ρs(r) = qi

(α
π

) 3
2

e−αr
2

. (3.49)

With this choice, the compensating charges distribution in the second term can
be written as

ρc(r) =

N∑
j=1

∑
R

qij

(α
π

) 3
2

e−α|r−(rj+R)|2 (3.50)

and its Fourier transform into the reciprocal space is

ρ̃c(k) =

∫
V

dr e−ik · rρc(r) =

N∑
j=1

qje
−ik · rje−k

2/4α (3.51)

This charge distribution generates a field that can be calculated by the Poisson’s
equation in the reciprocal space:

k2φ̃(k) = 4πρ̃(k), (3.52)

and then antitrasformated it into the real space. In this way, the long range
sum becomes

ULR =
1

2

N∑
i=1

qiφc(ri) =
1

2V

∑
k 6=0

aπ

k2
|ρ̃(k)|2e−k

2/4α (3.53)

with ρ̃(k) =
∑N
i=1 qie

−ik · ri . The point charges ri interact with the the compens-
ating charges also in ri, therefore this part of potential in equation 3.53 contains
some self-interactions terms. To restore the correct electrostatic energy, these
terms should be eliminated from the final expressions. They represent the po-
tential at the center of Gaussian charge distribution.
Now, we calculate the short range term USR. By means of Poisson’s equation
in the real space

−∇2φ(r) = 4πρ(r) (3.54)

it is possibile to show that the screening potential can be written as

φs(r) =
qiferr(

√
αr)

r
(3.55)
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where ferr is the error function, defined by

ferr =
2√
π

∫ x

0

dt e−t
2

. (3.56)

The self-interactions term is

φself = φs(0) = 2

√
α

π
qi (3.57)

and the total self-interaction energy becomes

Uself =

√
α

π

N∑
i=1

qi (3.58)

this last term must be subtracted to the total electrostatic energy in order to
restore the correct Coulombian field. The short range term of the potential
energy can be written as

USR =
∑
R

N∑
i 6=j

qiqj
1− ferr

√
α|rij +R|

|rij +R|
=
∑
R

N∑
i6=j

qiqj
f cerr
√
α|rij +R|
|rij +R|

(3.59)

where f cerr(x) = 1− ferr(x) is the complementary error funtion deined by

f cerr(x) =
2√
π

∫ ∞
x

dt e−t
2

. (3.60)

Finally, by putting together equations 3.59, 3.53 and 3.58, the total electrostatic
energy can be written

UE = USR + ULR − Uself =
∑
R

N∑
i 6=j

qiqj
f cerr
√
α|rij +R|
|rij +R|

+

+
1

2V

∑
k 6=0

aπ

k2
|ρ̃(k)|2e−k

2/4α −
√
α

π

N∑
i=1

qi.

(3.61)

As can we see, there are different sums in the last formula. The short range
sum is performed into the real space, while the long range sum is in the Fourier
space. Moreover, the α parameter is tunable and particularly important for the
convergence of the integrals: to obtain a fast convergence, α should be large in
the real space and small in the reciprocal space. Usually, α is set at the order
of 5

L [113], taking an order of ten wave vector k for the computation of the sum
into the reciprocal space.

3.2.2 SPC/E potential for water

There are several rigid potential used to model water as SPC/E and TIP4P.
These are rigid potentials which constrain and simplify the internal motion of
the atoms composing molecule. Among of them, one of the the most popular
is probably the simple point charge extended or SPC/E potential. It was de-
veloped in 1987 by Berendsen et al. [115].
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Figure 3.4: Sketch of the SPC/E model of the water molecule.

This potential is an improvement of the already existing SPC (simple point
charge) potential that consists in a correction of the polarization and a con-
sequent reparametrization of all the older SPC parameters. This correction was
introduced to better characterize the properties of polar liquids. The model
of the water molecule offered by the SPC/E potential is shown in figure 3.4:
the O-H distance is 1 Å and the H-Ô-H angle is 109.5°. The charges on the
hydrogen atoms are qH = 0.4238e while the charge on the oxygen atom is
qO = −2qH = −0.8476e On the oxygen atom there is also the only Lennard-
Jones interaction site with parameters

εOO = 0.650 kJ/mol σOO = 3.166 Å.

The total interaction potential of the ith water molecule is given by

u(rij) = 4εij

[(
σij

ri − rj

)12

−
(

σij
ri − rj

)6
]

+
e2

4πε0

qiqj
|ri − rj |

(3.62)

3.2.3 The CHARMM force field for biosystem

In this paragraph we describe the CHARMM force field, used in this work for the
modellization of the lysozime protein. CHARMM is the acronym for Chermistry
at Harvard Macromolecular Mechanics and represents a set of force fields widely
used in MD to modellize many biomolecules like saccharides, proteins, lipids,
nucleid acids etc. [116–121]. As we have already seen in the geneal discussion
of section 3.2, we can divide the CHARMM potential into two terms

U = Ubonded + Unon−bonded. (3.63)

The first term takes into account all the intramolecular interactions between
neighbors atoms chemically bonded like stretching, bending, proper and im-
proper dihedral energy

Ubonded =

Ustretching + Ubending + Udihedral + Uimpr−dihedral + UUB + UCMAP

(3.64)

where
Ustreching =

∑
bonds

Kb(b− b0)2 (3.65)
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is the energy function account for the bond stretches and where Kb is the bond
force constant and b− b0 is the lenght of atom’s shift from the equilibrium.
The second term is

Ubending =
∑
angles

Kθ(θ − θ0)2 (3.66)

and it represents the bending energy of every angle: Kθ is the angle force
constant and θ − θ0 is the angle’s shift from the equilibrium.
The third term is

Udihedral =
∑
dihed.

Kφ(1 + cos(nφ− δ)) (3.67)

and it represents the torsion angles (dihedrals). Kφ is the dihedral force con-
stant, n is the multiplicityof the function, φ is the dihedral angle and δ is the
phase shift.
The fourth term is

Uimpr−dihedral =
∑

imp.dihed.

Kω(ω − ω0)2 (3.68)

and it accounts for the out-of-the-plane bending: Kω is the force constant and
ω − ω0 is the out-of-plane angle’s shift from equilibrium.
The last two terms were introduced by CHARMM. The fifth term is called
Urey-Bradley term and it is

UUB =
∑
UB

KUB(b(1;3) − b(1;3)0 )2. (3.69)

This is an harmonic term in the distance between atoms 1 and 3 that forms
an angle θ. This term is an improvement for in-plane bending and vibrational
stretching because it separates symmetric and non-symmetric stretching modes
[116]. In the end, the last and sixth term is the CMAP term

UCMAP =
∑

residues

uCMAP (φ, ψ) (3.70)

and it is a cross term for backbone dihedral angles φ and ψ realized by grid based
correction maps [117]. This is used as an improvement for dihedral angles only
in proteins backbones.
As already discussed, the Unon−bonded part is made by the usual two contribu-
tions by Lennard-Jones and Coulombic interactions

Unon−bonded = ULJ + UCoulomb (3.71)

3.3 Observables

In this last section we discuss the MD observables used in this study to char-
acterize our system. They are divided in two kinds: dynamical quantities and
structural quantities of our interest. The dynamical quantities are the Self Van-
Hove correlation function (SVHS), the Self Intermediate Scattering Function
(SISF) and the Mean Square Displacement (MSD). The structural quantities
are the Radial Distribution Function (RDF), the Local Structure Index (LSI),
the Orientational Tetrahedral Order Parameter q and the V4 parameter [122].
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3.3.1 Dynamical quantities

To characterize the dynamics of a liquid, correlation functions are powerful tools
[97].
The correlation function between two observables A(t1) and B(t2), that are
functions of the coordinates ri(t) and the momenta pi(t), is give by

CAB(t1, t2) = 〈A(t1)B(t2)〉 = lim
τ→∞

1

τ

∫ τ

0

A(t1 + t)B(t2 + t)dt (3.72)

with the convention of t1 ≥ t2. The correlation is invariant under time traslation.
At equilibrium, therefore we can define t = t1 − t2 and write

CAB(t1, t2) = 〈A(t1)B(t2)〉 = 〈A(t)B(0)〉. (3.73)

The two limit cases for t→ 0 and t→∞ are

lim
t→0

CAB(t) = 〈A(0)B(0)〉 = 〈AB〉 (3.74)

lim
t→∞

CAB(t) = 〈A〉〈B〉 (3.75)

i.e. in the second case A and B become uncorrelated.
Correlation functions are often normalized by thei value at initial time

ĈAB(t) =
〈A(t)B(0)〉
〈AB〉

(3.76)

When the observables are the same, i.e. A(t) = B(t), we call CAA an autocor-
relation function defined by

CAA(t) = 〈A(t)A(0)〉 (3.77)

Self Van-Hove correlation function

The Self van Hove Function (SVHF) is the single particle density-density cor-
relation function in the real space. It is defined as [97]

Gs(r, t) =
1

N
〈
N∑
i

δ(r − ri(0)− ri(t)) (3.78)

It represents the probability density of finding a particle i in the position r at
time t when the particle was located in the origin at time 0. Usually, we display
the radial part of the Gself calculated as 4πr2Gs(r, t) which is the probability
density of a displacement r in a time interval t. In figure 3.5 is shown the SVHFs
at different times for bulk water. The function starts as a sharp gaussian, but as
the particle diffuses, the function becomes lower and wider over longer lenghts.

Self Intermediate Scattering Function

We already introduced the SISF as the autocorrelation function of the Fourier
components of the local density in the reciprocal space. Let us rewrite here the
definition:

Fs(q, t) =
1

N
〈ρq(t)ρ−q(0)〉 =

〈
1

N

N∑
i=1

eiq · (ri(t)−ri(0))

〉
(3.79)
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Figure 3.5: Oxygen SVHFs of SPC/E bulk water at different time interval.
Figure from ref. [123].

where N is the number of particles and ri(t) is the position of the i-th particle
at time t. Figure 3.6 shows different SISF calculated in a range of rescaled
temperatures from 0.7 to 0.46 for a dense polymer liquid model.
As we already described in section 2.1, the SISF probes the translational dy-
namics of the single particle and it is useful to characterized different regimes
in the diffusion process. In figure 3.6, the functions at higher temperatures (on
the left) exhibit a rapid diffusion. As T decreases, the cage regime shows as a
plateau followed by the α-relaxation.

Mean Square Displacement

The Mean Square Displacement (MSD) is defined as

〈∆r2(t)〉 =

〈
1

N

N∑
i=1

(ri(t)− ri(0))2

〉
(3.80)

with N is total number of particle, ri(t) is the position of the i-th particle at
time t. MSD is connected with the autocorrelation function of velocity [97].
The way to measure experimentally the MSD are the neutron scattering and
the photon correlation spectroscopy.
Towards the MSD the diffusive regime of the system under investigation can be
studied. If we write the MSD as a power law

〈∆r2(t)〉 ∝ tα (3.81)

we can catalogate the different regimes depending on the exponent α [125]:
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Figure 3.6: SISF φq(t) for wave number q=6.9 obtained by molecular-dynamics
simulations for a dense-polymer liquid model. Temperatures are in ascending
order from left to right. Figure from ref. [124].

� 0 < α < 1 → sub-diffusive regime;

� α = 1 → diffusive regime;

� 1 < α < 2 → super diffusive regime;

� α = 2 → ballistic regime;

In figure 3.7 is shown the MSD for a Lennard-Jones binary mixture. The curves
at higher temperatures (on the left) exihibit the ballistic regime followed by
a diffusive regime. A sub-diffusive regime appears upon cooling ending in a
plateau, that corresponds to the cage regime of the SISF.

3.3.2 Structural quantities

Radial Distribution Function

The Radial Distribution Function (RDF) is written g(r) and corresponds to the
probability of finding a pair of particle at distance r, relative to the probability
of a completely random density distribution. The definition of the RDF is [97]

g(r) =
V

N2

〈∑
i

∑
j 6=i

δ(r − rij)

〉
(3.82)

where N is the total number of particle, V is the volume of the system. The
last definition is an ensemble average over pairs and it is useful to investigate
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Figure 3.7: Mean-squared displacements δr2(t) obtained by molecular-dynamics
simulations for the A particles of the Lennard-Jones binary mixture. Temper-
atures are in ascending order from left to right. Figure from ref. [100].

the internal structure of the system. The RDF is a sort of ’static’ Van Hove
Correlation function and shows picture of the density distribution of the system.
The RDF points out the differences in the system’s structure depending on the
dynamical phase as it is shown in figure 3.8. In a normal liquid (top) it is possible
to recognize three maim coordination shells. As we drift away from the tagged
particle, the density fluctuations approach the unity. The amourphous solid
(middle) is an intermediate system between liquid and solid: the g(r) shows
three main peaks as for the normal liquid, but they are sharper and better
defined. Minor peaks corresponding to more fine structures can be seen in the
second shell. A solid (bottom) has a regular structure and the RDF reflects this
arrangement: well defined isolated peaks describe the lattice regularity.

Local Structure Index

The Local Structure Index (LSI) is a used stuctural parameter that distin-
guishes molecules with well separated first and second coordination shells from
molecules surrounded by a disordered environment.
A molecule i is chosen as the reference molecule and j are its neighbors ordered
according to increasing distance from i. We define n(i) as the number of mo-
lecules within 3.7 Å from the i-th molecule. Therefore rn(i) < 3.7 Å < rn(i)+1.
The LSI is defined as

I(i) =
1

n(i)

n(i)∑
j=1

[
∆(j; i)− ∆̄(i)

]2
(3.83)



CHAPTER 3. METHODS 48

Figure 3.8: Structures of different systems and the associated g(r): normal
liquid (top), amrphous solid (middle), crystalline solid (bottom). The dashed
horizontal lines refers on a ideal gas. Figure adapted from ref. [95].
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Figure 3.9: Probability density distributions of the LSI (P(I)) in liquid wa-
ter obatained from classical force field (TIP4P/Ice) based simulations. Figure
adapted from ref. [126].

where ∆(j; i) = rj+1 − rj and ∆̄(i) is the average of ∆(j; i) over all neighbors j
of molecule i within the cutoff distance. The LSI is a radial parameter sensit-
ive to local environments, including interstitial water between first and second
neighbors shells. In figure 3.9 is shown the LSI for liquid water simulated with
TIP4P/Ice. It can be observed a decrease of the first peak upon cooling. This
means a decrease in the relative population of water molecules with lower LSI
values (i.e., molecules in locally disordered environments) coupled with an in-
crease in the relative population of water molecules with higher LSI values (i.e.,
molecules in locally ordered environments).

Orientational Tetrahedral Order Parameter

The orientational tetrahedral order parameter q is defined as [29]

q = 1− 3

8

3∑
j=1

4∑
k=j+1

(
cos(γij) +

1

3

)2

(3.84)

where γij is the angle formed by the lines joining the oxygen atom of a given
molecule and those of its first four nearest neighbours j and k. This para-
meter is used to quantify the degree of tetrahedrality of the local structure of
a system. The average value of q varies between 0 for an ideal gas and 1 for
a system with perfect tetrahedral arrangement. In figure 3.10 is shown the q
parameter for liquid water for three temperatures: 320 K (dashed line), 280 K
(solid line) and 240 K (dot-dashed line). The highest and the lowest temperat-
ures exhibits a unimodal behaviour respectively with a low-q peak and a high-q
peak. The bimodal distribution at the intermediate temperature, suggests an
arrangement that can be described as ’more tetrahedral-ordered’ (high-q peak)
or ’less tetrahedral-disordered’ (low-q peak).
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Figure 3.10: Probability distributions of the orientational tetrahedral order
parameter for liquid SPC/E water. Three temperatures are considered: 320
K (dashed line), 280 K (solid line) and 240 K (dot-dashed line).Arrows indicate
the effect of increasing temperature and the area under each curve is normalized
to unity. Figure adapted from ref. [29].

V4 Parameter

V4 parameter was recently proposed by Montes de Oca et al. [122] as a new
structural parameters, in order to distinguish better different local structures in
liquid water already at ambient conditions.
V4 parameter is build upon energy consideration: for each water molecule i,
all pairwise interactions Vij , with j 6= i, are evaluated and sorted according
to their intensity, from the smallest to the largest value. V4 is defined as the
forth Vij . If a molecule forms four strong linear hydrongen bonds, the fourth
is expected to be the order of a linear hydrogen bond. When the structure of
the elementary water shell is perturbed, then al least one of the four hydrogen
bond is distorted. A distortion on the tetrahedral water arrangement results
on a larger V4 value. The minimum in V4 probability distributions is at -12
kJ/mol and this value is used as a threshold which separates interstitial-distorted
water from more ordered water (lower V4 values). In figure 3.11, V4 probability
distributions in SPC/E bulk water upon cooling are shown. The dashed line
are the equilibrium configurations or Real Dynamics (RD) and the full lines are
the Inherent Structures (IS) that eventually reveal underlying structure hidden
by thermal fluctuations. We point out that IS distributions shown a bimodal
shape already at ambient condition.
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Figure 3.11: V4 V4 for SPC/E water for equilibrium configurations or real dy-
namics (RD, dashed lines) and for inherent-structures (IS, full lines) at 1 bar.
The temperature ranges are as follows from 190 K to 300 K in 10 K steps.
Figure from ref. [122]





Chapter 4

Dynamics of protein
hydration water

In this chapter we present some original results in the study of the dynamics
of lysozyme hydration water obtained using MD simulations. In particular,
we characterized the dynamics of hydration water through the Self Van Hove
correlation function and the Mean Square Displacement. Before doing that, in
the first section we give details on the systems simulated and in the second we
review previous results on protein hydration water obtained by Gallo’s research
group through the Self Intermediate Scattering Function and the extraction of
the relaxations times.

4.1 System and simulation details

Our system consists on a lysozyme protein immersed in 13982 water molecules.
The system is shown in figure 4.1 and it includes also 8 chlorine ions added to
the liquid bulk to neutralize the positive charges of the residues of the protein.
In this way, the net charge of the system is zero.

The system was run with classical all-atom MD simulations performed with
the GROMACS 4.5.5 package [127]. The aim was studying the dynamics of
water proximal to the protein surface. Usually, hydration water is defined in a
shell of 4-6 Å surrounding the biomolecules [60, 128–130]. In this thesis, protein
hydration water refers to water molecules at a distance minor or equal to 6 Å
from any lysozyme atoms (blue sticks in figure 4.1).
We took already equilibrated trajectories from previous studies [61, 130] and
we simulated them up to 100 ns for each temperature. In a second moment,
the 200 K trajectory was elongated up to 200 ns. The pressure was set at
p = 1 bar and the temperature spanned from 300 K to 200 K. Both pressure
and temperature were handled with the Berendsen method [114] during the
equilibration phase (NPT). It was used the CHARMM force field [116, 117],
described in section 3.2.3, to model the lysozyme protein and the Cl− ions,
while the SPC/E potential [114] (sec. 3.2.2) was used for the water. The cut-
off value for the non-bonded interactions was set at 10 Å and the electrostatic
force field was managed with the particle mesh Ewald method. The equations
of motion were integrated with the Verlet leap-frog algorithm, with a time step

53
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Figure 4.1: The system in a snapshot taken at 280 K. The blue stick are the
protein hydration water, surrounding the lysozyme coloured according its sec-
ondary structure. The red balls are the chlorine atoms while the rest of the
water is depicted as a transparent surface.

Table 4.1: Details of the simulated trajectories for the system of lysozyme and
hydration water. For every tempeature, we show density, old equilibration runs
lenght teq and the lenght of the new production runs performed for this thesis
tprod.

T(K) ρ (kg/m3) teq (ns) tprod (ns)

300 1014.38 10 100
280 1023.28 10 100
260 1029.12 10 100
250 1030.28 30 100
240 1030.22 30 100
230 1028.63 30 100
220 1025.16 30 100
210 1019.97 30 100
200 1013.33 60 200
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of 1 fs.
The equilibration lenght ranges from a minimum of 10 ns at high temperatures
to a maximum of 90 ns at low temperatures. The production run led every
trajctories up to 100 ns and up to 200 ns for the lowest temperature (200
K). During every simulations, we monitored the thermodynamic variables as
temperature, total energy and pressure. In figure 4.2 we show that the system
has reach a stable temperature (a), a stable total energy (b) for the full lenght
of each trajectories. In the panel c) is shown the representative pressure check
for T=300 K. Details on the protein hydration water trajectories can be found
in table 4.1.

To better understand the concept of hydration water, we show in figure 4.3
the RDFs calculated between two specific atoms on the protein (NZ and N)
and the oxygen (and the hydrogen) atoms of the hydration. NZ and N refer to
two nitrogen atoms located on the 13th residue (a residue is a part in which is
divided the protein’s chain). The curves show two behaviours:

NZ the hydrated site shows two peak within 6 Å;

N the not-hydrated site does not show any peaks.

Simulations were conducted on the INFN-Grid Roma Tre cluster. In the next
section, a brief summary on previous findinds on the dynamics of hydration
water is given, in order to collocate this thesis in the right framework.

4.2 The second slow relaxation of hydration wa-
ter

We already introduced the role and the importance of hydration water (HW)
for biomolecule systems in section 1.3.2 and we describe the dynamics of su-
percooled water in the second chapter. Here, we focus on the dynamics of
supercooled HW.
In the last years, many experiments have been perfomed by depolarized light
scattering [59, 131] on dilute water solutions of protein and other biomolecules.
These works showed that HW has two slow relaxations, while bulk water has
only one. The first one is the well known α-relaxation: the structural relaxa-
tion of bulk water upon cooling that we described in details in chapter 2. The
second one is slower and it is associated with the HW only, because its timescale
is related with the complexity of the biomolecule [59, 132].
These two relaxations were also detected in sugar solutions. The second one
was assigned to the coupling of water with the solute dynamics [60] and meas-
urements by means of broadband dielectric spectroscopy have confirmed the
simulations [133]. However, these experiments are indirect evidences because
they average over HW and bulk water contained in the systems. There were
also exeperiments being able to focus only on the dynamics of HW performed
with intrincinc fluorescent probes [134, 135] or 2D infrared spectroscopy [136,
137]. They also found two slow relaxations belonging to HW, with the time
scale depending on the protein site. The different residence time of water de-
pending on the site of the protein-water interface is in agreemeent with other
studies [129, 138, 139].
When the HW is studied in the supercooled regime, new dynamical features
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Figure 4.2: a) Temperature and b) total energy of the system of protein and
hydration water on for mthe full lenght of every trajectory; c) pressure check at
T=300 K. Color coding is indicated in the panel b.
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Figure 4.3: Radial distribution functions at 300 K between two lysozyme sites
and hydration water. The curves are site-oxygen (top) and site-hydrogen (bot-
tom). The sites are two nitrogen atoms labeled NZ and N both located on
the 13th residue. Grey dashed curves are the oxygen-oxygen (top) and oxygen-
hydrogen (bottom) of bulk water.
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emerge both in protein and HW. We already mention in section 1.3.2 the Pro-
tein Dynamical Transition (PDT), an abrubt increase of the protein’s flexibility
over a certain temperature that happen only when the protein is minimally hy-
drated [140]. Experiments performed through quasi-elastic neutron scattering
and MD simulations on poorly hydrated proteins [65, 66, 70, 141] showed the
presence of a dynamic crossover in the α-relaxation in coincidence of the PDT
temperature.
MD simulations with density-density autocorrelation functions enables the dir-
ect study the traslational dynamics of HW alone [61, 130] in a range of hydration
levels and with different biological evironments. In these studies, the two slow
relxations in supercooled HW emerge clearly. Comparing the time scale and
the temperatures of these two decays of the density correlators, the main res-
ults were:

� the first relaxation is faster and it is the analogous of the α relaxation
observed in bulk water. Consequently it was called α relaxation;

� the second relaxation is slower than the first α and it exhibits a different
temperature behaviour with respect to the α decay. It is termed long
relaxation. The long relaxation was show to be sensitive to the PDT:
the strong loss of the protein flexibility directly contribuites to the change
in the temperature relaxation time behaviour of the correlator and this
change corresponds to the PDT transition.

Despite these findings, much of the work in order to characterize and understand
the nature of the long relaxation has still to be done.

4.2.1 Slow dynamics of hydration water by SISF

After introducing the second long relxation, we can show the main findings on
the translation dynamics of hydration water upon cooling [60, 61, 123, 130, 142].
The SISFs was defined in section 3.3. Analysing the correlator is particularly
useful to characterize the translational dynamics of the system: different micro-
scopic mechanisms in the diffusion can be tracked in the correlator shape.
The SISFs of hydration water have been calculates from oxygen trajectories ob-
tained by MD simulations in the temperature range 300-200 K. In figure 4.4 is
shown the SISF calculated at 220 K and at the maximum value of the structure
factor for water, i.e. q = qmax = 22.5 nm−1, where the features of the slow dy-
namics in the supercooled regime are best detectable [143]. We can summarize
the the dynamics emerging from figure 4.4 in the following way:

� Ballistic regime: the first decay of the curve it happened at short time. In
this short time the tagged molecule is far enough from its neighbors and
moves as a free particle;

� Cage regime: as the time increases, the tagged molecule starts to feel
the neighbors interactions and it gets trapped in a sort of cage. The
motion here is a rattling inside the cage and this situation is placed on
intermediate times (∼ 1 ps), and it corresponds to the plateau region in
figure 4.4. The value of the plateau is connected to the cage dimension and
the lenght of the plateau depens strongly on the temperature. Infact, the
cage regime is absent at high temperatures and becomes longer and longer
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Figure 4.4: Fself (q, t) of lysozyme hydration water oxygen at 220 K. The con-
tinuous line is the fit to equation 2.35. Left inset: time of the α relaxation τα as
a function of the temperature. It has a fragile behaviour at high temperature
fitting the MCT (dashed red line), while it switches to a strong behaviour at
low temperature fitting the Arrhenius law (continuous blue line). The fragile-
to-strong crossover is observed at 215 K. Right inset: time of the long relxation
τlong as a function of the temperature. It fits two Arrhenius laws with two ac-
tivation energies at low and high temperatures. This strong-to-strong crossover
and is observed at 240 K, where the lysozyme shown the PDT. Figure from ref.
[123].



CHAPTER 4. DYNAMICS OF PROTEIN HYDRATION WATER 60

(several order of magnitude) when the system approaches the glassy state
[143];

� α-relaxation: when in the liquid state, the cage eventually will relax and
the tagged particle is again free to explore othe locations. In pure bulk
water, the α-relaxation leads the correlator to zero. This restored diffusive
regime is described by MCT in the mid-supercooled region for many glass
formers including water. For HW, a sub-diffusive regime is reached in this
phase [80, 123];

� long relaxation: the long decay to zero of the correlator is not due only to
the α-relaxation. It is a second slower relaxation arises from the analysis
of the correlator. This decay is due to the coupling of the HW with the
protein [61].

Already in a study of hydration water of trehalose [60], it was found that hydra-
tion water SISF could not be fitted with a Gaussian plus a stretched exponential,
as shown in the formula 2.35, but two stretched exponential were needed. Two
times, τα and τlong, can be extracted by a double-stretched exponential function
[60, 130]. The formula is

Fself (q, t) = (1− fα − flong) e−( t
τs

)
2

+fα e
−( t

τα
)
βα

+flong e
−
(

t
τlong

)βlong
. (4.1)

The first term is Gaussian, related to the ballistic regime with characteristic time
τs (short time), while the two stretched exponential functions fit respectively
the α and the long relaxations. The long term is essential to fit the tail of the
correlator.
Both structural relaxations have been charachterized in temperature as shown
in the insets of figure 4.4. The behaviours in temperature of τα and τlong are
shown in two Arrhenius plots:

τα can be described with a power law upon cooling, in the form of

τα ∼
1

(T − TC)
γ (4.2)

with TC = 199 K and γ = 2.68. This is the typical behaviour of the α-
relaxation time of a fragile liquid as predicted by the MCT. Instead, the
behaviour of this characteristic time at low temperature can be described
by the Arrhenius law

τα ∼ e
EA
kBT (4.3)

with activation energy EA = 61.9 kJ/mol. This is the energy that charac-
terized the activation of hopping processes. These processes start when the
cage is frozen and they are not taken into account by the MCT. Systems
with α-relaxation times which follow the Arrhenius law are classified as
strong liquids. A dynamic crossover fragile-to-strong is therefore detected
at 215 K for HW of the lysozyme protein. For comparison, the fragile-
to-strong crossover in SPC/E bulk water in the α-relaxation has been
detected at 210 K [106]. The fragile-to-strong crossover in bulk water is
related to the crossing of the Widom line, the line of maxima response
functions emanated by the LLCP in the no man’s land [1, 13, 14, 45] as
discussed in 1.2;
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τlong is the charatertistic time of the long relaxation that is missing in bulk
water. This time has a different temperature behaviour with respect to
τα. It can be described with two Arrhenius laws (see insets in figure 4.4)
with two activation energies EA1 = 26.6 kJ/mol at high temperatures and
EA2 = 39.3 kJ/mol at low temperatures. τlong show a strong-to-strong
crossover at 240 K. This relaxation happens over longer timescales with
respect to the α one and it is coupled with the protein dynamics, as it
was shown in ref. [61]. The MSD of the hydrated protein fluctuations
changes in the slope at the PDT (240 K), therefore in coincidence with
the strong-to-strong crossover of the τlong.

4.3 Results and discussion

We now show the results obtained in this thesis on the dynamics of hydration
water by analyzing the Self Van Hove correlation Function and by the Mean
Square Displacements.
The SVHF was defined in section 3.3. In this study we calculated the radial
part of the SVHF, i.e. 4πGself (r, t) which is the probability density of a dis-
placement r at time t. By the radial part of the equation 3.78 we can describe
the average evolution in time and space of hydration water molecules by con-
sidering the positions of oxygen atoms moving in the lysozyme hydration water
shell. The SISF and the SVHF are Fourier transform pairs, therefore the study
of the SVHF gives complementary information about the relaxation mechanism
of supercooled hydration water. These functions have been calculated for wa-
ter simulated with different potentials [8, 144–146] and recently measured with
X-ray scattering experiments [147].
The SVHF is usually unimodal when the dynamics follows the MCT: the prob-
ability distribution has a single peak which moves towards larger distances while
the distribution spreads and becomes lower. We already described the hopping
phenomena (or activated processes): in the cage regime, when the molecules are
trapped by their frozen neighbors, some molecules are allowed to hop toward to
some energetically favoured positions. When these processes become relevant
in the dynamics, the shape of the SVHF become multimodal, i.e. it can develop
multi-peaks or shoulders, meaning at a given time different groups of molecules
have travelled (on average) different distances. The hopping phenomena and the
cage regime have been already observed through SVHF in many glass formers
[148–150], but also in bulk water [8, 145] and in sugar-water solutions [151].
The MSD was used to better characterized the translational motion of hydration
water. The MSD is defined as

MSD =
1

N

〈∑
i

|ri(t)− ri(0)|2
〉

(4.4)

and we calculated this quantity considering the positions of the oxygen atoms
of HW only.
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4.3.1 SVHFs of hydration water for the short time dy-
namics and α slow dynamics

In a previous work [123], the study of hydration water through SVHF was at
300 K on trajectories of 20 ns. There, was observed a new hight temperature
hopping regime not connected to the activated processes of the glassy dynamics,
but rather on the protein rearrangements. Here we have added this study in
order to better undestand these mechanisms and how and if they are present at
low T.
In this section we present many SVHFs calculated at different correlation time
in the temperature range 300-200 K. In figure 4.5 are shown the SVHFs of
hydration for three temperatures (200, 240 and 280 K) with correlation times
spanning over six orders of magnitude (from 56 fs to 15 ns). At short time (blue
curves) we observe the ballistic regime: the shape of the probability distribution
is narrow and highly peaked at short distances. Their maximum shifts to longer
distances and the tagged molecules moves as a free particle up to 240 fs. This
regime is not strongly affected by the temperature, as we can see by looking the
red curves of the three panels.

After the ballistic regime, the structural relaxation stretches as the cooling
proceeds. Correspondingly, the curves continue to shift to longer distances and
spreading.
At 240 and 200 K, orange curves are used to highlight an intermediate regime
of the dynamics: we observe that the orange curves group together for several
picoseconds. This is the cage regime induced by the supercooling. As the time
passes, these curves look overimposed without showing any temporal evolution.
The particles are trapped by the caged formed by their neighbors at a distance
of ∼ 0.05 nm from the original point, which is well inside the position of the
first peak (≈ 0.28 nm) of the radial distribution function. This estimate is also
in agreement with the cage radius measurement extracted from the SISFs of
hydration water, which is

a ∼
−3
√

ln(φ)

q2max
= 0.046 nm

where φ ∼ 0.7 is the plateau value of the SISFs. The same cage radius was also
determined for bulk water [8].
The cage relaxation permits to the molecules to move again and to the SVHFs
to evolve and spread over larger distances. In figure 4.6 we show the longest
correlation times from 100 ps to 15 ns in order to show the long time correlation
regime. All the curves except the ones for t > 5 ns at high T are unimodal
distributions as the predicted by the MCT. In the next section we will focus on
the multimodal distributions at high temperatures, that are not related with
the bulk water glassy behaviour.
From the comparison among the panels in figures 4.5 and 4.6 it is also possible to
appreciate the slowing down of the motion of hydration water molecules upon
supercooling: the particles move less at fixed correlation time when lowering
the temperature. We now focus on the lowest temperatures, below the MCT
crossover, at T=200 K where the cages are frozen. In this situation, hopping
phenomena restore ergodicity. In figure 4.7 we show the SVHF at 200 K for
the extremely long correlation time of t=50 ns. In the same figure we repor-
ted the radial distribution function (RDF) of SPC/E bulk water at the same
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Figure 4.5: Self Van Hove correlation functions (SVHFs) calculated at 280 K
(top panel), 240 K (middle panel) and 200 K (bottom panel). The different
colours are used to better highlight the different dynamics regimes. At short
time the particle moves as a free particle in the so called ballistic regime (blue)
that is found for all temperatures. At intermediate times and enough low tem-
perature water is the transient (or cage) regime (orange) where every molecule
is trapped in cages made by its neighbors. We can observe how the orange
curves peaks mantain its position over time. Finally, at long times (red), the
probability density curves show an α-relaxation process similar to bulk water.
This process is well described by the MCT. In the insets of the figure we show
a blow-up at short distances to best underline the cage effect.
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Figure 4.6: A blow up of the SVHFs curves showed in figure 4.5 for long cor-
relation times: from 100 ps to 15 ns. At 280 K (top panel), the distributions
start to assume a multimodal shape, sign of some new hopping phenomena. At
240 K (middle panel) the SVHFs are more regular and they re-gain a unimodal
shape like the α-relaxation should appear as predicted by the MCT. At 200 K,
the lowest temperature (bottom panel), the trajectory was elongated up to 200
ns, so new SVHFs from 20 to 50 ns were calculated (grey curves). Notice the
scale changes in both axes for the three panels.
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temperature and pressure. The peaks of the RDF permits to easily identify
the first three coordination shells around the central water molecule. In the
blow-up (bottom panel of figure 4.7), it is possibile to appreciate the hopping
phenomena not predicted by the classic MCT but included in its extended ver-
sion. These phenomena appear like bumps os shoulders in the SVHF and we
highlight how these bumps correspond with the second and third shells of the
RDF of bulk water. When approaching the MCT crossover temperature TC
from above, thermal fluctuations become small enough to prevent the cage re-
laxation and the tagged particle would remain stucked in the cage causing the
structural arrest of the liquid. However, we observe translational motion of the
water molecules at slow temperatures due to the activation of a new relaxation
mechanism called hopping. Hopping phenomena permit the structural relaxa-
tion at low temperatures and their activation results in a strong regime for the
α relaxation time. In order to escape the cage, water molecules hop to new,
more energetically favoured, locations which coincide with the distances of the
neighbors. These phenomena were extensively studied in bulk water [145].

4.3.2 SVHFs of hydration water for the long time dynam-
ics

In the figure 4.8 we show the temperature evolution of SVHFs of hydraiton wa-
ter in the entire temperature range (300-200 K) at four long correlation times:
1, 5, 10 and 15 ns.
Comparing these curves at a fixed correlation time permits to quantify the slow-
ing down of HW induced by the cooling. We notice that a given curve is lower
and wider with respect to a curve calculated at lower temperature. Moreover,
when comparing curves at the same temperature and different correlation times
we notice that the system continues to evolve, expecially at high temperatures
as the curves change significantly their shape. At low temperatures the curves
vary much more slower with time even if we are calculating them for very long
correlation times. For example, at T=200 K we found a single peak at ∼ 0.2
nm both for t=5 ns and t=15 ns. We start noticing a multimodal shape in
the curve calculated at 300 K for a correlation time of 5 ns (fig. 4.8 top): two
shoulders at larger distance with respect the main maximum develop. This fea-
ture becomes more evident at longer correlation times. In particular, the curves
at 300 and 280 K for t=10 ns and t=15 ns. These curves have completely lost
their unimodal shape that they had at shorter correlation times. In figure 4.9
this fact is particularly evident. Here, we compare the SVHFs calculated at 280
K (top) and 240 K (bottom) with correlation times which span from 9 to 15 ns.
We can appreciate how, at fixed correlation times, the diffusion mechamism is
different at high temperature where the curves have lost their unimodal shape
with respet the curves at 240 K (which coincide with the PDT temperature),
where the curves show a slower bulk-like diffusion. To highlight this fact we
show again the curves at T=280 K (figure 4.10) and T=240 K (figure 4.11) with
correlation times from t=240 fs to t=15 ns. In the bottom panels the correl-
ation times at which we observe the main peak and its shoulders are reported
as a function of the position of these features. At T=280 K we find a single
peak of the probability distribution up to 9 ns, while for longer times multiple
peaks and shoulders appear. Some curves, such as the one calculated at t = 12
ns, have up to four different shoulders and therefore locations in space where
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Figure 4.7: Top panel: SVHF (blue continuous line) for hydration water at 200
K for a correlation time of 50 ns. In this curve hopping phenomena are visible.
The shoulders in the right tail of the curve are due to the hop of the particle out
of the cage. The black dashed line is the radial distribution function of oxygen-
oxygen bulk water at the same T. Bottom panel: blow-up of the same curves
in semi-logarithmic scale. This plot allows us to appreciate the correspondance
of the SVSF shoulders with the location in space of the second and third shells
around the particle.



CHAPTER 4. DYNAMICS OF PROTEIN HYDRATION WATER 67

Figure 4.8: SVHFs calculated from 300 to 200 K for oxygens of hydration water
with a correlation time of t=1, 5, 10 and 15 ns. For t≥ 5 ns at high T we start
to see hopping phenomena described in figure 4.6. These phenomena appears
already at high temperatures with very well defined peaks. They appear at
lower and lower temperatures as the correlation time become longer.
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Figure 4.9: SVHFs of hydration water calculated at 280 K (top) and 240 K
(bottom) for long correlation time. The curves at 240 K are still unimodal,
while they are multimodal at higher temperatures due to the PDT.
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Figure 4.10: Top panel: SVHFs calculated at 280 K with correlation time from
240 fs to 15 ns. Bottom panel: peaks and shoulders of the distributions for
every correlation time versus their positions. The curves are showed in double
logarithmic scale to best highlight their shape features at all the correlation
times.

the water molecule has a probability to have hopped. The peak at 2.5 nm be-
comes sharper and sharper as the time proceeds for t=13, 14 and 15 ns. These
shoulders cover a wide space, form 0.8 to 3 nm. At T=240 K (fig. 4.11top) a
cage regime between 2 and 6 ps is visible where peaks of the SVHFs (points in
the bottom panel) are vertically aligned. After this regime we observe a single
peaks moving toward larger distances. Despite the longer correlation time, the
single peak shape is preserved.

We already said that the multimodal shape of the curves are a mark of the
heterogeneities in the diffusion of the particles, generally called hopping phenom-
ena. The hopping mechanim allows water molecules to escape from the frozen
cage during the α-relxation in the strong regime. The mark of the hopping
expected by the the extended MCT are shoulders in the SVHFs at temperature
close to the fragile-to-strong crossover temperature TC like the ones showed in
figure 4.7. By the way, the hopping phenomena that we are dealing with in this
case have a different nature. Indeed, we are observing:
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Figure 4.11: Top panel: SVHFs calculated at 240 K in double logarithmic scale
with correlation time from 240 fs to 15 ns. Bottom panel: peaks and shoulders
of the distributions for every correlation time versus their positions. The curves
are showed in double logarithmic scale to best highlight their shape features at
all the correlation times.
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i the development of the shoulders in the SVHFs affects the large distances,
being their position at 0.8-3 nm, where the RDFs approach unity, i.e.
distances way larger the typical inter-particle lenghts of few water shells;

ii the temperature are higher than the temperature at which sets on the
MCT cage effect;

iii the timescale of these phenomena is ∼ ns, beyond the usual α-relaxation
time regime at that temperature.

We relate these long-time-high-temperatures hopping phenomena with the long
time protein internal dynamics such as relative motion of different globular do-
mains or the long relaxation of hydration water molecules positioned in different
sites of the protein and with differente residence times.
Moreover, we observe these phenomena mainly from T=250 K, over the PDT
temperature of our protein. Infact, below this temperature the protein move-
ments are strongly limited.
Therefore, below the PDT, from 240 to 200 K, we are not able to follow the
hopping that determines the strong behaviour of the long relaxation because
below this transition the protein motion because is too slow, given the lenght
of our simulations. The long relaxation has a strong-to-strong transition at the
PDT and the correlation time grows very much below it. At low temperatures
we are sensitive to the hopping due to the MCT cage effect and at high T to
the protein-related hopping phenomena.

4.3.3 Two caging regimes and the Mean Square Displace-
ments

We were interested to further investigate this long time diffusion mechanism
only present in hydration water. In figure 4.12 we plot the value of the main
maximum of SVHFs of hydration water as a function of the correlation time.
Each curve corresponds to a different temperature, from 300 K to 200 K. For
complete structural relaxations, the main peak of the SVHFs decays to zero,
similarly to the SISFs.
We firstly observe a fast-decay at short time corresponding to the ballistic re-
gime and at low temperatures the curves develop the typical plateau due to
the cage-effect,that we observed also in the SISFs. This plateau begins around
∼ 250 fs and extends up to ∼ 10 ps at the lowest temperature.
After the ballistic regime at high T or after the cage regime at low T, the max-

imum of the SVHF starts to decay to zero: this corresponds to the α-structural
relaxation regime. From the study of the SISFs this regime should be followed
by the long relaxation regime.
Here, we observe a novel feature: a second plateau region appears in the curves
at the high temperature, in constrast with to MCT cage-regime plateau that
characterizes low T curves. This plateu does not appear in the SISFs calculated
at a fixed wavevector q. The plateau new is observable at T=300 K in the long
interval from 100 ps up to 1 ns. This plateau shifts later in time upon cooling,
and we can follow it down to ∼ 230 K. This plateau indicates as a second caging
regime, related to the protein-molecules bonds, which precedes the escape of the
water molecules from the protein cage. This escape mechanism is lead by the
high tempertures hopping phenomene we described earlier.
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Figure 4.12: Value of the main maximum of every SVHFs over time.

To conclude our characterization, we calculated also the MSD of the protein
hydration water, showed in figure 4.13. Here, we could also observe regimes
of the translational dynamics of hydration water upon cooling. The ballistic
regime stands up to ∼ 250 fs and it depends weekly from the temperature. In
this regime the MSD follows the predicted quadratic law ∼ t2. At the lowest
temperatures the cage regime appears: here we observe a plateau region 10 ps
long at 200 K, and we note that this is the same temporal window where the
main maximum of the SVHFs in figure 4.12 shows its first plateau. This plat-
eau of value φ1MSD ∼ 0.003 nm2 corresponds to a trapping lenght of the water
molecules of ∼ 0.055 nm, a value in agreement with the cage dimensions of the
water first neighbors. This estimate of the cage radius is in agreement with the
one done by the position of the main maximum of the SVHFs and the plateau
of the SISFs.

When the cage relaxes, or when the low temperatures hopping phenomena
intervene, the MSD starts to increase again because the translational motion
of the particle is restored. We measure here a sub-diffusive motion with time-
dependence of the MSD of ≈ tδ, with δ = 0.66.
Then, we observe a new second plateau region in some of the curves. In par-
ticular this can be seen from T=300 K down to T=230 K. We note that the
intervals of temperatures and the time-scale of this second plateau region is the
same of the second plateau region of the main maximum of the SVHFs of hy-
dration water in figure 4.12.
From this second plateau we measure φ2MSD ∼ 0.6 nm2 at 300 K and ∼ 0.3 nm2

at 230 K. Correspondingly, the lenght scales of these traps are respectively
∼ 0.77 and ∼ 0.55 nm. This corresponds to the starting point of the shoulders
we observe in the SVHFs in figure 4.7. Moreover, we stress out that this second
trapping mechanism is temperature dependent, because the water molecules at
high temperatures will escape with the long time hopping. This allow the MDS
to increase again.
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Figure 4.13: Mean Square Displacement (top) of protein hydration water. The
molecules follow a sub-diffusive regime until 100 ps at 300 K, when they reach the
new plateau. This feature is related to the plateau showed in figure 4.12 and it
has different characteristic as compared to the plateau seen at low temperatures.
Bottom: a blow-up of the MSD on the second protein related plateau.
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4.4 Summary and Conclusion

In this chapter, we presented our results on the translational dynamics in the
direct space of the lysozyme hydration water obtained by means of 100 ns long
MD simulations. We analyzed the motion of the water molecules within a shell
of thickness of 6 Å around the protein. To characterize the dynamics of these
molecules we computed the self van Hove correlation functions and the Mean
Square Displacements from T=300 K to the supercooled region T=200 K. We
calculated the SVHFs in a wide range of correlation times: from tens of femto-
seconds to tens of nanoseconds.
We found two caging regimes followed by a relaxation dominated by hopping
phenomena. The two mechanisms have different origins. The first cage regime
is related to the trapping cage made by the particle neighbors, a feature of the
supercooled regime described by the Mode Coupling Theory for the study of
glassy dynamics. This process was already seen in bulk water and we have the
same timescale (tens of ns) also for HW. The lenght of the trapping region found
is circa ∼ 0.05 nm.
At very low temperatures, the cages should be frozen, hypothetically block-
ing further diffusion. Nonetheless, hopping phenomena intervene to restore
ergodicity, within a lengthscale of 2-3 water shells and a time scale of tens of
nanoseconds. Correspondingly, the structural α-relaxation times of hydration
water shows strong behaviour, and therefore it is related to the fragile to strong
transition of the α-relaxation time.
The second cage regime was observed at high temperatures, the cage radius
is about 10 times larger than that charaterize the MCT cage. This lenght in-
creases with the temperature (radius of ∼ 0.77 nm at 300 K and ∼ 0.55 nm
at 230 K). The escape mechanism is a new high temperature hopping, which is
characterised by a longer length scale (0.8–3 nm) and shorter time scale (nano-
seconds) with respect to the MCT hopping phenomena characterising the low
temperature region. Given the characteristics of this mechanism we relate it to
the protein motions, and in particular to transient trapping of water molecules
performed by the protein through hydrogen bonding. The water molecules that
are bonded to the protein surface by hydrogen bonds could not move freely, but
with the whole protein, following its domain rearrangements. We recall that we
observe this mechanism mainly above the Protein Dynamical Transition tem-
perature, when the protein mobility is generally enhanced.





Chapter 5

Structure of protein
hydration water

This chapter is devoted to present the findings of this thesis on the structure
of protein hydration water. We wanted to investigate the regularity and the
distorsions of the water tetrahedral network of protein hydration water with re-
spect to bulk water upon cooling. We calculated three different structure para-
meters among the most used and the radial distribution functions. Moreover,
we compared the results in the equilibrated trajectories called Real Dynamics
(RD), with the results in the Inherent Structures (IS), the trajectories where
the thermal fluctuations are suppressed [152].

5.1 System and simulation details

We already described the system in the previous chapter. For the sake of the
comparison between protein hydration water and bulk water, we exploited a sys-
tem of bulk water containing 500 SPC/E molecules, at similar thermodynamic
conditions as the protein plus water system [61]. We called Shell the system
of protein hydration water, while we called Bulk the system of 500 SPC/E mo-
lecules. This nomenclature is used on all the figures. In order to calculate the
structure parameters, that we described in section 3.3.2 we wrote custom pro-
grams.
For both systems, the lysozyme-water solution and bulk water, we calculated IS
from the equilibrated MD configurations. Energy minimization was performed
with the steepest descent algorithm at each configurations in GROMACS, the
stopping criterion corresponds to a maximum force of 10 kJ/mol. We extracted
from every RD trajectories 20 thousands frames of the system water+lysozyme.
In figure 5.1 are shown the histograms of the potential energy of every minim-
ized frame. These distributions become sharper at lower temperature.
We calculate the average energy values from each histogram and we plot them as
a function of T in figure 5.2. The minima exhibit two different linear behaviour
with a crossover around 240 K. This crossover coincides with the strong-to-
strong crossover in the long-relaxation time that we discussed in the previous
chapter as well as with the Protein Dynamical Transition temperature. We re-
call here that the long relaxation is a diffusion process connected to the protein-
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hyration water coupling and the PDT is a sudden lost of vibrational properties
on the protein surface upon cooling. The loss of degrees of freedom below the
PDT is in agreement with a deeper minimum in the energy landscape. IS reflect
the sudden change in the dynamical properties of the system. Studying the

Figure 5.1: Histograms of potential energy in the inherent structures (IS) for
the system made by lysozyme and water for all the temperatures.

Figure 5.2: Average potential energy EIS of the inherent structures versus tem-
perature. The dotted red line and the blue dot-dashed line are linear best fit to
the data points. The crossing temperature T=240 K is also indicated.

local structure of protein hydration water, the Radial Distribution Functions
(RDFs) were the first observables we calculated to osbserve the internal struc-
ture of hydration water. In a liquid system, the RDF should quickly reach the
unity after a lenght of 3-4 coordination shells. In a isotropic system like bulk
water, the RDFs reach spontaneously the unity value, but in the shell of 6 Å
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Figure 5.3: Normalization procedure of the hydration water RDFs. The red
curve is the oxygen-oxygen RDF at 300 K of hydration water as calculated with
GROMACS embedded tool, while the black dashed curve is the polynomial best
fit calculated on the long tail of the RDF.

of hydration water around the protein, the RDFs are affected by a distortion
because the system of the protein with its hydration water is anisotropic. For
this reason, in order to obtain a normalized g(r) of hydration water, we have
divided each curve for a polynomial fit calculated on the tail of the RDF, as
showed in figure 5.3.

5.2 The double local structure of water

In the first chapter, when presenting the phase diagram of supercooled water,
we introduce the polymorphism of the amourphous ice in the deep supercooled
region with LDA and HDA states separated by a first order transition line which
ends into the Liquid Liquid Critical Point (LLCP). The continuations of this
line, beyond the LLCP is the Widom line that at higher tempeatures separates
two metastable liquids: HDL and LDL.
In the two phase region water molecules show a two-liquid local arrangement,
studied in both experimental and simulation works, see for example [49, 79, 123,
153–160] and a pre-print [161] that appears coherent with the second critical
point scenario expecially upon supercooling, and persisting also up to ambient
conditions, see for example [153].
Several indicators of local structure have been used in literature to charachter-
ized the features of bulk water as a two state liquid. Among the most used
indicators are the Local Structure Index (LSI) [152, 160, 162], the orientational
tetrahedral order parameter (q) [29] and the recently proposed new structural
indicator called V4 [122] based on potential energy considerations. The frac-
tion of the two liquids changes depending on the temperature and there is no a
unique parameter able to distinguish the two phases.
Structural differences between bulk water and water in biomolecules hydration
layers have been found in literature, but most of these studies are limited to
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ambient conditions [163, 164]. Close to a protein the hydration water network
is affected not only by the temperature, like bulk water network, but also by
the coupling with the protein surface [57]. Some results show that also the pro-
tein shape influences the hydration water network, e.g. globular intrinsecally
disorderd proteins [165].
We expect water structure to undergo some change when a protein breaks into
the water network. We tried to understand the modifications of the structure
of lysozyme hydration water upon cooling and discuss them in the light of the
biological role of this important kind of water.
We mainly use three structural indicators: LSI, q and V4 both in bulk and
hydration water.

5.3 Order parameters

We describe in the following our results for the selected order parameters for
bulk and hydration water: Local Structure Index, Orientational Tetrahedral
Order parameter and the V4 parameter. To assess the difference between bulk
and hydration water we compare the order parameters for both RD and IS.
We report the probability distributions for the before mentioned parameters.
The distributions are bi-modal, so their peaks can be related to a moreLDL
behaviour or a moreHDL behaviour. We used the minimum in the IS probability
distributions as separator the two populations upon cooling, labelled moreLDL
or moreHDL as the corresponding peaks. For the parameters with better shaped
bimodal distributions q and V4, we report the positions (abscissa) of the peaks
and the height of the peaks. The first gives us information about the shape
of the local arrangement (more tetrahedral or more distorted) and the latter
describes qualitatively the change into the amount of the two water kinds.

5.3.1 Local Structure Index

We already presented the definition of our observables of interest in section 3.3.
LSI is a radial parameter that distinguishes molecules with well separated first
and second coordination shells from molecules surrounded by a disordered en-
vironment where the second coordination shell collapses into the first. A high
LSI corresponds to the first situation, while a low LSI corresponds to a collapsed
second shell.
In fig. 5.4 we show the LSI distributions in RD for bulk water and protein
hydration water. The dominant peak is the one associated to disordered water
and low LSI values. In bulk RD, the LSI is not able to divide into two separ-
ated peaks. The first peak decreases upon cooling but it is still dominant at all
temperatures, and there is an increase of the tails upon cooling. In both bulk
and shell RD, the tails that are relative to higher LSI values, increases.
In RD the distributions are unimodal. Moreover, no particular differences
between bulk and shell RD appear from the LSI distributions. It was shown
for bulk water that LSI divides water into two population in the IS [126, 160].
The LSI distributions for IS trajectories are shown in figure 5.5. In this case, a

clearly second peak appears around 0.17 Å
2
. This second peak shifts towards

higher LSI values upon cooling. The second peak, at variance to the first peak,
increases its intensity while lowering the temperature. We can affirm that su-
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Figure 5.4: Distribution functions of the Local Structure Index (LSI) in real
dynamics (RD) for bulk water (top panel) and for protein hydration water
(bottom panel) for all the temperatures investigated. Colorscale shows the color
coding of the curves: hightest temperature corresponds to the black line and
lowest temperature corresponds to the dark blue line.
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Figure 5.5: Distribution functions of the Local Structure Index (LSI) in inher-
ent structures (IS) for bulk water (top panel) and for protein hydration water
(bottom panel) for all the temperatures investigated. Colorscale shows the color
coding of the curves: hightest temperature corresponds to the black line and
lowest temperature corresponds to the dark blue line.

percooled water experiences a rearrangement in its network upon cooling, from
a more disordered-interstitial water to a more well separated shells of first and

second neighbors. The distributions have a minimum at 0.13 Å
2

that can be

taken as a value to divide the populations into moreHDL (LSI<0.13 Å
2
) or

moreLDL (LSI>0.13 Å
2
). We point out also a feature also presents in the next

parameters: the shell case is less affected by the temperature than the bulk case.

5.3.2 Orientational Tetrahedral Order parameter q

The q parameter is used to quantify the degree of tetrahedrality of the local
structure of a system. The average value of q varies between 0 for an ideal gas
and 1 for a system with perfect tetrahedral arrangement. The q parameter is
sensitive to the first neighbors angular distribution, so it is not uniquely radial
as the LSI parameter or the RDFs.
In figure 5.6 we show the q probability distributions for the bulk case (top) and
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Figure 5.6: Distribution functions of the Orientational Tetrahedral Order Para-
meter in real dynamics (RD) for bulk water (top panel) and for protein hydration
water (bottom panel) for all the temperatures investigated. Colorscale shows
the color coding of the curves: the hightest temperature corresponds to the
black line and the lowest temperature corresponds to the dark blue line.

the shell case (bottom) in RD. Both cases show bi-modal distributions already
at ambient conditions. The right peak is related to higher q values, it is as-
sociated to water molecules in a more tetrahedral and therefore more ordered
arrangement. We labelled the right peak with moreLDL. Instead, the left peak
corresponds to lower q values, it is related to a more distorted local arrange-
ment and we labelled it with moreHDL. The peaks heights give us qualitatevely
information about the amount of the most probable LDL-HDL enviroments. A
higher peak corresponds to an increase in the amount of water which has that
most common q value.

In the bulk RD case, the moreLDL peak is higher than the moreHDL peak
already at ambient conditions (black line). The moreHDL peak decreases upon
cooling while the moreLDL peak increases. This process is particularly evident
in the bulk case: in fact at 200 K the moreHDL peaks is almost vanished while
the moreLDL peak reach the highest level.
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Figure 5.7: Distribution functions of the Orientational Tetrahedral Order Para-
meter in inherent structures (IS) for bulk water (top panel) and for protein hy-
dration water (bottom panel) for all the temperatures investigated. Colorscale
shows the color coding of the curves: the hightest temperature corresponds to
the black line and the lowest temperature corresponds to the dark blue line.

In the shell RD case, the moreHDL peak is higher than the moreLDL at every
temperature. Moreover, the moreHDL peak is almost stable in temperature, i.e.
it is not affected by the cooling while the moreLDL peak is growing up. Protein
hydration water appears to have a higher concentration of HDL-like molecules
and at the same time these configurations are less affected by the cooling. The
former is due to the presence of the protein that affect the tetrahedral local
arrangement of hydration water. The water molecules directly bonded with the
protein surface can not form a regular tetrahedral network with the other water
molecules because the presence of protein atoms.
The q distributions in the IS in figure 5.7 supports these interpretation. The

shape of the distributions are very similar to the RD case, with only slightly
lower moreHDL peaks and slightly higher moreLDL peaks. The energy min-
imization, as seen with the LSI, tends to to stabilize on LDL-like structures.
Nonetheless, in the shell case the effect appears much smaller as compared to
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the case of bulk water.
In order to quantify the differences between bulk and shell cases, we display in
figure 5.8 the moreHDL and the moreLDL populations percentage. As for the
LSI, we took the minimum in the q distributions in the IS as separator for the
two populations. The integration of the resulting areas gives us the fraction of
each population.
In the upper panel we show the RD case: at 300 K, in bulk water there are
52% moreLDL and 48% moreHDL molecules, while in shell water there are 19%
moreLDL and 81% moreHDL molecules. The moreLDL water concentration
increase almost linearly upon cooling both for bulk and shell, but in the shell
case the rate of increase is slower. At 200 K, in the bulk case we have 90%
moreLDL and 10% moreHDL while the shell case we have 32% moreLDL and
68% moreHDL. In the shell RD case, at 200 K almost 70% of water remains
HDL-like, while in the bulk RD case water at 200 K is almost entirely LDL-
like. The exchange between moreHDL and moreLDL populations upon cooling
appears more pronounced in the shell case than in the bulk case, also in the
IS. Protein hydration water is more disordered but also more stable than bulk
water upon cooling.
We plot in figures 5.9 and 5.10 the peaks abscissa and the peaks heights in RD

(top panels) and IS (bottom panels) respectively. We remind that the peaks
coordinates of the q probability distributions describe the probability of water
molecules to arrange with a particular q value. In figure 5.9, the position of the
moreLDL peaks in the shell RD and bulk RD cases have similar behaviour upon
cooling: at 300 K, bulk and shell are respectively 0.72 and 0.69, while at 200 K
they are respectively 0.87 and 0.81. The moreLDL peaks shift towards higher
q values upon cooling. The bulk RD curve is shifted up by 0.03 respect to the
shell RD line. Therefore, the HDL-like bulk water decreases upon cooling, while
at fixed temperatur LDL-like bulk water is slightly more tetrahedral than LDL-
like hydration water. About the moreHDL peaks abscissa, at 300 K, bulk RD
case and shell RD case are respectively 0.52 and 0.46 while at 200 K they are
respectively 0.48 and 0.44. As for moreLDL peaks, the HDL-like bulk fraction is
slighly more tetrahedral than the HDL-like shell fraction at fixed temperature.
These results are confirmed in the IS panel above.

In figure 5.10 we show the peaks heights versus the temperature. The peak
height is the probability of the most common q value. In the RD panel, at 300 K
the bulk moreLDL peak is almost 3 times higher than the shell moreLDL peak
and this ratio goes up to 4 at 200 K. MoreHDL peaks in both bulk and shell RD
cases have the same height, equal to 1.65. At 200 K in the bulk RD case, the
moreHDL peak’s height decrease to 0.33 while in the shell RD case it falls to
1.5. The moreHDL peak height in the shell RD case is therefore constant. We
point out that the peak height does not correspond with the exact amount of
that type of water. The HDL-LDL fractions are calculated integrating the area
under the peaks and a change in the fraction could be caused by a change in the
shape of the distribution. In figure 5.8, at 300 K, the percentage of moreHDL
water in the bulk RD case and in the shell RD case are respectively 48% and
81%. At 200 K, these percetages fall to, respectively, 68% and 10%. Despite the
same height of the moreHDL peaks, protein hydration water has almost double
HDL-like fraction than bulk water. This difference becomes even wider at 200
K, where HDL-like water fraction is almost 7 times higher in the shell RD case
than the bulk RD case. Infact, the moreHDL peak in the shell RD case is wider
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Figure 5.8: Percentage of the moreLDL and the moreHDL populations in the
q distributions for bulk water (up triangles and rounds) and for protein hydra-
tion water (reverse triangles and squares) in Real Dynamics and in Inherent
Structures.
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Figure 5.9: Peaks abscissa of the distributions of the orientation tetrahedral or-
der parameter versus temperature in Real Dynamics and in Inherent Structures
for both bulk water and protein hydration water.
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Figure 5.10: Peaks height of the distributions of the orientation tetrahedral order
parameter versus temperature in Real Dynamics and in Inherent Structures for
both bulk water and protein hydration water.
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than in the bulk RD case, with q values which spans down to negative values.
This could be explained with the presence of the water-protein interface which
provide contain number of HDL-like water connected directly with the protein
and less affected by the cooling as compared to ’more free’ water molecules,
surrounded only by other water molecules as in the bulk environment.

5.3.3 Potential Energy V4 parameter

V4 parameter is build upon energy consideration [122]. A distortion on the
tetrahedral water arrangement results on a larger V4 value. The minimum
in V4 probability distributions in IS is at -12 kJ/mol and this value is used
as a threshold which separates interstitial-distorted water which we call more-
HDL (greater V4 values) from tetrahedral-ordered water which we call moreLDL
(lower V4 values).
V4 parameter probability distributions are bi-modal already at ambient condi-
tions in the IS. The two peaks represent two water networks, moreHDL and
moreLDL, as we already seen in the LSI and q parameter discussion. In figure
5.11 the RD is reported. In the bulk case we observe from the T behaviour, that
the peak at higher V4 values associated to moreHDL molecules vanishes upon
cooling while the peak at lower V4 values associated to moreLDL molecules in-
creases. This indicates a transition of the HDL population to LDL upon cooling.
The shell probability distribution at 300 K is similar to the bulk case, but the
moreHDL peak does not vanishes upon cooling and it remains still evident at
200 K
In the IS case in figure 5.12, V4 probability distributions are bi-modal at every

temperature. In the bulk IS case, already at 300 K the moreHDL peak is lower
than the moreLDL peak. The moreLDL peak becomes higher and shifts towards
lower V4 values upon cooling. In the shell IS case, at 300 K the moreHDL peak
is higher than the moreLDL peak and its height is stable at every temperature.
The moreLDL peak in the shell IS case behave similar to the moreLDL peak in
the bulk IS case.

In figure 5.13 we show the percentage of the populations extracted from the
V4 probability distributions versus the temperature. In bulk RD, at 300 K mo-
reLDL and moreHDL populations are almost the same percentage, 50% and
50%, while at 200 K they’re respectively 83% and 17%. In shell RD, at 300 K
moreLDL and moreHDL populations are respectively about 47% and 53%, at
260 K they’re are the same percentage and at 200 K they’re respectively 62%
and 38%. In every case except shell RD, moreLDL population is higher than
moreHDL population already at ambient conditions. In the bulk IS, at 300 K
moreLDL and moreHDL populations are respectively 84% and 16% while at
200 K they’re respectively 96% and 4%. In shell IS, at 300 K moreLDL and
moreHDL populations are respectively about 59% and 41% and at 200 K they’re
respectively 69% and 31%. In every case, moreLDL population is higher than
moreHDL population already at ambient conditions with a wider gap than in
the RD. Globally, we see that the HW has higher HDL population as compare
to water; this is consistent to the results of the q parameter study.
As we did for the q parameter, we show in figure 5.14 and in 5.15 respectively
the position and the height of the peaks in V4 distributions upon cooling. The
observation of how peaks move upon cooling can provide a qualitatevely de-
scription of how the most probable water arrangements change upon cooling in
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Figure 5.11: Distribution functions of the V4 structural indicator in real dynam-
ics (RD) for bulk water (top panel) and for the hydration shell water (bottom
panel) for all the temperatures investigated. Colorscale shows the color coding
of the curves: the hightest temperature corresponds to the black line and the
lowest temperature corresponds to the dark blue line.



CHAPTER 5. STRUCTURE OF PROTEIN HYDRATION WATER 90

Figure 5.12: Distribution functions of the V4 structural indicator in inherent
structures (IS) for bulk water (top panel) and for the hydration shell water
(bottom panel). Colorscale shows the color coding of the curves: the hightest
temperature corresponds to the black line and the lowest temperature corres-
ponds to the dark blue line.
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Figure 5.13: Percentage of the moreLDL and the moreHDL populations in
the V4 distributions for bulk water (up triangles and rounds) and for protein
hydration water (reverse triangles and squares) in Real Dynamics the Inherent
Structures.
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Figure 5.14: Peaks abscissa of the distributions of the orientation tetrahedral or-
der parameter versus temperature in Real Dynamics and in Inherent Structures
for both bulk water and protein hydration water.

bulk and hydration water. In figure 5.14 we plot the peaks position versus the
temperature. If the V4 peak is shifting towards higher (lower) values upon cool-
ing it means that the corresponding water structure is becoming more distorted
(tetrahedral). In the RD case, moreHDL peak for bulk and shell remain almost
constant. Both moreLDL peaks in bulk and shell cases shift toward lower V4
values almost with the same slope as T decreases. In the IS case the results
are similar but the moreLDL lines are shifted down by almost 4 kJ/mol. As
compared to the RD case, HDL bulk peak rearrange in a slighly distorted way
upon cooling while HDL shell peaks is almost constant upon cooling. Instead,
both bulk and shell LDL peaks shift towards more ordered arrangements upon
cooling. In figure 5.15 we show the peaks heights versus the temperature. These
lines can give us a qualitative idea of the concentration of the two most prob-
able water networks upon cooling. In the RD case, bulk and shell moreLDL
peaks grow up in the same way upon cooling, but the shell line is shifted down
by a value of 0.03. Instead, moreHDL peaks decrease in a different way: they
both start with a value close to 0.1 but moreHDL bulk peak fall to 0.02 while
moreHDL shell peak decrase until 0.07. In the IS case, bulk and shell moreLDL
peaks grow up in a way similar to the RD case but they are both shifted to
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Figure 5.15: Peaks height of the distributions of the orientation tetrahedral order
parameter versus temperature in Real Dynamics and in Inherent Structures for
both bulk water and protein hydration water.

higher probability values: moreLDL bulk is shifted up by 0.05 while moreLDL
shell is shifted up by 0.035. Instead, moreHDL bulk peak is shifted down from
0.1 to 0.03 and it goes down to 0.01 upon cooling while more HDL shell peak
remains almost constant around a value of 0.075. In RD bulk water, moreHDL
peak is higher than moreLDL peak at the three highest temperature while in RD
hydration water, moreHDL peak is higher than moreLDL peak at every tem-
perature. In the IS case, moreHDL shell is the only curve that is not affected
by the cooling.

5.3.4 Radial Distribution Functions

The RDF, indicated by g(r), corresponds to the probability of finding a pair of
particle at distance r, relative to the probability of a completely random density
distribution. Concerning of the study of the local structure of protein hydration
water, the RDFs were the first observables we calculated to osbserve the internal
structure of hydration water and comparing it with the RDFs of bulk water.
Firstly, we show in figures 5.16 and 5.17 the RDFs of bulk water (left panels)
and shell (right panels) calculated both in Real Dynamics (RD) and Inher-
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Figure 5.16: RDFs of bulk water (left panels) and hydration water labelled
shell(right panels) in RD of oxygen-oxygen (O-O), oxygen-hydrogen (O-H) and
hydrogen-hydrogen (H-H). Temperature spans from 300 K (black curve) to 200
K (dark blue).

ent Structures (IS). The RDFs are the oxygen-oxygen (O-O), oxygen-hydrogen
(O-H) and hydrogen-hydrogen (H-H). As can be seen, the RDFs are similar
between bulk and shell, both in RD and IS. IS distributions have sharper peaks
and deeper minima with respect RD as we seen also for the others structure
parameters. The RDFs calculated on the total water molecules of out systems
are not enough to appreciate differences between bulk and hydration water.
To further investigate the inner structures of the two water groups, we calcu-
lated the RDFs on the populations extracted by the stucture parameters. In the
figures 5.18, 5.19, 5.20 and 5.21 are shown the oxygen-oxygen RDFs of hydra-
tion water calculated on the HDL, LDL and total water molecules, as extracted
respectively from the tetrahedral order parameter q and the V4 parameter both
for RD and IS. As for the totality of the water molecules, in these cases no par-
ticular differences are detectable between HDL and LDL populations extracted
by the same parameter. The populations separation operated by both the q
and the V4 parameter produce two groups of molecules with no structural dif-
ferences by the RDFs point of view. From the comparison between RD and IS,
we record that the second coordination shell in IS shows two peaks at 0.35 and
0.43 nm while in RD the peak at 0.35 nm is hidden by thermal fluctuations
which spread interstitial water in the space between the first and the second



CHAPTER 5. STRUCTURE OF PROTEIN HYDRATION WATER 95

Figure 5.17: RDFs of bulk water (left panels) and hydration water labelled
shell(right panels) in IS of oxygen-oxygen (O-O), oxygen-hydrogen (O-H) and
hydrogen-hydrogen (H-H). Temperature spans from 300 K (black curve) to 200
K (dark blue).
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coordination shells.
A different results is obtained with the RDFs calculated on the population

extracted from the LSI. In figures 5.22 and 5.23 are shown the oxygen-oxygen
RDFs of hydration water calculated on the HDL, LDL and total water mo-
lecules, as extracted from the LSI. In this case we can appreciate differences in
the structure of HDL and LDL: the first shows the presence of interstitial water
before the second peak at 0.43 nm, with an interstitial peak which appears at
200 K at 0.38 nm; the latter shows a wide unique second peak preceded by a
deep minimum. The peculiarity of RDFs calculated on populations extracted
from the LSI lies on the radial nature of the LSI. Infact, the LSI separates water
moecules clusters with well separated first and second coordination shell from
the others. Therefore, among our structure parameters, the LSI is the only one
which select structures only in the radial direction. Due to its radial nature, the
RDF is able to distinguish different structures only in the populations extracted
by the LSI.

5.4 Summary and Conclusions

In this work, we studied by molecular dynamic simulations the structure of hy-
dration water of a protein (lysozyme). The HW was defined as the water inside
a shell of thickness of 6 Å around the protein. The tools we used to investigate
the structure of protein hydration water were the probability distributions of
three structure parameters calculated at different temperatures ranging from
T=300 K upon supercooling down to T=200 K. The parameters were the Local
Structure Index, the orientational tetrahedral order parameter q and the V4
parameter, (recently proposed by ref. [122]) and the RDFs.
For every Real Dynamics (RD) simulation we calculated the Inherent Structures
(IS) which suppress thermal fluctuations and allowed us a better recognition of
the interstitial-disordered water molecules. Most of the probability distribu-
tions have a bi-modal shape with two peaks corresponding to two water species
similar to the two liquid mixture found in the supercooled regime. A more
tetrahedral-ordered liquid (LDL) similar to the low density amorphous ice and
a more distorted-disordered liquid (HDL) similar to the high density amorphous
ice. The minimum in the IS probability distributions was set to divide HDL and
LDL areas and we calculated HDL-like and LDL-like water fractions integrating
these areas.
The Local Structure Index reveals differences between water network with well
separated first and second coordination shell and network richer of interstitial
water. The probability distribution obtained with the LSI in RD are unimodal
and very similar between bulk and hydration water. Probably due to the in-
trinsic nature of the LSI, the system of the irregular shell 6 Å thick around the
protein does not lend itself to be investigated through this radial parameter.
Infact, RDFs have the same limitation. In the IS a clear second peak arises at
higher LSI values. This permits to distinguish two distinct water groups. We
notice that this second peak grows less in protein hydration water than in bulk
water upon cooling, as well as the first peak’s decrease is less pronounced in
protein hydration water than bulk water upon cooling. We record that protein
hydration water is less affected by temperature variations than bulk water.
The orientational tetrahedral order parameters describes the geometry of the
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Figure 5.18: Oxygen-oxygen RDFs of protein hydration water for HDL (top
panel) LDL (middle panel) and total (bottom panel) populations extracted from
the q parameter in Real Dynamics. Temperature spans from 300 K (black curve)
to 200 K (dark blue).
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Figure 5.19: Oxygen-oxygen RDFs of protein hydration water for HDL (top
panel) LDL (middle panel) and total (bottom panel) populations extracted from
the q parameter in Inherent Structures. Temperature spans from 300 K (black
curve) to 200 K (dark blue).
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Figure 5.20: Oxygen-oxygen RDFs of protein hydration water for HDL (top
panel) LDL (middle panel) and total (bottom panel) populations extracted from
the V4 parameter in Real Dynamics. Temperature spans from 300 K (black
curve) to 200 K (dark blue).
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Figure 5.21: Oxygen-oxygen RDFs of protein hydration water for HDL (top
panel) LDL (middle panel) and total (bottom panel) populations extracted from
the V4 parameter in Inherent Structures. Temperature spans from 300 K (black
curve) to 200 K (dark blue).
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Figure 5.22: xygen-oxygen RDFs of protein hydration water for HDL (top panel)
LDL (middle panel) and total (bottom panel) populations extracted from the
LSI in Real Dynamics. Temperature spans from 300 K (black curve) to 200 K
(dark blue).
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Figure 5.23: Oxygen-oxygen RDFs of protein hydration water for HDL (top
panel) LDL (middle panel) and total (bottom panel) populations extracted from
the LSI in Inherent Structures. Temperature spans from 300 K (black curve) to
200 K (dark blue).
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Table 5.1: Percentage of HDL and LDL populations extracted from q and V4
distributions at the highest and the lowest temperatures in RD.

HDL LDL
Par - T(K) Bulk RD Shell RD Bulk RD Shell RD

q - 300 K 48% 81% 52% 19%
q - 200 K 19% 32% 81% 68%
V4 - 300 K 50% 53% 50% 47%
V4 - 200 K 17% 38% 83% 62%

first four neighbors of a water molecule taking into account angular orientation.
Other parameters can, instead, deal with interaction energies between the cent-
ral molecules and its neighbors [122]. In particular, V4 is the fourth strongest
energy term, which should be on the order of the HBs energy if the molecules
is in tetrahedral structure or higher otherwise. The q parameter is build upon
geometrical considerations and describe directly the degree of tetrahedrality of
water elementary cell, while V4 parameter is build upon potential energy con-
sideration and describe the distortion of a typical hydrogen bond, so indirectly
the changes in the tetrahedrality of a water molecule environtemt.
We found that protein hydration water has a different composition with respect
to bulk water in terms of HDL/LDL populations and also behave different upon
cooling. The water fractions extracted by q and V4 parameters are summarized
in the table 5.4, for the highest and the lowest temperatures investigated here.
From the q probability distributions we found that protein hydration water is
made for more than 80% of HDL. This percentage decrease upon cooling but
slower than in bulk water. As a result, protein hydration water is made by
almost 70% of HDL-like at 200 K against the 10% of HDL-like in bulk water.
From V4 probability ditributions we found that protein hydration water is made
for more than 53% of HDL. As we found for q parameter, this fraction decreases
upon cooling down to 38% at 200 K while in bulk water HDL fraction starts
from 50% and fall down to 17% at 200 K. When we cool down the system,
water molecules rearrange in a lower-energy more-tetrahedral network, i.e. they
switch from HDL-like to LDL-like structures. Protein hydration water is less
affected by this switching upon cooling than bulk water. In other words, we can
say that protein hydration water is more stable upon cooling than bulk water,
probably due to the presence of the protein-water interface.
The q and V4 parameters have given different results because their different
nature and definition. They also responded differently in the IS. The q para-
meter probability distributions in the IS well reproduced the results in RD.
We notice how the percentage of HDL-like water in the shell case is much higher
when extracted by the q parameter than the V4 parameter. This is due to the
presence of the protein-water interface combined with the definition of the two
parameters. The q parameter describe the tetrahedrality of the overall water
elementary cell, therefore the water bonded with the protein interface results
to be highly distorted showing low or negative q values, increasing abruptly the
percentage of HDL-like water. Instead, V4 is related to a pair of water molecules
sorting the first neighbors based on the potential value of their bond and taking
the fourth with the largest value. Therefore, not all the molecules close to the
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protein surface enter in the compute of HDL-like fraction as for the q parameter.
We analyzed also the heights and the position of the LDL/HDL peaks in every
distributions. The moreHDL peaks decrease their height upon cooling while mo-
reLDL peaks, on the contrary, increase their heights. These changes in height
not correspond directly in a change in the amount of the corresponding water
type, but the analysis of the peaks height can give us a qualitatevely the idea
of how the most common q or (V4) value and its corresponding structure is
changing upon cooling. From the q peaks analysis we found that moreHDL
peak is almost constant in height while moreLDL peak decreases. Instead, in
bulk water, moreHDL peak decrease in height while moreLDL increases non
simmetricaly with respect to the HDL curve. Morever, moreHDL peak posi-
tion (q value) decreases upon cooling while moreLDL peak abscissa increases.
Bulk water peaks positions reproduce the same trend at higher q values both
for HDL-like and LDL-like waters. Similar results can be obtained by V4 distri-
butions. Despite the HDL fraction decreases upon cooling, the corresponding
peak is almost constant. The structure of protein hydration water is mostly
HDL-like near the protein surface and this structure becomes even more dis-
torted upon cooling, while the water molecules farer from the protein surface
should be already LDL-like and they are free to rearrange like bulk water.





Chapter 6

General conclusions

In this thesis we analyzed supercooled hydration water of lysozyme both from
a dynamical and a structural point of view. We used MD simulations to ex-
tract long trajectories (up to 200 ns) of the system composed by the lysozyme
protein and more than thirteen thousands water molecules in a temperature
range from 300 K down to 200 K. We focused on the hydration water (HW),
a shell made by the water molecules within 6 Å from the protein surface. The
observables of interest were calculated from the trajectories using mainly cus-
tom programs. The translational dynamics have been previously investigated
in the reciprocal space by means of the Self Intermediate Scattering Functions
(SISFs) [61, 130]. In this work we probed the dynamics in the real space by
means of the Self Van Hove Functions (SVHFs), for the first time down to the
supercooled regime [158]; this gives complementary informations to the SISFs,
and the Mean Square Displacements (MSDs). The local structure of protein
hydration water was studied by calculating three stucture parameters [161]: the
Local Structure Index (LSI), the tetrahedral orientational structure parameter
(q) and the recently proposed V4 parameter [122]. Moreover, we calculated the
Radial Distribution Functions of the hydration water divided into two popula-
tions defined by the parameters. All the simulations and the calculations of the
obsevables were performed exploiting the multicore architecture of the machines
in the Roma Tre High Performance Computing cluster.

We found many differences in the dynamical behaviour and in the local struc-
ture between protein HW and bulk water. The presence of the protein-water
interface has a crucial role in affecting the dynamics and the structural compos-
ition of the shell of HW, as well as the Protein Dynamical Transition (PDT),
a crossover temperature found at 240 K [61] under which the protein abruptly
loses its motion capacity.
From a dynamical point of view, the motion of the water molecules around the
protein reproduce the same dynamical regimes of supercooled bulk water, such
as the ballistic, the MCT-cage and α structural relaxation regimes, including
low T MCT hopping phenomena, but more importantly it also shows new fea-
tures absent in bulk water. The translational dynamics of HW in the real space
through the SVHFs was studied in a wide range of correlation times (from tens
of femtoseconds to tens of nanoseconds). The new feature consists in another
cage regime followed by new protein related hopping phenomena at high temper-
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atures. The MCT hopping has a typical lenght scale of 2-3 neighbors distances
(0.5-0.7 nm) and it only appears at very low T and long times (200 K and 50
ns correlation time). The new cage regime has a different nature with respect
to the MCT one and it is observed at high temperatures with a cage radius ten
times larger than the first neighbors cage. The new hopping is characterized by
longer lenghts and it appears at high T and for long correlation times (240 K
and correlation time >5 ns). Our physical explanation relates these phenomena
to the protein motion: above the PDT at high temperatures, the protein has
complete flexibility. The protein surface is able to strecth, relax, rotate etc. and
the water molecules directly bonded with the protein surface are constrained to
move following the protein, which has a dynamics timescale slower than the wa-
ter dynamics. This is the new cage regime. In other words, we can say that the
dynamics of the first layer of HW depends on the protein movements. This fact
is reflected in multimodal SVHFs. The many shoulders on the distributions can
be described as hopping phenomena related to the clusters of water molecules
constrained in different locations on the protein.

From a structural point of view our aim was to analyze the composition of
hydration water based on the LDL-HDL dichotomy. The Low Density Liquid
(LDL) and the High Density Liquid (HDL) are two types of water local struc-
ture based on the polymorphism of glassy water that has two main glass states:
the Low Density Amourphous and the High Density Amorphous. The LDL
corresponds to a high regular tetrahedral water structure, composed by five
water molecules. The HDL corresponds to a more packed water network, i.e.
with interstitial water molecules that lead to a less tetrahedral and less ordered
structure than the LDL liquid.
To characterize the local structure of HW we compared the calculated paramet-
ers with the ones calculated for the bulk case and the inherent structures (IS)
that help to find underlying structures hidden by thermal fluctuations.
The results obtained by the q and the V4 parameters show bimodal probability
distributions, i.e. in each curve we can identify a LDL peak and a HDL peak. In
the bulk case, water has a majority of HDL at high temperatures which quicly
decrease upon cooling in favour of LDL. Instead, hydration water at high tem-
peratures shows equal percentanges of LDL and HDL for V4 parameter, while
a major percentage of HDL (81 %) in the q parameter distributions. The HDL
fraction decreases upon cooling less than in the bulk case. Hydration water
network results to be less tetrahedral than the bulk one, with a percentage of
disordered water less affected by the cooling than the bulk case. In general,
inherent structures distributions have sharper peaks and a major concentration
of LDL as compareed to RD. The main differences are: (i) the q parameter
indicates and higher concentration of HDL (about 30 %) with respect to the V4
parameter and (ii) the V4 parameter is more sentive to the calculations of IS as
compared to q.
The fact that different parameters detect different fractions of population with
different T behaviour, is due to the fact that they essentialy probe different
’ways’ of being HDL/LDL. q measures the tetrahedrality of the elementary wa-
ter cell and the water molecules directly bonded with the protein lead to detect
more HDL geometries. V4 measures the fourth strongest term of the potential
energy for each water molecule and it will be less sentive to other distortion of
the water shell bonded to the protein.
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Regarding the LSI, this parameter does not detect two populations in RD of
hydration water, but only in the IS as it happens in the bulk case. Nonenthe-
less,it is the only parameter among the ones here investigated for which LDL
and HDL RDFs show significative differences in the local density in the region
between the first and the second coordination shell.

We can say that the protein presence affects both the dynamics and the structure
of water molecules in the hydration shell, but water features are still present.
Further investigations are needed to understand the hydration water-protein
mutual interaction and how the protein affects in details the structure of the
water enviroments. Unveiling these mechanisms is fundamental for further de-
velopments in the field of biosolutions.
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List of Publications

� L. Tenuzzo, G. Camisasca & P. Gallo, Protein-Water and Water-Water
Long-Time Relaxations in Protein Hydration Water upon Cooling—A Close
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(2020).

� G. Camisasca, A. Iorio, L. Tenuzzo & P. Gallo, Chapter 2 - Slow Dynamics
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