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Summary

Ground Penetrating Radar (GPR) or Georadar is a geophysical technique, based on electromagnetic
(EM) pulse reflection, that probes the subsurface in a wide range of frequencies, from a few megahertz
(MHz) to gigahertz (GHz). GPR has been extensively used for applications in shallow investigation on
Earth, and more recently, in planetary exploration. Propagating electromagnetic waves in a lossy medium
are subject to attenuation that depends on the electromagnetic properties of the composing materials,
medium structure, and the nominal operating frequency of the transmitted signal. Therefore, evaluating
the attenuation of propagating EM wave provides insights to the material’s constitutive parameters.
In particular, estimation of attenuation from georadar data has important implications in planetary
investigations since the attenuation of radar waves can vary significantly between materials. Therefore,
the estimation of radar wave attenuation may help discriminate between regolith and ice, especially at
high frequencies. This thesis is devoted to estimating attenuation using radar data collected on earth
and by orbiting or rover radar on the Mars and the Moon.

The centroid-frequency downshift of the traveling pulse is an effective method for estimating the
attenuation of propagating electromagnetic wave. Assuming the transmitted pulse is a Ricker wavelet,
two novel forward formula, using the amplitude and power spectrum of the recorded reflections, are
developed to estimate the absorption attenuation in term of loss tangent (ratio of energy loss to energy
storage) of the medium. The retrieval of loss tangent from data is performed through a probabilistic
inversion approach. The new methods are validated by implementing to datasets generated by two types
of synthetic models simulated by gprMax, a well-established FDTD based open-source software. In
addition, the total energy loss (the sum of scattering and intrinsic loss) is deduced from least square fit
to the amplitude of records, as well, and consequently, contribution of scattering and intrinsic loss can
be separated. The developed strategies are applied to GPR data collected on a volcanic ash deposit, to
estimate the attenuation components of subsurface deposit.

These methods could be particularly suitable for dry and cold environment, typical of the Moon and
Mars, whose shallow subsurface is dominated by fine materials (regolith) mixed with rocky inclusions. In
this aspect, the same methods are used to estimate the loss tangent of lunar regolith - stratigraphy on
the far side of the Moon from the observations (500 MHz channel) made by the Lunar Penetrating Radar
(LPR) onboard the Yutu-2 rover of the Chang’E-4 mission. An attenuation analysis is then conducted
on data acquired by Mars Advanced Radar for Subsurface and Ionosphere Sounding (MARSIS) radar
sounder over the South Polar Layer Deposits (SPLD) at Ultimi Scopuli at 3, 4 and 5MHz frequencies.
A different strategy is used in this case, and loss tangent is estimated using a linear relation between
basal-surface echo intensities.
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Chapter 1

Principle of Electromagnetism

Geophysical methods are based on studying the propagation of the different physical fields within the
earth’s interior. One of the most widely used fields in geophysics is the electromagnetic (EM) field
generated by natural or controlled sources. Electromagnetism is the study of the effects of moving or
stationary electric charges. Moving charges produce a current, which gives rise to a magnetic field.
A time-varying electric field produces a magnetic field, and vice versa. In other words, time varying
electric and magnetic fields are coupled, resulting in an electromagnetic field. Electromagnetic waves
may propagate in both lossless (e.g., air and perfect dielectrics) and lossy media (material with nonzero
conductivity, such as pure water). Waves propagating in a lossless medium do not attenuate, but when
EM wave propagates in a lossy medium, part of the power carried by the EM wave is converted into heat.
For most earth problems, we assume isotropy, homogeneity, linearity, and temperature-time-pressure
independence of the electrical parameters of local regions of the earth.

This chapter summarizes the fundamentals of electromagnetic wave theory; their properties and prop-
agation particularly in lossy media; material electromagnetic properties with the emphasis made on water,
ice and rocks; and wave reflection and transmission at planar boundaries.

1.1 Maxwell’s Equations
The theory of electromagnetic is described by a set of basic physical laws formulated through the Maxwell’s
equation which relate the variations of electric and magnetic fields, charges, and currents associated with
electromagnetic waves. Maxwell’s equations are uncoupled first-order linear differential equations that
can be coupled by the empirical constitutive relations which reduce the number of basic vector field
functions from five to two.

1.1.1 Maxwell’s Equations in Time Domain
The differential forms of time-varying Maxwell’s equations are given by:

∇× e (r, t) = −∂b (r, t) /∂t (1.1)

∇× h (r, t) = jt (r, t) = ji (r, t) + jc (r, t) + jd (r, t) (1.2)

∇. d (r, t) = ρq (r, t) (1.3)

∇. b (r, t) = 0 (1.4)
where the definition and units of quantities are:
e = electric field intensity (volt/m)
b = magnetic flux density (weber/m2)
h = magnetic field intensity (ampere/m)
jt = total electric current density (ampere /m2)

7



1.1. MAXWELL’S EQUATIONS 8

ji = source electric current density (ampere /m2); jc(r, t) = σ e(r, t)
jc = conduction electric current density (ampere /m2)
jd(r, t) = displacement electric current density (ampere /m2); jd = ∂d(r, t)/∂t
d = electric flux density (coulomb/m2)
ρq = electric charge density (coulomb/m3)

All field quantities (e, b, h, j, d) are assumed to be time-varying and each is a function of space
coordinate r. In preceding sections these quantities are described in detail. Equations (1.1) through (1.4)
present the conventional forms of Maxwell’s equations that are based on the experiments, of Faraday
(equation (1.1)), Ampere (equation (1.2)) and Gauss (equation (1.4)). Thus they are empirical but they
can describe most macroscopic electromagnetic phenomena. Equations (1.1 ) through (1.4), are uncoupled
differential equations of the five vector functions, that are coupled through constitutive relations (section
1.2).

1.1.2 Maxwell’s Equations in Frequency Domain
To obtain equations in the frequency domain, a Fourier transformation pair, as expressed below for a
function f , is performed:

F (r, ω) =
∫ ∞
−∞

f (r, t) e−jωtdt; f (r, t) = 1
2π

∫ ∞
−∞

F (r, ω) ejωtdω (1.5)

which amounts to assuming ejωt time dependence; ω is angular frequency and j=
√
−1. These fields are

referred to time-harmonic fields with a time dependency of the form ejωt:

∇×E (r, ω) = −jωB (r, ω) = −jωµH (r, ω) (1.6)

∇×H (r, ω) = Ji (r, ω) + Jc (r, ω) + jωD (r, ω)
= Ji (r, ω) + σE (r, ω) + jωεE (r, ω)
= Ji (r, ω) + (σ + jωε) E (r, ω)

(1.7)

∇.D (r, ω) = ρq (r, ω) (1.8)

∇.B (r, ω) = 0 (1.9)
These expressions in effect are obtained by replacing ∂/∂t = jω and considering the constitutive relations:

D = ε E
B = µ H
Jc = σ E

(1.10)

Once the time-harmonic fields (fields in frequency domain) are obtained, the general transient fields as a
function of time can be computed by inverse Fourier transform:

e (r, t) = 1
2π

∫ ∞
−∞

E (r, ω) ejωtdω

b (r, t) = 1
2π

∫ ∞
−∞

H (r, ω) ejωtdω

(1.11)

1.1.3 Maxwell’s Equations in Wavenumber Domain
Sometimes it can be useful to express in algebraic form the spatial dependence of Maxwell’s equations,
rather than the temporal one. In this case triple Fourier transform is used [35]:

e (r, t) =
∫ ∞
−∞

Ê (k, t) e−jk.r dk

b (r, t) =
∫ ∞
−∞

Ĥ (k, t) e−jk.r dk
(1.12)
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where k presents the wavenumber. Substitution of these integrals in equations (1.1 ) through (1.4) yields:

− jk× Ê (k, t) = −∂B̂ (k, t)
∂t

(1.13)

− jk× Ĥ (k, t) = −∂D̂ (k, t)
∂t

(1.14)

− jk.D̂ (k, t) = ρ̂ (k, t) (1.15)

− jk.B̂ (k, t) = 0 (1.16)

1.2 Constitutive Relations
The constitutive relations, in frequency-domain are generally defined as:

D = ε̃εε (ω,E, r, t, T, P, ...) . E
B = µ̃µµ (ω,E, r, t, T, P, ...) . H
Jc = σ̃σσ (ω,E, r, t, T, P, ...) . E

(1.17)

in which the tensors ε̃εε, µ̃µµ, σ̃σσ, describe the dielectric permittivity, magnetic permeability, and the electric
conductivity as functions of angular frequency ω, electric field strength E or magnetic induction B,
position r, time t, temperature T , and pressure P , [148]. Each of these three tensors is complex in the
general case, permitting the phases of D - E, of H - B, and of Jc - E to be different.

Materials are classified as linear versus nonlinear, homogeneous versus non-homogeneous (inhomo-
geneous), isotropic versus nonisotropic (anisotropic), and dispersive versus nondispersive, according to
their lattice structure and behavior. Following is a brief description of the constitutive relations of these
mediums.

Non-linearity
Materials whose constitutive parameters are not functions of the applied field are usually known as linear,
otherwise they are nonlinear. In practice, many materials exhibit almost linear characteristics as long as
the applied field is within certain ranges. In non-linear materials

d (r, t) = ε (e) ∗ e (r, t)
b (r, t) = µ (e) ∗ h (r, t)
jc (r, t) = σ (e) ∗ e (r, t)

(1.18)

where ∗ indicates convolution that become simple producte in frequency domain

D (r, ω) = ε (E)E (r, ω)
B (r, ω) = µ (H)H (r, ω)
Jc (r, ω) = σ (E)E (r, ω)

(1.19)

Inhomogeneity
When the constitutive parameters of media are not functions of position, the materials are referred to
as homogeneous; otherwise, they are inhomogeneous. Almost all materials exhibit some degree of non-
homogeneity. However, for most materials used in practice the non-homogeneity is so small that the
materials are considered as homogeneous. In inhomogeneous materials, the constitutive relations in time
domain are:

d (r, t) = ε (r) ∗ e (r, t)
b (r, t) = µ (r) ∗ h (r, t)
jc (r, t) = σ (r) ∗ e (r, t)

(1.20)
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In frequency domain they are given by simple products:

D (r, ω) = ε (r)E (r, ω)
B (r, ω) = µ (r)H (r, ω)
Jc (r, t) = σ (r)E (r, ω)

(1.21)

Anisotropy
If the constitutive parameters depend on the direction of applied field, the materials are anisotropic;
otherwise, they are known as isotropic. In anisotropic materials, the constitutive relations may be written
in tensor form:

D (r, ω) = ε̃εε. E (r, ω)
B (r, ω) = µ̃µµ. H (r, ω)
Jc (r, ω) = σ̃σσ. E (r, ω)

(1.22)

For example, for displacement current in Cartesian coordinateDx

Dy

Dz

 =

εxx εxy εxz

εyx εyy εyz

εzx εzy εzz


ExEy
Ez

 (1.23)

Dispersion
Dispersion implies that a given physical property is frequency-dependent. All materials used in practice
display some degree of dispersion. The permittivity and conductivity, especially of dielectric material, and
the permeability of ferromagnetic material and ferrites exhibit dispersive characteristics. The frequency
dependence comes about because when a time-varying electric field is applied, the polarization response
of the material cannot be instantaneous. Such response in time domain can be described by convolution:

d (r, t) = ε(t) ∗ e (r, t)
b (r, t) = µ(t) ∗ h (r, t)
jc (r, t) = σ(t) ∗ e (r, t)

(1.24)

where ∗ indicates convolution. In integral form, for example:

d (r, t) =
∫ t

−∞
ε(t− t′)e (r, t′) dt′ (1.25)

Substituting (1.11) in (1.25) yields

d (r, t) = 1
2π

∫ ∞
−∞

∫ t

−∞
ε(t− t′)E (r, ω) ejωt

′
dt′dω (1.26)

In the frequency domain relations (1.24), reduce to simple products:

D (r, ω) = ε(ω)E (r, ω)
B (r, ω) = µ(ω)H (r, ω)
Jc (r, ω) = σ(ω)E (r, ω)

(1.27)

The GPR wavelet often undergoes a significant change in shape as it travels through the subsurface,
and echoes received at later times are noticeably broader than those received at earlier times. This
phenomenon is known as wavelet dispersion. If the polarity of applied fields alternates, the polarization
vectors the permittivity and permeability will be alternating as well, with the same frequency of the
applied fields.

General linear relationship
In fact, the more general relationship between d (r, t) and e (r, t) is:
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d (r, t) =
∫ ∞
−∞

ε̃(r− r′, t− t′). e (r′, t′) dt′dr′

b (r, t) =
∫ ∞
−∞

µ̃(r− r′, t− t′). h (r′, t′) dt′dr′
(1.28)

where

ε̃ (k, ω) =
∫ ∞
−∞

ε̃(r, t) ejk.r−jωtdrdt

µ̃ (k, ω) =
∫ ∞
−∞

µ̃(r, t) ejk.r−jωtdrdt
(1.29)

In the Fourier space, equation (1.28) becomes

D (k, ω) = ε̃ (k, ω) . E (k, ω)
B (k, ω) = µ̃ (k, ω) . H (k, ω)

(1.30)

Simple Forms
In vacuum the constitutive relations take their simplest form as:

D (r, ω) = ε0E (r, ω) , B (r, ω) = µ0H (r, ω) (1.31)

where ε0 and µ0 are permittivity and permeability of vacuum, with numerical values

ε0 = 8.854× 10−12 (farad/m); µ0 = 4π × 10−7 (henry/m) (1.32)

and the next simple form occurs for linear, homogeneous, isotropic and non-dispersive materials that is
expressed in frequency domain as:

D (r, ω) = εE (r, ω) , B (r, ω) = µH (r, ω) , Jc (r, ω) = σE (r, ω) (1.33)

In most elementary electromagnetic earth problems the following assumptions are made in order to
simplify analysis [148]:
1. All media are linear, isotropic, homogeneous, and possess electrical properties which are independent
of time, temperature, or pressure.
2. Magnetic permeability is assumed to be that of free space, i.e., µ ≈ µ0.

However, there are some exceptions that above assumptions cannot be made, for example:
1. Anisotropic media are included in some simple electromagnetic boundary-value problems to aid in
interpretation of data.
2. In deep crustal studies the effects of temperature and pressure must be considered.
3. The time dependence of electric conductivity due to varying moisture content in surface soils cannot
be ignored in some shallow geotechnical investigations.
4. Inhomogeneous media entering into electromagnetic boundary-value problems are treated as 1-D
inhomogeneous (plane-layered), 2-D inhomogeneous (infinite cylinders of arbitrary cross-section), 3-D
inhomogeneous.

1.3 Wave Equation and Its Solutions
Taking the curl of equations (1.1) and (1.2) yields the wave equation in time domain:

∇2e− µε ∂2e/∂t2 − µσ ∂e/∂t = 0 (1.34)

∇2h− µε ∂2h/∂t2 − µσ ∂h/∂t = 0 (1.35)
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while µ, ε and σ are assumed constant with respect to time in obtaining equations (1.34) and (1.35),
however, they can be function of frequency. Fourier transformation of equations (1.34) and (1.35) with
respect to time leads to the wave equations in frequency

∇2E +
(
µεω2 − jµσω

)
E = 0 (1.36)

∇2H +
(
µεω2 − jµσω

)
H = 0 (1.37)

the complex propagation constant is defined as:

γ =
√
µεω2 − jµσω (1.38)

In effect these equations are obtained replacing ∂/∂t ≡ jω and ∂2/∂t2 ≡ −ω2 in (1.34) and (1.35).
Equations (1.36) and (1.37) are valid in frequency domain even if the permittivity, permeability and
conductivity are frequency dependent.

In equations (1.36) and (1.37) if µεω2 << µσω, that is the case for earth material at frequencies less
than 105 and corresponds to the displacement current much smaller than conduction current, the second
derivatives in time in equations (1.34) and (1.35) are eliminated, yielding diffusion equations:

∇2e− µσ ∂e/∂t = 0 (1.39)

∇2h− µσ ∂h/∂t = 0 (1.40)

that in frequency domain (time-harmonic fields) are given by:

∇2E− jωµσ E = 0 (1.41)

∇2H− jωµσ H = 0 (1.42)

Under this circumstance, the propagation constant (wave number) is given by

γ ≈
√
−jµσω (1.43)

For most of earth materials µ ≈ µ0, and conductivity, σ, can varies order of magnitude. Therefore, the
diffusive properties of electromagnetic signals are primarily dependent on the conductivity. The diffusive
behavior of EM signals is a very important aspect of time-domain electromagnetic (TDEM) methods.

If µεω2 >> µσω that corresponds to displacement currents much larger than conduction currents in
large frequencies (> 106 Hz), the wave equations are:

∇2e− µε ∂2e/∂t2 = 0 (1.44)

∇2h− µε ∂2h/∂t2 = 0 (1.45)

and in frequency domain (time-harmonic fields) are given by:

∇2E + µεω2E = 0 (1.46)

∇2H + µεω2H = 0 (1.47)

the complex propagation constant is defined as:

γ ≈
√
µεω2 (1.48)

Here, energy is conserved and propagate as waves. The properties of the waves (wavelength, propaga-
tion velocity, etc) depend on the product of µε. For most materials µ ≈ µ0 and ε varies over several orders
of magnitude, consequently, the wave properties are primarily dependent on the dielectric permittivity.
Wave properties are an important aspect of ground-penetrating radar (GPR) surveys.

Return to equation (1.38), since γ in general is a complex value, it can be expressed as:

γ = α+ jβ (1.49)
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where α (Np/m) is the medium’s attenuation constant, and β (rad/m) is phase constant. The combination
of equations (1.49) and (1.38) leads to (e.g., [5], [114], [146]):

α = −ω
c
I {
√
εer} (1.50)

β = ω

c
R{
√
εer} (1.51)

where εer = ε′r − jε′′r is effective complex-relative permittivity [see equation (1.77)], and c = 1/√ε0µ0 is
light velocity in vacuum. Assuming, for example, the electric field of a plane wave with only x̂ component
that is uniform in x and y directions, the solution of wave equation gives a traveling wave in +z direction
at a single frequency (time-harmonic or monochromatic wave):

E (z, t) = R
{
E (z) ejωt

}
= x̂ R

{
E0 e

j(ωt−βz)
}
e−αz (1.52)

and using
H (z, t) = − 1

jωµ
∇×E (z, t) (1.53)

the time varying magnetic field is obtained:

H (z, t) = R
{
H (z) ejωt

}
= ŷ 1

η
R
{
E0e

j(ωt−βz)
}
e−αz (1.54)

where E0 is the amplitude of electric field, E (z), at z = 0, and the intrinsic impedance is defined as:

η =
√
µ/εe (1.55)

where εe is effective dielectric permittivity defined by equation (1.75). The carried power density of the
wave is a quantity of great interest which its average value is defined by (e.g., [5], [114], [146]):

S̄ = 1
2R

[
E×H†

]
= ẑ |E0|2 e−2αz R

(
1

2η†

)
(1.56)

where † indicates the conjugate operator. The equations (1.52) and (1.54) show the fields E (z, t) and
H (z, t) decay with distance, z, exponentially as e−αz, and consequently, the power density decreases
as e−2αz. It is worth mentioning that in many engineering problems the ratio of two power level e.g.,
the received and transmitted powers of a radar system are of main interest that is conveniently repre-
sented in dB scale. The key properties of an EM wavefield are phase velocity, V , attenuation, α, and
electromagnetic impedance, η which will be discussed in proceeding sections.

1.4 Attenuation of Electromagnetic Waves in Lossy Media
The propagating electromagnetic waves in lossy media undergo energy attenuation. The attenuation
describes the energy loss in the material as a cost of moving charges and consequent transfer of elec-
tromagnetic field energy to mechanical and eventually thermal energy. Assuming a uniform plane wave
traveling in the +z direction in a lossy medium, the attenuation constant and phase constant are obtained
by combination of equation (1.38) and (1.49) (e.g., [5], [114]):

α = ω
√
µε′

{
1
2

[√
1 +

( σe
ωε′

)2
− 1
]}2

= ω
√
µε′
{

1
2

[√
1 + tanδ2 − 1

]}1/2
(Np/m) (1.57)

β = ω
√
µε′

{
1
2

[√
1 +

( σe
ωε′

)2
+ 1
]}2

= ω
√
µε′
{

1
2

[√
1 + tanδ2 + 1

]}1/2
(rad/m) (1.58)
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where σe is effective conductivity that is equivalent to σe = σ + ωε′′, and ε′ refers to the real part
of complex permittivity presented by ε = ε′ − jε′′. It is critical to note that α and β must be always
real values, even though the propagation constant γ is complex. In other words, although the material
properties such as dielectric permittivity and conductivity can be expressed as complex quantities equa-
tions (1.57) and (1.58) require real values of all three material parameters, applicable at a specific angular
frequency. The phase velocity, assuming µ ≈ µ0, is given by:

V = ω

β
= c

R
{√

εer
} (m/s) (1.59)

In lossless medium where α = 0 and γ = jβ = j2π/λ the phase velocity is

V = ω/β = 1/
√
ε′ = c/

√
ε′r (1.60)

The attenuation coefficient, α, includes all loss information, and β collects all phase information in a
single parameter. Figure (1.1) schematically presents the attenuation of an electric field by distance.

Figure 1.1: Attenuation of an electric field by distance.

The intrinsic impedance is a real value for lossless medium, given by η =
√
µ/ε′. In the low loss

media (σe/ωε′ � 1) the attenuation is approximated as:

α ≈ σe
2
√
µ/ε′ = ω

2V tanδ (1.61)

The low loss assumption is reasonable for glacier ice. However, it cannot be necessarily assumed to
generally hold for sub-glacial materials such as saturated bedrock and sediments or for marine-accreted
ice of ice shelves. Most common minerals have by themselves negligibly small electrical conductivity
at pressures and temperatures prevailing near the surface of the Earth, except for metallic minerals and
minerals exhibiting semi-conductive behavior, like sulfides, oxides, and graphite. The low-loss assumption
is questionable for a wide range of materials, including shales, sandstones, coal, metamorphic rocks,
igneous rocks, and graphite and sulfides ([143]). Overall, the low-loss assumption is less likely to be
applicable in three general types of geologic materials:
(1) materials containing sufficient concentration of conductive minerals
(2) sediments and rocks saturated with high-conductivity fluids
(3) saturated clay-bearing rocks and sediments.

The attenuation coefficient, α, phase constant, β, intrinsic impedance η, wavelength λ, velocity V
and skin depth δs for lossy medium are summarized in Table (1.1). Absorption coefficient, αp describes
how power decays as a function of distance. The difference of absorption αp and attenuation coefficient
is that α describes the decay of amplitude while αp talk about the power decay of wave.

P (z) = P0e
−αpz (1.62)
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The Absorption coefficient and attenuation coefficient are related through:

αp = 2α (1.63)

The skin depth (penetration depth) is defined as the distance which wave amplitude decays by an amount
e−1 and is expressed as:

δs = 1/α (m) (1.64)
Note that as the imaginary part of the complex relative permittivity tends to zero, the skin depth tends
to infinity. Figure (1.2) depicts penetration depth variation as a function of frequency for different types
of earth’s surface components including pure water, sea water, dry soil, wet soil, and dry ice. The
penetration depths for pure water and sea water are calculated at 20 oC, and the salinity of sea water is
35 g/kg. The penetration depths for dry soil and wet soil assume the volumetric water content is 0.07
and 0.5, respectively. The penetration depth of dry ice is calculated at 0 oC.
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4 Factors determining the effective electrical characteristics of soil 

The effective values of the electrical characteristics of the soil are determined by the nature of the 

soil, its moisture content, temperature, general geological structure, and the frequency of the incident 

electromagnetic radiation. 

4.1 Nature of the soil 

Although it has been established by numerous measurements that values of the electrical 

characteristics of soil vary with the nature of the soil, this variation may be due to its ability to absorb 

and retain moisture rather than the chemical composition of the soil. It has been shown that loam, 

which normally has a conductivity on the order of 10−2 S/m can, when dried, have a conductivity as 

low as 10−4 S/m, which is the same order as granite. 

4.2 Moisture content 

The moisture content of the ground is the major factor determining the permittivity and conductivity 

of the soil. Laboratory measurements have shown that as the moisture content of the ground increases 

from a low value, the permittivity and conductivity of the ground increase and reach their maximum 

values as the moisture content approaches the values normally found in such soils. At depths of one 

metre or more, the wetness of the soil at a particular site is typically constant. Although the wetness 

may increase during periods of rain, the wetness returns to its typical value after the rain has stopped 

due to drainage and surface evaporation. 

The typical moisture content of a particular soil may vary considerably from one site to another due 

to differences in the general geological structure which provides different drainage. 

Figure 1.2: Penetration depth of surface materials as a function of frequency [122].

Table 1.1: Propagation constant, wavelength, velocity, and skin depth of EM wave in lossy media [5]. Notes: σe = σ+ ωε′′

and ε = ε′ − jε′′, tanδ = σe/ωε′.

σe

𝜔𝜀′ ≪ 1
σe

𝜔𝜀′ ≫ 1

𝛼 = 𝜔√𝜇𝜀′ {
1

2
[√1 + (

𝜎𝑒

𝜔𝜀′
)

2

− 1]}

1
2 𝛼 ≈

𝜎𝑒

2
√𝜇

𝜀′⁄

=
𝜔

2𝑉
tan 𝛿

𝛼 ≈ √
𝜔𝜇𝜎𝑒

2

β = 𝜔√𝜇𝜀′ {
1

2
[√1 + (

𝜎𝑒

𝜔𝜀′
)

2

+ 1]}

1
2

β ≈  ω√με′ β ≈ √
𝜔𝜇𝜎𝑒

2

𝜆 =
2𝜋

𝛽
𝜆 ≈
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2

𝜔𝜇𝜎𝑒
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1.5 Electromagnetic Characteristic of Material
1.5.1 Dielectrics, Polarization, and Permittivity
Dielectrics (insulators) are material whose atoms do not contain any free charge, and negative and
positive charges are bounded by atomic or molecular forces. Thus dielectrics are not able to provide
free conduction electrons as in metals. A particular dielectric material may be characterized by limited
movement of charged particles or orientation of polar molecules when an external electric field is applied.
This motion of charged particles or rotation of polar molecules is referred to dielectric polarization. Figure
(1.3) schematically displays the polarization of a body which is placed in an external field.

Figure 1.3: (upper panel) Polarization of a body in an external electric field due to movement of electrical charges within
the body, and (lower panel) a polarized H2O molecule.

The total dipole moment of a material is obtained by summing the dipole moments of all the orien-
tational polarization dipole. The electric polarization vector, P, is defined as the total dipole moment
per unit volume. The units of P are coulomb-meters per cubic meter or coulombs per square meter,
which is representative of a surface charge density. The vector representing the intensity of polarization
inside a material is directed from negative to positive charge. Polarization of dielectric materials allows
the material to store electric energy by shifting its bound charges against external forces when external
forces are applied. The structure of some materials allows their dipole moments to persist even in the
absence of an applied field. These type of materials have permanent dipole moments that are randomly
oriented, and when an electric field is applied, the dipoles are aligned with the applied field. Water is a
good example of such materials (Figure 1.3, lower panel).

When an external electric field, E, is applied to a dielectric material the electric flux density inside
the material is given by:

D = ε0E + P (1.65)

the electric field, E, and polarization, P, are related as:

P = ε0χeE (1.66)

where χe is electric susceptibility that is in general a dimensionless-complex quantity, and can be constant
or a varying function of frequency, time, position, temperature, etc. Substituting equation (1.66) into
(1.65) and equating the result to (1.10) yields:
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D = ε0E + P = ε0 (1 + χe) E = ε E (1.67)

consequently
ε = ε0 (1 + χe) (1.68)

By definition, the relative permittivity of a dielectric material is the ratio of permittivity of material
to permittivity of free space:

εr = ε

ε0
= (1 + χe) (1.69)

In general, the permittivity is a frequency-dependent complex-quantity, whose real and imaginary
parts in turn account for the energy storage and dissipation. The ability of materials to store energy
increases as the real component of permittivity value increases. Once the complex permittivity is known,
the attenuation of propagating electromagnetic waves in materials can be calculated. While the main
constituents of the rocks are the solid minerals, presence of water content dramatically affects the dielectric
permeability and electrical conductivity of subsurface materials. The permittivity of water, water ice and
rocks is discussed in the proceeding sections.

Types of Electric Polarization

Electric polarization is caused by applying an external electric field, and comprehensively refers to a
phenomenon of relative displacement of the negative and positive charges of atoms or molecules, orien-
tation of existing dipoles toward the direction of the field, or the separation of mobile charge carriers
at the interfaces of impurities or other defect boundaries. A dielectric material is made up of atoms or
molecules that possess one or more of five basic types of electric polarization as listed below. Each type
of polarization requires time to perform, therefore, the degree of overall polarization depends on the time
variation of the electric field [55].

1. Electronic polarization: The applied electric field can cause deformation or translation of the
originally symmetrical distribution of the electron clouds of atoms or molecules. This is essentially
the displacement of the outer electron clouds with respect to the inner positive atomic cores. The
polarization amplitude that is created by the electric field depends strongly on the time-variation
of the field. For a certain frequency, especially around the resonant frequency of the oscillator, the
induced dipole moment may be very large.

2. Ionic or molecular polarization: The electric field causes the atoms or ions of a polyatomic
molecule to be displaced relative to each other. This polarization is evident in materials, such as
sodium chloride (NaCl) that possess positive and negative ions, tending to displace themselves when
an electric field is applied.

3. Dipolar polarization (orientational polarization): Dipolar polarization can occur in material
which contain polar molecules or molecules that have asymmetric structures and possess a perma-
nent dipole moment. The most important example is water that its molecular structure is shown
in Figure (1.3). When an electric field is applied, the atoms in water molecules will rotate to align
themselves with the direction of applied field. In liquid water there is not resistance to rotation and
polarization occur at high frequencies as well. In ice polarization occurs more slowly.

4. Spontaneous or hopping polarization: Spontaneous polarization occurs in materials whose
crystalline structure exhibits electrical order. This implies that spontaneous polarization occurs only
in single crystals or crystallites in polycrystalline materials with a noncentrosymmetic structure,
because only in a noncentrosymmetic structure the centroid of the negative charges does not coincide
with that of the positive charges.

5. Interface or space charge polarization: The orientational, and spontaneous polarization are
due to the bound positive and negative charges within the atom or molecule itself, which are linked
intimately to each other and normally cannot be separated. However, electric polarization may also
be associated with mobile and trapped charges. This polarization is generally referred to as space
charge polarization. This occurs mainly in amorphous or poly-crystalline solids or in materials
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consisting of traps. Charge carriers (electrons, holes, or ions), which may be injected from electrical
contacts, can be trapped in the bulk or at the interfaces, or may be impeded to be discharged or
replaced at the electrical contacts. In this case, space charges will be formed, field distribution will
be distorted, and hence, the average relative permittivity will be affected.

Figure (1.4) qualitatively illustrates the time response of the various polarization processes (in a generic
dielectric) when a step-function external electric field is applied. In general, the time required for elec-
tronic and molecular polarization and depolarization is very short. The time required for orientational,
hopping, or space charge polarization and depolarization is relatively long and depending on the dielectric
system varies over a wide range. Such polarization phenomena are sometimes referred to as relaxation
processes. A relaxation phenomenon occurs when a restoring action tends to bring the excited system
back to its original equilibrium state.

Electronic polarization is always present in atoms or molecules in all kinds of materials, and ionic
polarization is present only in materials made of two or more different kinds of atoms that form ions due
to the sharing of the valence electrons of one or more atoms with the others. For both electronic and ionic
polarization, the dipole moments are induced by applied electric field, so they are a kind of induced dipole
moments. In short, both electronic and ionic polarizations are due to the translation or deformation of the
valence electron clouds from their original thermal equilibrium state to a new equilibrium state. These
types of polarization only slightly depend on temperature because they are intra-molecular phenomena.
In orientational polarization that directions of permanent dipole moments are randomly distributed in
the material, an applied electric field will reorient them toward the direction of the field, resulting in
orientational polarization. The net polarization will return to zero after the removal of the external
field because thermal perturbation tends to randomize the alignment. This is why polarization decreases
with increasing temperature. In rocks, which are multiphase systems made up of minerals with different
compositions, most of these types of polarization take place, with the result that dielectric permeability
is a complicated function of frequency, temperature, pressure, and other factors [99].

interfaces (space charge polarization) or
other defect boundaries (hopping polariza-
tion). In general, the time required for
electronic and molecular polarization and
depolarization is very short (< 10�12 s).
This deformational polarization process is
also referred to as the resonance process
because it involves vibrating modes. On
the other hand, the time required for orien-
tational, hopping, or space charge polariza-
tion and depolarization is relatively long
and varies over a wide range, depending
on the dielectric system. Such polarization
phenomena are sometimes referred to as
relaxation processes because they involve
a relaxation time τrel. A relaxation phenom-
enon occurs when a restoring action tends
to bring the excited system back to its origi-
nal equilibrium state. Figure 5 qualitatively
illustrates the time response, in a generic
dielectric, of the various polarization pro-
cesses when a step function excitation field
E is applied.

In the frequency domain, the relaxation phenomena translate into a dispersive behavior of the dielectric
parameters. The most common theoretical model used to describe the spectral behavior of a wide range of
geomaterials (up to GHz frequencies) is the Debye equation [Debye, 1929], which for a single relaxation
process can be written as

ε ωð Þ ¼ ε∞ þ εs � ε∞ð Þ
1þ jω=ωrel

� j
σs
ωε0

ε′ ωð Þ ¼ ε∞ þ εs � ε∞ð Þ
1þ ω=ωrelð Þ2

ε″ ωð Þ ¼ εs � ε∞ð Þω
ωrel 1þ ω=ωrelð Þ2

h iþ σs
ωε0

(3)

where ωrel= 1/τrel is the relaxation angular
frequency and εs and ε∞ are the static
and the high-frequency permittivities,
respectively. Note, however, that some
experimental data can be better fitted
by Cole-Cole, Cole-Davidson, or Havriliak-
Negami models [Jonscher, 1983]. With
some algebraic manipulations the effec-
tive conductivity can be written (using
the Debye parameters εs, ε∞, and ωrel), as
σ ¼ σs þ σ∞ � σsð Þ ω2

ω2þω2
rel
, where σ∞ is the

high-frequency conductivity σ∞= σs + ε0
(εs�ε∞)ωrel. Figure 6 qualitatively shows
the behavior of the real and imag-
inary parts of permittivity and effective
conductivity versus frequency. We can
note that, at high frequencies (i.e., for

Figure 5. Total polarization time response of a generic material to a
step function electric field (modified after Kao [2004]).

Figure 6. Sketch of the complex permittivity, loss tangent, and effective
conductivity as a function of frequency for a generic material.
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Figure 1.4: Total polarization time response of a generic material to a step function electric field [104].

1.5.2 Magnetics, Magnetization, and Permeability
Magnetic materials are those that exhibit magnetic polarization (magnetization) when they are placed
in an external magnetic field. The applied magnetic field can align magnetic dipole moments of material
and produces a magnetization vector defined by:
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M = χmH (1.70)

where χm is called the magnetic susceptibility which in general is a dimensionless-complex quantity. The
magnetic flux density is related to the magnetic field intensity, H, and magnetization, M, by:

B = µ0 (H + M) = µ0 (1 + χm) H = µH (1.71)

then magnetic permeability is written by:

µ = µ0 (1 + χm) (1.72)

The relative magnetic permeability is defined as:

µr = µ

µ0
= (1 + χm) (1.73)

We consider permeability as a real value quantity in this thesis. For the natural materials (that are
nonmagnetic) encountered in remote sensing, including water, ice, soil, and vegetation µ equals to that
of free space i.e., µ0 = 4π × 10−7 (H/m).

1.5.3 Conductors and Conductivity
Conductors are the materials that allow charges to pass fairly freely through them. A good example
is copper. Nonconductors or insulators, such as plastic and pure water, are materials through which
charge cannot move freely. The properties of conductors and insulators depend on the structure and
electrical nature of their atoms. In conductors, atomic outer shell contains free electrons. In the absence
of external field, these free electrons move with different velocities in random directions and produce zero
net current. When a conductor is subjected to an electric field, the electrons start to move in direction
opposite the applied electric field, and a conduction current is produced in the conductor. The current
density, J, is related to the applied electric field, E.

The conductivity, σ, characterizes the free-electron properties of materials. The reciprocal of conduc-
tivity describes resistivity. In general, conductivity varies as a function of frequency. At low frequencies,
the charge response is effectively instantaneous, and the conduction current is in phase with the electric
field, and the conductivity will be represented by a real value. At higher frequencies, the conduction
current is out of phase with the electric field variations, therefore, the conductivity is a complex value
quantity where the imaginary component represents the out-of-phase component of the current. The
out-of-phase component of conductivity is usually small at most radar frequencies.

The conductivity is directly proportional to (1) the number of charge carriers per unit volume, (2)
the charge that each one carries, and (3) the mobility of the charge carriers. This basic statement is true
for electronic conduction in solids; ionic conduction in solids, aqueous fluids, and melts; and for ionic
conduction within the electrical double layer at the mineral/fluid interface. In following the different
mechanisms of conduction, electronic conduction and ionic conduction are described briefly [39].

Effect of Temperature on Conductivity

In conductors as temperature increases, the increased thermal energy of the conductor causes the increase
of free-moving electrons colliding, hence the conductivity decreases whereas the electrical conductivity of
semiconductors increases as temperature increases. This difference is related to the structural differences
between metals and semiconductors on an atomic level.

Electronic Conduction

All materials contain electrons. However, not all electrons are mobile. In solids, electrons have well-
defined energy states that form bands. These bands are separated by disallowed energy states. Electrons
may be mobile if they occupy a partially filled band of energy states. Then, externally applied energy, for
example, from the ambient temperature or an externally applied electric field, can promote an electron
to a higher energy, which is reflected in its kinetic energy i.e., its motion. A good conductor, such as
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metal, has a partially filled energy band, and applying external energy causes electrons to move within
this band. In contrast, insulators have full energy bands, so electrons cannot gain energy from external
sources, and therefore aree unable to move. The electronic conductivity of a solid depends very much on
the temperature. By increasing temperature electron mobility diminishes and conductivity decreases.

Ionic Conduction

There are fewer ions available for carrying charges than electrons in a metal or semiconductor, and since
ions of different charges impede each other and even bond together, their mobility is smaller than that of
electrons. Charged ions mediate conduction in pore fluids. In an aqueous solution of NaCl, for example,
there are finite nonzero concentrations of the charged ions H+, H3O

+, OH−, Na+, and Cl−, all of which
transfer charge when an electric potential difference is applied to the fluid.

1.5.4 Complex Effective Permittivity and Loss Tangent
Recalling the Maxwell-Ampere differential equation (equation (1.7)) considering the complex permittivity,
ε = ε′ − jε′′:

∇×H = Ji + Jc + Jd = Ji + Jc + jωD = Ji + σsE + jωεE
= Ji + σsE + jω (ε′ − jε′′) E = Ji + (σs + ωε′′) E + jε′ωE

= Ji + jω
(
ε′ − jε′′ − j σs

ω

)
E = Ji + jωεe E

(1.74)

where σs is static conductivity and

εe = ε′ − j
(
ε′′ + σs

ω

)
= ε′e − jε′′e (1.75)

presents the complex effective permittivity. Consequently, the relative complex permittivity, εr, and the
relative complex effective permittivity, εer, in turn are defined as:

εr = ε

ε0
= ε′

ε0
− j ε

′′

ε0
= ε′r − jε′′r (1.76)

εer = εe
ε0

= ε′

ε0
− j

(
ε′′

ε0
+ σs
ωε0

)
= ε′er − jε′′er (1.77)

and the effective conductivity is given by:

σe = σs + ωε′′ (1.78)

Note that real part of permittivity is associated with the stored energy when the materiel is exposed
to electromagnetic field, and the imaginary part is associated with the energy loss in material. The
absorption attenuation of materials commonly is described by the loss tangent quantity which is defined
as the ratio between imaginary and real part of effective complex permittivity:

tanδ = ε′′e
ε′e

=
ε′′ + σs

ω

ε′
= ε′′

ε′
+ σs
ωε′

= tanδp + tanδc (1.79)

where tanδp and tanδc specify polarization and conductivity contribution in loss tangent, respectively.
Materials are classified as low loss (good dielectrics) and high loss (good conductors) according to the
values of tanδ = σe/ωε

′. In practice, a material can be considered low loss if tanδ << 1 and high loss if
tanδ >> 1 (e,g., [146]).

1.5.5 Debye Relaxation and Cole-Cole Model
Relaxation is the phenomenon associated with non-instantaneous polarization response of a material to
the applied electric field, and relaxation time is the time delay between the dielectric polarization of a
material and the applied electric field . In real world, no material is free of dielectric losses, and therefore,



1.5. ELECTROMAGNETIC CHARACTERISTIC OF MATERIAL 21

no material is free of absorption and dispersion 1. In other words, there is no material having frequency-
independent permittivity ε(ω) = ε′(ω)− jε′′(ω). The dispersion is intrinsic property of permittivity of all
dielectric material. There are several relations that compute the real and imaginary parts of the complex
permittivity for many materials as a function of frequency. Among many, the well-known Debye model
can be used to describe the spectral behavior of a wide range of geomaterials (up to GHz frequencies).
Debye equation with only one relaxation time is expressed by (e.g., [55]):

εe (ω) = ε′e (ω)− jε′′e (ω) (1.80)

ε′e (ω) = ε′ (ω) = ε∞ + εs − ε∞
1 + (ωτ0)2 (1.81)

ε′′e (ω) = ε′′ (ω) + σs
ω

= (εs − ε∞) ωτ0

1 + (ωτ0)2 + σs
ω

(1.82)

and the effective conductivity is given as:

σe = σs + (σ∞ − σs)ω2

ω2 + ω2
rel

(1.83)

where εs and ε∞ are the permittivity value at zero frequency (static permittivity) and infinity (very
large) frequencies, respectively, and τ0 = 1/ωrel is relaxation time, and σ∞ is conductivity at very high
frequency and is expressed as:

σ∞ = σs + (εs − ε∞)ωrel (1.84)

Debye equations are satisfactory only if εs − ε∞ < 1. The relations of (1.81) and (1.82) can be used to
estimate the real and imaginary parts of the complex permittivity for many materials including gases,
liquids, and solids. Assuming that the static conductivity is negligible, σs ≈ 0, the maximum of ε′′e is
given by:

dε′′e (ω)
dω

= 0⇒ ω0τ0 = 1 (1.85)

at this frequency the components of permittivity is obtained as:

ε′e |ω=ω0= εs + ε∞
2 (1.86)

ε′′emax = ε′′e |ω=ω0= εs − ε∞
2 (1.87)

Similarly, the maximum value of loss tangent, tan δ = ε′′e (ω)
ε′e(ω) , occurs at

ωδτ0 = ( εs
ε∞

)1/2 > 1 (1.88)

and
tan δmax = tan δ |ω=ωδ=

εs − ε∞
(εsε∞)1/2 (1.89)

Figure (1.5) qualitatively presents the ε′e (ω), ε′′e (ω) and tanδ (ω) as functions of frequency, assuming that
σs ≈ 0. At high frequencies (i.e., ω � ωrel) the effective conductivity approaches σ∞. The combination
of equations (1.81) and (1.82) yields a circle that is expressed as:(

ε′ − εs + ε∞
2

)2
+ ε′′

2
=
(
εs − ε∞

2

)2
(1.90)

Note that, only the positive part of the circle has physical meaning, as displayed in Figure (1.6).

1Dispersion is dependence of complex permittivity and permeability and thus the wave velocity on frequency.
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Figure 1.5: Variation of ε′
e (ω), ε′′

e (ω) and tanδ as functions of frequency with negligible contribution of static conductivity,
σs [55].

Figure 1.6: Argand diagram for cases with only one relaxation time. σs, is negligible.

If the effect of static conductivity, σs, is not negligible:
Case I: ωτ0 � 1

ε′′e = σs
ω
, tanδ = σs

ωεs
(1.91)

Case II: ωτ0 ≈ 1

ε′′e = εs − ε∞
2 + σsτ0

tanδ = εs − ε∞ + 2σsτ0
εs + ε∞

(1.92)

Case III: ωτ0 � 1

ε′′e = εs − ε∞
ωτ0

tanδ = εs − ε∞ + σsτ0
ωτ0ε∞

(1.93)

The variations of ε′′e and tanδ with ω considering the contribution of non negligible σs are shown in Figure
(1.7), (also see Chapter 4). In geophysics, knowledge of the relationship between loss tangent, frequency,
and temperature is important and are briefly discussed in the following sections.
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Figure 1.7: Variation of ε′′ (ω) and tanδ as functions of frequency with contribution of non-negligible σs.

Discussion: Dielectric loss and Frequency Dependence

The nature of intrinsic loss dependence on frequency is primarily determined by the fact that dielectric
loss is caused by conduction currents or polarization processes.

For dielectric loss due to relaxation phenomena tanδ has the following characteristics (see Figure
1.5): at low frequencies, the value of ε′ remains constant so long as there is time during a half-cycle
of the applied field for the polarization process to be completed. At frequencies near 1/τ0 the relative
permittivity exhibits dispersion because a phase shift between polarization and the driving field, which
is frequency dependent, is found. At very high frequencies, when slow polarization processes do not have
time to develop significantly during a half-cycle, the value of ε′ is constant.

In cases in which there is little conductivity in dielectric material, and in addition, a relaxation
process is well developed, the behavior of tanδ as a function of frequency is as follows (see Figure 1.7):
at low frequencies, conduction dominates over relaxation processes, and tanδ decreases with increasing
frequency. As frequency increases further, relaxation processes become relatively more important and
tanδ increases until the period of the driving field becomes equal to the relaxation time for the process.

Dielectric Properties and Temperature Dependence

Complex permittivity is a complex function of both frequency and temperature, apart from the depen-
dence on other parameters such as pressure, etc. Temperature dependence of ε′ and ε′′ is mainly through
the temperature dependence of the relaxation time which for a single relaxation time is expressed as (e.g.,
[55]):

τrel (T ) = τh e
H
kT ⇒ ωrel (T ) = ωh e

− H
kT (1.94)

where τh is pre-exponential factor, and H is the activation energy, k is Boltzmann constant, and T is
temperature in Kelvin. The activation energy, H, represents an energy barrier that must be overcome in
order for the charges to fully separate or for the dipole moments alignment. As temperature increases,
the charges have more energy, thus making it easier to overcome this energy barrier. Therefore, as
temperature increases, the time constant of relaxation shifts to a smaller period and relaxation frequency
increases. As shown in Figure (1.8), for increasing temperatures, ε′ (ω, T ) decreases and the peak of
ε′′ (ω, T ) shifts toward higher frequencies.

By replacing τ0 with τrel(T ) in Debye equations the complex permittivity will be written as:

ε′ (ω, T ) = εT∞ + εTs − εT∞
1 + ω2τ2

he
2H
kT

(1.95)

ε′′ (ω, T ) =
(
εTs − εT∞

)
ωτhe

H
kT

1 + ω2τ2
he

2H
kT

(1.96)
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where εTs and εT∞ are the values of εs and ε∞ at temperature T . The difference between low and high
frequency limit permittivity is also temperature dependent and is given by:

εs − ε∞ = A

T
(1.97)

where A is a constant. Consequently, dielectric loss is affected significantly by changes in temperature.
The manner of change depends on the nature of loss mechanism. If relaxation processes is weak, the
relationship between tanδ and temperature is exponential because conduction loss plays the primary role
in such materials. Considering

ε′′ ≈ 0; σ(T ) = σ0 e
−H/kT (1.98)

we obtain:
tanδ = σ0

ωε′
e−H/kT (1.99)

that shows the tanδ increases by temperature. If the free conduction in a material is slight and relaxation
polarization is present, a maximum loss tangent as a function of temperature is observed at that temper-
ature (Tmax in Figure 1.9) at which the relaxation time is close to a half-period of the applied electric
field. For temperatures which cause the relaxation time to be greater than or less than the half-period
of the applied field, the loss is less.

Figure 1.8: Effect of the temperature on the dielectric behavior of a generic material. For increasing temperatures the real
part of permittivity decreases, and the peak of imaginary part shifts toward higher frequencies [55].

Figure 1.9: tan δ as a function of temperature for fixed frequencies ω1 and ω2 where ω2 > ω1 [55].
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Cole-Cole Model

Debye equation based on a single relaxation time is a good approximation for pure polar liquids, however,
it is inappropriate for most of dielectric materials, e.g., polymers and hydrocarbons. In this case, a
distribution of relaxation time is necessary to describe the permittivity. Cole and Cole [20] proposed an
empirical formula that often successfully describes the permittivity behavior of natural liquids, solids and
heterogeneous mixtures. The Cole-Cole complex permittivity is given by:

εe (ω) = ε∞ + εs − ε∞
1 + (jωτ0)1−α − j

σs
ω

(1.100)

where α is broadening factor with 0 < α < 1. All equations are still valid if τ0 is replaced with τ ,
expressed by:

τ = τ0
εs + 2
ε∞ + 2 (1.101)

1.6 Mixing Formula
The mixing formula are used to obtain the effective permittivity of a mixture of two or more materials
with different permittivity. Figure (1.10) presents a simple example of a dielectric environment with
the permittivity of εe in which many spheres of radius a and the permittivity of εi are embedded. If
the dimension a is comparable to or greater than a wavelength, substantial scattering can take place.
Also, if the occupied fraction of the volume by the spheres, f , is a few percent or higher, a correlation
between the spheres needs to be considered. Assuming that dimensions of the spheres are much smaller
than a wavelength, and the spheres are sparsely distributed, the Maxwell–Garnett mixing to compute
the effective permittivity is expressed by e.g., [127], [128]:

εeff = εen + 3f εen
εi − εen

εi + 2εen − f (εi − εen) (1.102)

where f is a dimensionless quantity, the volume fraction of inclusions in mixture. This formula is in wide
use in very diverse fields of application.

Polder–Van Santen formula is the other important mixing formula. The basic form of this formula
for spherical scatterers is:

(1− f) εen − εeff
εen + 2εeff

+ f
εi − εeff
εi + 2εeff

= 0 (1.103)

Polder-van Santen mixing formula is symmetric and Maxwell–Garnett formula is asymmetric. The
Polder–van Santen formula can be extended to many species each with εi and fi:

N∑
i=1

εi − 1
εi + 2εen

fi = εi − 1
3εen

(1.104)

where
∑N
i=1 fi = 1. Note that these mixing formulas above are for low-frequency cases where the

scattering is negligible. More exact formulas, including scattering and correlations between particles,
must be obtained by considering the propagation constant of the coherent wave [52].

Figure 1.10: A mixture of two materials.



1.7. ELECTRICAL PROPERTY OF WATER, ICE AND ROCKS 26

1.7 Electrical Property of Water, Ice and Rocks
This section provides forward formulas for computing the complex relative permittivity of pure water,
pure water ice, and wet and dust ice.

1.7.1 Electrical Property of Water
Subsurface environments are commonly mixture of various materials e.g., water, ice, soil grain, ions,
vacuum (hence porosity), etc, each with different properties and percentage. Among them, water is the
most natural polarizable material with high relative permittivity of ∼ 80. In addition, water content
contains ions, causing electrical conductivity associated with ions movement. Since, the pore space of
natural occurring soils and rock can be filled by water, the water absence or presence is a dominant factor
determining the electrical properties of investigated medium. In the absence of liquid water, the real part
of the permittivity is approximately constant for the most geological materials over the radar frequency
range (e.g., [2].)

Pure Water

Pure water is a poor electrical conductor and behaves as a polarizable material until frequencies exceed
10 GHz. Typically, in this range of frequency the water-molecule dipole-moment cannot instantly rotate
to align with the applied electric field. This phenomenon which is referred to as a natural relaxation
process causes energy dissipation in the material. If water is subjected to an alternating electric field, as
the frequency increases into the relaxation frequency range, the water molecule dipole moment cannot
instantly rotate to align with the applied electric field. This phenomenon causes energy dissipation in
the form of heat, through reduction of real component of permittivity and increase of its imaginary part
(see, Figure 1.5) [1]. The complex relative permittivity of pure water ice can be described by [74]:

εrpw = ε′rpw − jε
′′
rpw

ε′rpw = ε∞ + εs − ε1

1 +
(
νGHz
ν1

)2 + ε1 − ε∞

1 +
(
νGHz
ν2

)2

ε′′rpw =

(
νGHz
ν1

)
(εs − ε1)

1 +
(
νGHz
ν1

)2 +

(
νGHz
ν2

)
(ε1 − ε∞)

1 +
(
νGHz
ν2

)2

(1.105)

where

εs = 77.66 + 103.3Θ
ε1 = 0.0671εs
ε∞ = 3.52− 7.52Θ
ν1 = 20.20− 146.4Θ + 316Θ2

ν2 = 39.8ν1

Θ = 1
T
− 1

(1.106)

Note that νGHz is frequency in gigahertz and, T is temperature in Kelvin. Variation of real and imaginary
parts of pure water relative permittivity versus frequency at T = 280, 340 oK is depicted in Figure
(1.11). Losses start to have a significant effect for the frequencies higher than 500MHz. Figure (1.12)
presents complex relative permittivity of pure water as a function of temperature at ν = 5, 500 MHz.
Temperature increase lead to decrease of loss, and the real part of permititvity behaves independent of
frequency by variation of temperature .
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Figure 1.11: Pure water properties. Complex relative permittivity of pure water as a function of frequency at T =
280, 340 oK.
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Figure 1.12: Pure water properties. Complex relative permittivity of pure water as a function of temperature at ν =
5, 500 MHz.

Saline Water

The complex relative permittivity of saline water, εrsw , is a function of frequency, temperature and
salinity, S (g/kg), [85]:

εrsw = ε′rsw − jε
′′
rsw

ε′rsw = ε∞ + εss − ε1s

1 +
(
νGHz
ν1s

)2 + ε1s − ε∞s

1 +
(
νGHz
ν2s

)2

ε′′rsw =

(
νGHz
ν1s

)
(εss − ε1s)

1 +
(
νGHz
ν1s

)2 +

(
νGHz
ν2s

)
(ε1s − ε∞s)

1 +
(
νGHz
ν2s

)2 + 18σsw
νGHz

(1.107)

where

εss = εs exp
(
−3.56417× 10−3S + 4.74868× 10−6S2 + 1.15574× 10−5TS

)
ν1s = ν1

[
1 + S

(
2.39357× 10−3 − 3.13530× 10−5T + 2.52477× 10−7T 2)] s

ε1s = ε1 exp
(
−6.28908× 10−3S + 1.76032× 10−4S2 +−9.22144× 10−5TS

)
ν2s = ν2

[
1 + S

(
−1.99723× 10−2 + 1.81176× 10−4T

)]
ε∞s = ε∞

[
1 + S

(
−2.04265× 10−3 + 1.57883× 10−4T

)]
(1.108)
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the parameters ε∞, ε1, εs, ν1 and ν2 are obtained from equation (1.106). Note that in equation (1.108)
T indicates temperature in oC with the modification of Θ = 1

T+273.15 − 1.

σsw = σ35R15RT15

σ35 = 2.903602 + 8.607× 10−2T + 4.738817× 10−4T 2 − 2.991× 10−6T 3 + 4.30747× 10−9T 4

R15 = S
37.5109 + 5.45216S + 1.4409× 10−2 S2

1004.75 + 182.283 S + S2

RT15 = 1 + α0 (T − 15)
α1 + T

α0 = 6.9431 + 3.2841 S − 9.9486× 10−2 S2

84.850 + 69.024 S + S2

α1 = 49.843− 0.2276 S + 0.198× 10−2 S2

(1.109)

Figure (1.13) presents real and imaginary part of the relative permittivity and loss tangent for saline water
as a function of frequency for various values of salinity S at the temperature 240 and 300 oK, and Figure
(1.14) presents real and imaginary part of the relative permittivity and loss tangent for saline water as
a function of temperature for various values of salinity S at frequency ν = 5 MHz and ν = 5 GHz. In
addition, Figure (1.15) shows the variation of static conductivity of saline water, σsw, versus temperature
for various salinity. Both quantities have prominent effect on conductivity. By increasing salinity and
temperature, conductivity increases.
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Figure 1.13: Complex relative permittivity of saline water as a function of frequency at T = 273 and T = 240 oK.
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Figure 1.14: Complex relative permittivity of saline water as a function of temperature at ν = 5 MHz and ν = 5 GHz.
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Figure 1.15: Variation of saline water conductivity by temperature for various values of salinity.

1.7.2 Electrical Property of Ice
The polar ice sheets and glacier ice contain the majority of the terrestrial water ice mass. These icy bodies
possess spectral and polarimetric signatures in the microwave range which are suitable for both active
(radar) and passive (radiometric) remote sensing. The signatures are related to the special dielectric
properties and characteristic structural behavior, as well, ranging from microscopic to macroscopic scale.

Pure Water Ice

pure water ice is composed of frozen pure water. In literature, pure water ice has been studied in the
laboratory over a wide range of temperatures and frequencies, even though not all frequency bands have
been uniformly explored [104]. In general, measurements confirm that the dielectric behavior of pure
water ice follows the Debye model at relatively high temperatures (above 230 K), as displayed in Figure
(1.16).

In particular, the different experimental procedures employed to form and grow ice, including sam-
ple history and aging, can introduce microscopic and macroscopic differences, such as specific crystal
orientations, dislocations, cracks and fractures, gas bubbles and inclusions, chemical impurities, and va-
cancies and other lattice imperfections. Moreover, the ice growth process and the cooling procedure can
affect, often in a non-controllable way, the ice/electrode contact (introducing gaps of air or cracks), as
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the materials have different thermal expansion coefficients. All these aspects can significantly modify the
characteristic Debye behavior expected for pure water ice, as they can introduce additional relaxations,
shorten the relaxation time and widen the characteristic bell-shaped curve ([104] and the references
therein).

e.g., Franks [1972], Hobbs [1974], Johari [1981],
Warren [1984], Petrenko [1993], Tonkonogov
[1998], Petrenko and Whitworth [1999], Fujita
et al. [2000], and Warren and Brandt [2008]).
In general, measurements confirm that
the dielectric behavior of pure water ice
follows the Debye model at relatively high
temperatures (above 230 K), as illustrated
in Figure 9.

However, despite intensive research con-
ducted over almost 70 years, several aspects
regarding pure water ice permittivity and
conductivity still remain unclear, as the
results of various studies have been some-
times conflicting or even incompatible.
After the pioneering work of Auty and Cole
[1952], the scientific community quickly
became aware that the dielectric measure-

ments on pure water ice are difficult to perform and to reproduce. The lack of a standard procedure in sample
preparation and measuring methodology raises some questions about the reliability of the experimental
data, as clearly highlighted by the following quote: “Only very pure single crystals in proper crystallographic
orientation, measured with the proper electrode arrangement over wide frequency and temperature ranges
as a function of time, prehistory, and field strength can provide unobjectionable results” [von Hippel et al.,
1971]. In particular, the different experimental procedures employed to form and grow ice, including sample
history and aging [e.g., Maidique et al., 1971; Taubenberger, 1973; Johari and Jones, 1976], can introduce
microscopic and macroscopic differences, such as specific crystal orientations [e.g., Worz and Cole, 1969;
Kawada, 1978], dislocations [Itagaki, 1978], cracks and fractures [e.g., Auty and Cole, 1952; Worz and Cole,
1969; Davidson, 1973], gas bubbles and inclusions [e.g., Takei, 2007], chemical impurities [e.g., Ida et al.,
1966; Gough and Davidson, 1970; Kawada, 1978], and vacancies and other lattice imperfections [Takei,
2007]. Moreover, the ice growth process and the cooling procedure can affect, often in a noncontrollable
way, the ice/electrode contact (introducing gaps of air or cracks), as the materials have different thermal
expansion coefficients [e.g., Auty and Cole, 1952; Worz and Cole, 1969; Itagaki, 1978]. All these aspects can
significantly modify the characteristic Debye behavior expected for pure water ice, as they can introduce
additional relaxations [von Hippel et al., 1971], shorten the relaxation time [Gough and Davidson, 1970], widen
the characteristic bell-shaped curve [Auty and Cole, 1952] or affect the νrel�1/T trend [Kawada, 1978].

Table 4 gives an idea of the variability in sample characteristics and measuring parameters reported in several
studies devoted to the estimation of pure water ice dielectric properties, performed over a wide frequency
band (from few millihertz to few megahertz). Aside from the measuring technique, which typically involves
the measurement of the impedance of a capacitor filled with the test material (see Appendix A), the sample
type, the temperature range, and the frequency band are quite different. Moreover, the measurements
reported in Table 4 show a variety of critical aspects which make it difficult to compare the experimental data.

The discrepancies among the results are evident when data extracted from different experiments are plotted
together in Figure 10, where the Debye parameters (εs and νrel) are graphed as a function of temperature.
Figure 10 (left) illustrates how the different samples (single crystal or polycrystalline) follow equation (5)
but with different slopes. Figure 10 (right) shows that the various data are in general agreement and
follow equation (4) with similar activation energies only in the 273–230 K temperature interval and that
this agreement holds even if the samples have different structures (single crystal or polycrystalline).
However, below about 230 K two effects are visible: a change in the slope of each curve (excluding Auty
and Cole [1952]) and a remarkable divergence between the curves. This behavior has been attributed
to the presence of impurities [Gough and Davidson, 1970; Kawada, 1978] or to the interchange in the role
of the majority and minority carriers [Bilgram and Gränicher, 1974; Popov et al., 2015] and is still a matter
of intense debate.

Figure 9. Real part of permittivity and conductivity as a function
of frequency (2 Hz–100 kHz) of a single crystal of pure water ice
measured at 263 K (Takei and Maeno [1997] modified by Petrenko
and Whitworth [1999]).
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Figure 1.16: Real part of permittivity and conductivity as a function of frequency (2 Hz–100 kHz) for a single crystal of
pure water ice measured at 263 K ([137] modified by [102].

Considering that relative complex permittivity of pure water ice is expressed by:

εrice = ε′rice − jε
′′
rice (1.110)

where the real part ε′rice describes the dispersion or phase delay during propagation of an electromagnetic
wave in the medium, and in addition, it is responsible for refraction and impedance variation at the
transition between free space and the medium. Therefore, spatial variations of ε′rice produce distortions
in wave propagation, and thus all types of scattering. The ε′rice is independent of frequency from 1 MHz
to about 1000 GHz and only slightly depends on temperature [see Figure (1.17), (1.18)], the maximum
of 3.19 being found at 273 K with the following linear dependence on T > 240 K, [83]:

ε′rice = 3.1884 + 0.00091 (T − 273) (1.111)

where T is temperature in Kelvin. In principle ε′rice depends on ionic and other impurities present in
the ice. Contrarily, the measurement of imaginary part of pure water ice, that is responsible for wave
absorption, in this frequency range is challenging due to the sensitivity limit of the instruments, especially
at low temperatures. Several authors have attempted to estimate the dissipative behavior of pure water
ice in the MHz – GHz range by interpolating low-frequency and microwave data (e.g.,[49], [83], [36]):
The imaginary part in the frequency range from 10 KHz up to 1 GHz is governed by the high-frequency
tail of the Debye relaxation. The low-frequency tail is a term proportional to frequency, ν. Hufford, 1991,
[49] from a critical analysis of published data explains ε′′rice from 100 KHz to 1 THz by the two terms
as:

ε′′rice = A1

νGHz
+A2 νGHz (1.112)

where the first term accounts for the right-tail of Debye relaxation and the second term is due to the
lattice vibration resonance in the far-infrared region, νGHz is frequency in GHz and the parameters A1
and A2 are defined by[82]:

A1 = (0.00504 + 0.0062 Θ) exp(−22.1 Θ) (GHz)

A2 = 0.0207
T

exp(335/T )
[exp(335/T )− 1]2

+ 1.16× 10−11 ν2
GHz + exp [−10.02 + 0.0364 (T − 273)] (GHz−1)

Θ = 300
T
− 1

(1.113)
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The real and imaginary parts of complex relative permittivity, and loss tangent of dry ice versus frequency
for T = 170, 200 oK are shown in Figure (1.17). In addition variation of complex relative permittivity of
dry ice versus temperature at frequencies 5 and 500 MHz is presented in Figure (1.18). The loss tangent
of water ice increases by orders of magnitude with temperature, exponentially affecting the attenuation
of the radar wave. Figure (1.18) indicates that cold, pure water ice has a loss tangent that is orders of
magnitude below that of other substances, resulting in very little attenuation, and it is thus extremely
transparent to radar waves. As ice temperature approaches the melting point, its loss tangent becomes
higher than that of rock, thus strongly limiting the penetration of the radar signal.
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Figure 1.17: Pure water ice properties versus frequency. Real and imaginary part of pure water ice relative complex
permittivity as a function of frequency at T = 170, 200 oK. In very low frequency, ν < 10 MHz, the εim and tanδice are
almost constant.
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Figure 1.18: Pure water ice properties versus temperature. Real and imaginary part of pure water ice relative complex
permittivity as a function of temperature at ν = 5, 500 MHz.

Wet Ice

When the ice is wet (at 273 K), its grains are surrounded by liquid water. Considering ice grains as
spherical inclusions within a liquid water background, the Maxwell Garnett dielectric mixing formula is
applied to express the complex relative permittivity of wet ice as a combination of the complex relative
permittivity of dry ice εrice and pure water εpw:

εwetice =
[

(εrice + 2εpw) + 2 (εrice − εpw) (1− fw)
(εrice + 2εpw)− (εrice − εpw) (1− fw)

]
εpw (1.114)

where fw is liquid water volume fraction. The variation of real and imaginary parts of wet ice, and
the loss tangent as a function of liquid water content at ν = 20 MHz and T = 273 K is depicted
in Figure (1.19). In addition, Figure (1.21) present the same parameters as functions of frequency at
T = 170, 270 K for fw = 0.2.
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Figure 1.19: Wet ice properties versus water volume fraction. Real and imaginary part of wet ice relative complex permit-
tivity as a function of water volume fraction.
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Figure 1.20: Wet ice properties versus temperature. Real and imaginary part of wet ice relative complex permittivity as a
function of temperature.
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Figure 1.21: Wet ice properties versus frequency. Real and imaginary part of wet ice relative complex permittivity as a
function of frequency.

Dusty Ice

The ground ice and ice on the planetary surface can consist of mixture of ice and different inclusions. The
effective relative permittivity can be described by various models. For example here the Maxwell Garnett
mixing formula (equation (1.102)) is used to investigate the effect of dust on the dielectric properties of
the ice-dust mixture. The host medium is considered as pure water ice and the inclusions have a relative
complex permittivity of εdust = 8.8− j0.017. Figure (1.22) presents the real and imaginary component of
effective relative permittivity and loss tangent as functions of temperature for different fractions of dust.
The behavior of dusty ice is intermediate between the trends of water ice and dust. The inclusions result
in increase of attenuation. It is worth noting that the presence of dust in the water ice also introduces
a small variation in the real part of the dielectric permittivity. Variation of dusty ice permittivity with
frequency is presented in Figure (1.23). Impurities modify this behavior so that the loss tangent increases
and becomes independent of frequency. The temperature effect is prominent.
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Figure 1.22: Dusty ice properties. Real and imaginary part of dusty ice relative complex permittivity as a function of
temperature at ν = 5 and 500 MHz; as a function of frequency at T = 170, 230 oK. In legend fv indicates the dust volume
fraction and fv = 0 accounts for pure water ice. The attenuation in pure water ice is temperature dependent, however,
presence of dust modifies such behavior, so that attenuation of the ice-dust mixture increases and at low temperatures
becomes temperature independent. The attenuation in pure water ice at low temperature is negligible. Impurities modify
this behavior so that the loss tangent increases and becomes independent of frequency. The temperature effect is prominent.
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Figure 1.23: Dusty ice properties. Real and imaginary part of dusty ice relative complex permittivity as a function of
frequency at T = 170, 230 oK. In legend fv indicates the dust volume fraction and fv = 0 accounts for pure water ice.
The attenuation in pure water ice at low temperature is negligible (upper panel, blue line). Impurities modify this behavior
so that the loss tangent increases and becomes independent of frequency. The temperature effect is prominent.
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1.7.3 Electrical Property of Rocks
A rock is a composite of one or more types of mineral grains, however, because of the possible presence of
non-mineral substances, in particular water, the properties of a rock might not be a simple combination of
the constituting minerals properties. For a petrophysical characterization of rocks, two electrical param-
eters are relevant, specific electrical resistivity (or its inverse, conductivity) and dielectric permittivity.In
the following, the resistivity and permittivity of rocks are discussed.

Rock Components (Minerals and Pore Fluids)

Most rock-forming minerals, particularly silicates and carbonates, have very high specific resistivity (>
109 Ω m ≡ σs < 10−9 S/m) and practically are insulators. Sulfides and some oxides are conductive
minerals. They are rare in the earth’s crust. An important member of the conductive group is graphite.
The relative permittivity of most abundant rock-forming minerals are in the range 4−10. Some minerals
have higher values, such as the sulfide and oxide groups [121]. The variations of magnitude of the
electrical properties within one type or group are attributed to impurities and crystalline structures,
which also produce electrical anisotropy. Table (1.2) shows values of specific electrical resistivity and
relative permittivity of some minerals.

Among the pore fluids, water is the only effective conductor. In many cases, the ionic conduction of the
pore water is the dominant conduction mechanism in a porous or fractured rock, and the specific electrical
resistivity is controlled mainly by: (1) the chemical composition, concentration, and temperature of the
brine or electrolyte; (2) the volume fraction (porosity, saturation) and distribution of the electrolyte
in the rock. With respect to the electrical properties, there are two main types of pore fluids: (1)
Water: conducting with high permittivity εr ≈ 80 (2). Oil, gas: nonconducting with low permittivity
εr ≈ 1− 3. Gases and oil are essentially nonconductors with the specific electrical resistivity in the order
of > 109 Ω m. There also exists a distinct difference of the relative permittivity between water and other
fluids as shown in Table (1.3).

Table 1.2: Specific electrical resistivity and relative permittivity εr at radio frequencies of selected minerals (taken from
[121]).

𝜀𝑟

Ω𝑚 𝜀𝑟 Ω 𝑚 𝜀𝑟

2.0 × 1014 4.5 1.0 × 109 6.5

4.8 × 1010 8.0 1.05 × 1011 6.4

1.8 × 1011 5.48 8.3 × 1011 11.7

1.4 × 1012 5.6 1.2 × 107 10.0

4.8 × 108 6.95

7.7 × 109 6.9 5.0 × 1013 5.9

6.3 × 108 5.87

2.2 × 1012 7.6 7.7 × 1013 6.76

8.3 × 1010 6.3 1.0 × 102 25.0

1.6 × 109 9.0 1.0 × 10−4

3.2 × 107 11.8 1.0 × 10−3 33.7 − 81.0

9.0 × 1013 6.35 1.0 × 10−3 17.9

4.3 × 1013 7.46 2.6 × 1011 7.5

3.4 × 1012 8.67 1.4 × 10−5

8.3 × 109 9.3

𝜺𝒓 𝜺𝒓

𝜺𝒓 𝜺𝒓
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Table 1.3: Relative dielectric permittivity of some pore fluids, including contaminants (taken from [121]).

𝜀𝑟

Ω𝑚 𝜀𝑟 Ω 𝑚 𝜀𝑟

2.0 × 1014 4.5 1.0 × 109 6.5

4.8 × 1010 8.0 1.05 × 1011 6.4

1.8 × 1011 5.48 8.3 × 1011 11.7

1.4 × 1012 5.6 1.2 × 107 10.0

4.8 × 108 6.95

7.7 × 109 6.9 5.0 × 1013 5.9

6.3 × 108 5.87

2.2 × 1012 7.6 7.7 × 1013 6.76

8.3 × 1010 6.3 1.0 × 102 25.0

1.6 × 109 9.0 1.0 × 10−4

3.2 × 107 11.8 1.0 × 10−3 33.7 − 81.0

9.0 × 1013 6.35 1.0 × 10−3 17.9

4.3 × 1013 7.46 2.6 × 1011 7.5

3.4 × 1012 8.67 1.4 × 10−5

8.3 × 109 9.3

𝜺𝒓 𝜺𝒓

𝜺𝒓 𝜺𝒓

Specific Electrical Resistivity of Rocks

The electrical resistivity of rocks varies over many orders of magnitude. It is controlled mainly by factors
such as rock type, porosity, connectivity of pores, nature of the fluid, clay content, and metallic (or
graphite) content. The most of common rock-forming minerals are characterized by very high resistivity
(low conductivity). Comparable behavior is expected for dry rocks. In porous or fractured water-bearing
rock, the electrolytic conductivity of the water and interactions between solid and fluid components
create an enhanced electrical conductivity. Figure (1.24) gives an overview of the mean ranges of the
specific resistivity and relative permittivity of some common rock types. The dominant influence of the
pore water on the electrical properties produces a broad range of rock properties for each type, which
usually overlaps different types. If the pores or fractures contain water, two tendencies are observed:
(1) Resistivity decreases with increasing porosity and fracturing (2) Relative permittivity increases with
increasing porosity and fracturing.

Figure 1.24: Mean value ranges and tendencies for specific electrical resistivity and dielectric permittivity. The arrow
indicates the effect of water-filled pores and fractures (taken from [121]).

Dielectric Properties of Rock Constituents

Most rock-forming minerals have a relative permittivity in the order of εr = 3− 10; higher values show,
for example, sulfides and some oxides. The dielectric permittivity of water is about 80 and is temperature
dependent. This results in a strong correlation between permittivity and the water content of a rock.
Table (1.4) gives some relative permittivity for rock-forming components.

Figure (1.25) schematically shows the relative permittivity of rock components. Permittivity of rocks
and soils is of particular interest for interpretation of GPR and borehole electromagnetic propagation
measurements. Table (1.5) shows some characteristic values. It includes the propagation velocity of
electromagnetic wave and the attenuation coefficient. We note the strong influence of water content and
water conductivity upon attenuation; this originates limitations for radar penetration depth.
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Table 1.4: Relative permittivity at radio frequencies for rock-forming components (taken from [121]).

𝜀𝑟

Ω𝑚 𝜀𝑟 Ω 𝑚 𝜀𝑟

2.0 × 1014 4.5 1.0 × 109 6.5

4.8 × 1010 8.0 1.05 × 1011 6.4

1.8 × 1011 5.48 8.3 × 1011 11.7

1.4 × 1012 5.6 1.2 × 107 10.0

4.8 × 108 6.95

7.7 × 109 6.9 5.0 × 1013 5.9

6.3 × 108 5.87

2.2 × 1012 7.6 7.7 × 1013 6.76

8.3 × 1010 6.3 1.0 × 102 25.0

1.6 × 109 9.0 1.0 × 10−4

3.2 × 107 11.8 1.0 × 10−3 33.7 − 81.0

9.0 × 1013 6.35 1.0 × 10−3 17.9

4.3 × 1013 7.46 2.6 × 1011 7.5

3.4 × 1012 8.67 1.4 × 10−5

8.3 × 109 9.3

𝜺𝒓 𝜺𝒓

𝜺𝒓 𝜺𝒓

Figure 1.25: Relative permittivity of rock components (taken from [121]). The minerals and shale are assumed to be exposed
to water.

Table 1.5: Dielectric permittivity and properties of electromagnetic wave propagation in some materials (taken from [121]).

𝜺𝒓 𝒄𝒎/𝒏𝒔 𝒅𝑩/𝒎

Electrical Conductivity of Rocks

The electrical conductivity of rocks depends critically upon how current is carried through the rock.
Deep in the Earth at high temperatures, conduction occurs through the solid minerals by electronic
conduction, with minerals acting as semiconductors. In the upper crust, there are a number of ways in
which conduction occurs. The most common is through the movement of charged ions in the pore fluid
which either fully or partially saturates the pores of the rock. If the rock is composed of insulating minerals
such as silicates, mineral conduction is negligible (10−14 − 10−10 S/m). Contrarily, the conductivity of
the pore fluids, which they contain, is much larger (10−3 − 10−1 S/m). Hence, conduction takes place
exclusively through the pore fluid by the movement of charged ions. Consequently, the conductivity of
rocks is controlled by the way the pore fluids are connected throughout the rock, and this depends on
the rock’s micro-structure. In summary, the conductivity of rocks depends on: (1) Conductivity of the
fluid that occupies the pores; (2) porosity of the rock; (3) degree of the porosity saturation with fluid;
(4) connectedness of pathways available for electrical conduction. The most satisfactory expression for
conductivity of water-bearing rock is given by Archie formula [56]:

σb = a σwW
m (1.115)
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where σb is bulk conductivity of rock, σw is conductivity of electrolyte filling the pore structure, W is
volume fraction of present water in the rock, and a,m are parameters to force equation to fit the behavior
of given rock. Note that, the pore structures are complicated in general and hence difficult to describe
geometrically. Figure (1.26) shows the conductivity of several types of earth material.

Figure 1.26: Conductivity of several geomaterials (taken from [39]).

1.8 Wave Reflection and Transmission at Normal Incidence
In real-world problems, the electromagnetic fields encounter boundaries, scatterers, and other objects.
When an incident wave encounters a reflecting interface separating two half spaces, a fraction of the wave
intensity will be reflected into the first medium and remaining part will be transmitted into the second
one (Figure (1.27)). For a normal incident plane wave with the electric field of the form [see equation
(1.52)]:

Ei = x̂ E0e
−α1ze−jβ1 (1.116)

the reflected and transmitted electric fields are expressed as:

Er = x̂ρE0e
α1zejβ1 (1.117)

Et = x̂τE0e
−α2ze−jβ2 (1.118)

and those of magnetic field by:
Hi = ŷE0

η1
e−α1ze−jβ1 (1.119)

Hr = −ŷ ρE0

η1
eα1zejβ1 (1.120)
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Ht = ŷ τE0

η2
e−α2ze−jβ2 (1.121)

where ρ and τ are reflection and transmission coefficients. Magnitudes of average power carried by the
incident, reflected and transmitted waves, for a cross section of area A are expressed by:

P̄i =
∣∣Ei
∣∣2

2η1
A (1.122)

P̄r = |E
r|2

2η1
A (1.123)

P̄t = |E
t|2

2η2
A (1.124)

The reflectivity (or reflectance or power reflection coefficient) is defined as the ratio of the reflected power
to the incident power:

Γ = P̄r

P̄i
= |ρ|2 (1.125)

and, transmittivity (or transmittance or power transmission coefficient) is defined as the ratio of the
transmitted power to incident power:

T =
¯̄Pt
P̄i

= |τ |2
(
η1

η2

)
(1.126)

Conservation of power requires that the incident power equals the sum of the reflected and transmitted
powers:

P̄i = P̄r + P̄t (1.127)

that results in
Γ + T = 1 (1.128)

It is apparent that the ratio of the reflected to the incident power densities is equal to the square of
reflection coefficient magnitude. However, the ratio of the transmitted to the incident power density is
not equal to the square of the magnitude of the transmission coefficient. The transmitted field can be
greater than the incident field, meaning a transmission coefficient greater than unity. However, by the
conservation of power, the transmitted power density cannot exceed the incident power density.

1.8.1 Reflection and Transmission Coefficients
Reflection and transmission coefficients are in general complex quantities that depend on the constitutive
parameters of the two media i.e., dielectric permittivity, magnetic permeability, and electrical conduc-
tivity, the direction of wave travel (angle of incidence), and the direction of electric and magnetic fields
(wave polarization). The reflection and transmission coefficients which account for the reflected and
transmitted field can be determined by applying boundary conditions on the fields along the interface,
through enforcing continuity of the tangential components of the electric and magnetic fields across the
interface. Fallowing the expressions derived by Stratton [133], the reflection, ρ, and transmission, τ ,
coefficients for a normal incidence are of the form:

ρ = η2 − η1

η2 + η1
= µ2γ1 − µ1γ2

µ2γ1 + µ1γ2
=

√
µ2
εe2
−
√

µ1
εe1√

µ1
εe2

+
√

µ1
εe1

(1.129)

τ = 2η2
η2 + η1

= 2µ2γ1

µ2γ1 + µ1γ2
(1.130)

that are interrelated by:

τ = 1 + ρ (1.131)
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Figure 5-1 Wave reflection and transmission at normal incidence by a planar interface.

Er = âx�
bE0e+jβ1z (5-1b)

Et = âx T bE0e−jβ2z (5-1c)

where �b and T b are used here to represent, respectively, the reflection and transmission coef-
ficients at the interface. Presently these coefficients are unknowns and will be determined by
applying boundary conditions on the fields along the interface. Since the incident fields are lin-
early polarized and the reflecting surface is planar, the reflected and transmitted fields will also
be linearly polarized. Because we do not know the direction of polarization (positive or negative)
of the reflected and transmitted electric fields, they are assumed here to be in the same direc-
tion (positive) as the incident electric fields. If that is not the case, it will be corrected by the
appropriate signs on the reflection and transmission coefficients.

Using the right-hand procedure outlined in Section 4.2.1 or Maxwell’s equations 4-3 or 4-3a,
the magnetic field components corresponding to (5-1a) through (5-1c) can be written as

Hi = ây
E0

η1
e−jβ1z (5-2a)

Hr = −ây
�bE0

η1
e+jβ1z (5-2b)

Ht = ây
T bE0

η2
e−jβ2z (5-2c)

Figure 1.27: Wave reflection and transmission at normal incidence by a planar interface [5].

Note that according to equation (1.55), the intrinsic impedance of mediums is defined by η =
√
µ/εe

which is in turn a real or complex value for lossless and lossy medium. The most materials on and near
the Earth’s surface, including most common minerals, rocks, ice, and water, have magnetic permeability
approximately equals to that of free space, µ ≈ µ0, except for a small subset of minerals that are not
very abundant. Hence, magnetic permeability can be eliminated from these equations, giving rise to:

ρ = η2 − η1

η2 + η1
= γ1 − γ2

γ1 + γ2
= α1 + jβ1 − α2 − jβ2

α1 + jβ1 + α2 + jβ2
= (α1 − α2) + j (β1 − β2)

(α1 + α2) + j (β1 + β2) (1.132)

and
τ = 2η2

η2 + η1
= γ1

γ1 + γ2
(1.133)

The amplitude of reflection coefficient is expressed by:

| ρ |=

√
(α1 − α2)2 + (β1 − β2)2

(α1 + α2)2 + (β1 + β2)2 (1.134)

and power reflection coefficient, Γ, is the square of equation (1.134), Γ =| ρ |2. In addition the reflection
coefficient can be written as:

ρ =| ρ | ejφ (1.135)
where φ is the phase shift given by:

tanφ = 2 (α2β1 − α1β2)
(α2

1 + β2
1)− (α2

2 + β2
2) (1.136)

In both low-loss and high-loss cases the tangent of the phase shift angle is small. It is worth noting
that if the medium underlying the reflecting interface is a non-conductive dielectric, it needs to have a
thickness of at least λ/2 for its properties to fully determine the reflection strength. So, a radar wave
reflecting from an interface between two perfect dielectric materials is sensitive to the properties of the
sub-interface material to within about λ/2 below the interface ([143]).
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1.8.2 Radar Wave Reflection from Glacier Beds
Ice-penetrating radar represents the most successful geophysical technique in glaciology, which efficiently
yields observational constraints on fundamental properties of land ice masses on Earth and ice masses on
Mars, such as thickness, internal structures, and bed properties. Much of the success of radar imaging in
glaciology is due to the fact that glacier ice is a polycrystalline solid with either no or little liquid water
and low concentration of impurities from atmospheric deposition, e.g., sea salts and acidic impurities.
Hence, glacier ice is a poor electrical conductor and is quite transparent to electromagnetic waves over a
broad range of frequencies.

In general in nonmagnetic mediums, including glaciers, radar reflections can be caused by contrasts
in either real permittivity or conductivity of medium or both. The radar waves can typically transmit
much energy through weak englacial reflectors and provide information on deep structure. The radar
reflectivity of the ice bed offers basically the only insight from radar surveys into the nature of geologic
materials underlying ice masses. The ice-ice subsurface conditions, e.g., the presence or absence of sub-
glacial liquid water, can be deduced from the lateral and temporal variations in radar bed reflectivity. In
particular, two limiting cases of reflection coefficient in equation (1.134), assuming that the first medium
is ice (i.e., medium 1 is low loss), are examined here.

Case 1: When the medium 2 is low loss as well, i.e., σe/ε′2ω � 1, attenuation coefficient is negligible
and the reflection coefficient will be:

| ρ |=
√
ε′1 −

√
ε′2√

ε′1 +
√
ε′2

(1.137)

The reflection coefficient simplifies to a function of only permittivity of ice, ε′1, and the sub-ice geologic
material, ε′2. This is a very practical result because it agrees with a widely used form of radar reflection
coefficient in the case of an interface between two perfect dielectrics. The tangent of the phase shift angle
is always zero for the low-loss case but the phase shift angle is either zero or 180o. Accordingly the real
permittivity of subglacial can be estimated as:

ε′2 ≈ ε′1
(

1− | ρ |2
1+ | ρ |2

)2

(1.138)

Case 2: When the medium 2 is high loss i.e., σe/ε′2ω � 1, attenuation coefficient of the sub-ice
cannot be ignored and the reflection coefficient will be:

| ρ |=

√
(α1 − α2)2 + β2

2

(α1 + α2)2 + β2
2

=

√
ε′1ω −

√
2ε′1ωσe2 + σe2

ε′1ω +
√

2ε′1ωσe2 + σe2
≈

√
σe2 −

√
2ε′1ωσe2

σe2 +
√

2ε′1ωσe2
(1.139)

equation (1.139) shows that the reflection coefficient depends on angular frequency, ω, the real per-
mittivity of ice, ε′1, and effective conductivity of sub-ice material, σe2 = σs2 + ωε′′2 . Given the radar
frequency and real permittivity of ice (medium 1) the subglacial effective conductivity can be obtained
from equation (1.139):

σe2 ≈ 2ε′1ω
(

1+ | ρ |2
1− | ρ |2

)2

(1.140)

Note that transmission coefficient can be estimated through equation (1.131).
Figure (1.28) shows the full version of the amplitude reflection coefficient (equation 1.134) plotted for

the case of 5 and 500 MHz linear frequency as functions of relative permittivity and electrical conductivity
of the sub-ice material. The relative permittivity and conductivity of first medium (water ice) are
respectivelly considered 3.2 and 10−5 S/m. In ρ − σe2 plots, the horizontal line segments on the left
corresponds to the case which the sub-ice medium is a composition of lossless dielectric materials. These
line segments can be approximated by equation (1.137), which is commonly used in glaciology and GPR
studies to make inferences about the nature of geologic materials. Due to the fact that common minerals
have relatively low relative permittivity, approximately 4-10, and liquid water has very high relative
permittivity, the strength of the basal reflection coefficient is often interpreted solely as the function of
water content. This is also a common practice in GPR investigations of interfaces between sediment
layers.
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Figure 1.28: The amplitude reflection coefficient variation as a function of (left) effective conductivity and (right) relative real-
permittivity of sub-ice medium. The operating frequency is 5 MHz. For ice, the relative permittivity and electrical conductivity
of ice are assumed 3.2 and 10−5 S/m, respectively. The full version of the amplitude of reflection coefficient, equation (1.134), has
been used (modified after [143]).

In glaciology and planetary science, for instance, bright radar reflectors have been used in the search
for subglacial lakes since open water bodies beneath ice should be the most reflective subglacial materials,
at least in the low-loss regime described by equation (1.137). The plots in left panel show that starting at
electrical conductivity of about 10−3−10−2 S/m, for 5 MHZ and 0.1−1 S/m for 500 MHz the reflection
coefficient becomes increasingly more dependent on the conductivity than on the permittivity of the
sub-ice material. However, by increasing the conductivity, the reflection coefficient will be independent of
relative permittivity of subglacial materials and reaches high values. This means that high-conductivity
subglacial materials can appear at least as bright as subglacial lakes filled with fresh melt-water. Such
high-conductivity materials can include seawater or brine-saturated sediments and bedrock as well as
clay-bearing sediments or bedrock saturated with natural waters of any reasonably high conductivity
[143]. The plots in right panel show that for conductivity higher than 0.001 S/m and 0.1 S/m for 5 and
500 MHz, respectively, the reflection coefficient is high, independently of relative permittivity values.

1.8.3 Transverse Electric and Magnetic Field Modes
Electromagnetic (EM) waves are transverse vector wave fields, and can be separated into two independent
components defined by field orientation with respect to the boundary. For planar interfaces, it is common
to decompose the incident wave into components whose vector components have a compatible orientation
with respect to the boundary. These two wave fields are referred to the transverse electric field (TE) and
transverse magnetic field (TM) waves as depicted in Figure (1.29). The TE (also called Perpendicular
Polarization) wave always has its electric field perpendicular to the plane of incidence . The transverse
magnetic field (also called Parallel Polarization) has its electric field parallel to the plane of incidence.
Note that, in TM mode the magnetic field vector is perpendicular to the plane of interface. The plane of
incidence is defined as the plane containing the normal to the boundary and the direction of propagation
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of the incident wave.

Figure 1.29: EM waves are transverse vector wave fields. For any given propagation direction, two independent fields exist: (left)
one with the electric field perpendicular to plane of incidence that is called traverse electric (TE) or perpendicular polarization;
and (right) one with electric field parallel to plane of incidence that is called traverse magnetic (TM) or parallel polarization. Note
that, in TM the magnetic field vector is perpendicular to the plane of interface (Taken from [5]).

1.9 Reflection and Transmission of Multiple Interfaces
1.9.1 Reflection Coefficient of Single Slab Layers
To compute the reflectivity of such medium, the problem is modeled as a three-layer configuration. Figure
(1.30) depicts a uniform plane wave incident at a normal angle on a surface in medium 1. Part of the
incident wave is reflected at the boundary between media 1 and 2, and the remaining part crosses the
boundary and propagates down to the medium 2. The propagating wave in medium 2 is partly reflected
back up at the boundary 2-3 and partly transmitted to the medium 3. The upward propagating wave in
medium 2 will be partly reflected at the boundary 2-1 and partly transmitted into the medium 1. This
reflection process continues infinitely (multiple bounces), and each reflection causes energy loss. The
total reflection coefficient in medium 1 is equal to the amplitude sum of upward reflected electric field
in medium 1 divided by the amplitude of the incident electric field. Using the foregoing procedure for
normal wave incidence, the effective reflection coefficient of the two-layer structure (media 2 and 3) is
given by [5]:

ρ = ρ12 + ρ23e
−2γ2d

1 + ρ12 ρ23e−2γ2d
(1.141)

that is derived by using the relations:
ρ12 = −ρ21 (1.142)

τ12 = 1 + ρ12 = 1− ρ21 (1.143)

τ21 = 1 + ρ21 = 1− ρ12 (1.144)

with following definition of the terms:
ρ12: reflection coefficient at boundary 1 and 2
ρ21: reflection coefficient at boundary between medium 2 and 1
τ12: transmission coefficient from medium 1 to 2
τ21: transmission coefficient from medium 2 to 1
ρ23: reflection coefficient at boundary between medium 2 and 3
γ2: propagation constant in medium 2
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Figure 1.30: Reflection and transmission coefficients for wave propagation in dielectric slab. In the figure, the Γ presents reflection
coefficient, and T presents transmission coefficient. The lower panel illustrates the multiple reflections (Taken from [5]) .

If the magnitude of reflection coefficients are low compared to unity i.e., |ρ12| � 1 and |ρ23| � 1,
equation (1.141) can be approximated by the numerator:

ρ ≈ ρ12 + ρ23e
−2γ2d (1.145)

The equation (1.145) will be very convenient for representing the reflection coefficient of multiple interfaces
when the individual intrinsic reflection coefficients at each interface are low compared to unity (i.e., the
multiple reflections is negligible). A specific scenario of interest is a lake or ocean water surface covered
by a uniform layer of ice. In this case, Medium 1 is air, medium 2 is the intervening uniform layer of
thickness d (ice, oil, or snow), and medium 3 represents water body.

1.9.2 Reflection Coefficient of Multiple Layers
For a structure composed of N layers (Figure 1.31) each with its own thickness and constitutive parameters
which are in addition confined between two semi-infinite media, the reflection coefficient for the entire
system under normal wave incidence is approximated as [5]:

ρ ≈ ρ0 + ρ1e
−2γ1d1 + ρ2e

−2(γ1d1+γ2d2) + . . .+ ρNe
−2(γ1d1+γ2d2+...+γ2NdN ) (1.146)
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where the individual reflection coefficients are computed by:

ρi = ηi+1 − ηi
ηi+1 + ηi

, i = 0, 1, 2, . . . N (1.147)

where indexes 0 and N+1 refers to the confining semi-infinite media. The expression (1.147) is accurate
enough provided that ρi � 1.
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Figure 5-14 Normal wave propagation through N layers sandwiched between two media.

Figure 5-14, referenced at the boundary of the leading interface, can be written approximately as
[1, 8]

�in � �0 + �1e−j 2β1d1 + �2e−j 2(β1d1+β2d2) + · · · + �N e−j 2(β1d1+β2d2+ ··· +βN dN ) (5-72)

where

�0 = η1 − η0

η1 + η0
(5-72a)

�1 = η2 − η1

η2 + η1
(5-72b)

�2 = η3 − η2

η3 + η2
(5-72c)

...

�N = ηL − ηN

ηL + ηN
(5-72d)

Expression 5-72 is accurate provided that at each boundary the intrinsic reflection coefficients of
(5-72a) through (5-72d) are small in comparison to unity.

A. Quarter-Wavelength Transformer Example 5-10 demonstrated that when a lossless
dielectric slab of thickness λ20/4 at a frequency f0 is sandwiched between two lossless
semi-infinite dielectric media, the input reflection coefficient at f0 is zero provided its intrinsic
impedance η1 is equal to

η1 = √
η0ηL (5-73)

where
η1 = intrinsic impedance of dielectric slab.
η0 = intrinsic impedance of the input semi-infinite medium.
ηL = intrinsic impedance of the load semi-infinite medium.

Figure 1.31: Normal wave propagation through N layers sandwiched between two media [5].



Chapter 2

Ground Penetrating Radar in
Exploration

2.1 Introduction
There are a wide variety of geophysical methods based on electromagnetic (EM) phenomena that respond
to electrical properties of the subsurface medium (Figure (2.1)). Among them are those which use high
frequency electromagnetic waves (Radio and Radar). Ground penetrating radar (GPR) or Georadar is
a non-invasive geophysical method widely used in sedimentology, glaciology, and archaeology for high
resolution investigation of subsurface and has undergone a rapid development during the recent decades.
Particularly GPR is a very effective method to investigate the structure of snow, ice sheets and glaciers
since ice is one of the most transparent natural material in the range of radar frequencies.

between lithological differences and the geophysical

response is not to be expected.

In mineral exploration, electrical and EMmethods are

used at regional and prospect scale for direct detection

of electrically anomalous targets, in particular metal

sulphide and metal oxide mineralisation. Information

about the geometry, dimensions and electrical charac-

teristics of the sources of anomalies can be obtained.

Another common application is in mapping the internal

structure and thickness of the near-surface materials,

e.g. regolith or unconsolidated sedimentary cover. Geo-

logical mapping using airborne EM techniques is

increasing, following the continuing developments in

surveying techniques and modelling of data. Since elec-

trical methods cannot be implemented from the air,

they have a far lesser role in regional mapping. In

common with all other geophysical methods, improved

interpretational tools are being developed, mostly

based on inverse modelling (see Section 2.11.2.1), that

produce images of the subsurface distribution of the

various electrical properties. These developments have

encouraged more widespread and increasing use of the

electrical and EM methods.

There is significant overlap between electrical and EM

methods, not only in the physics and geology control-

ling the Earth’s response, but also in terms of the equip-

ment used and how the data are utilised in mineral

exploration. This chapter begins with a summary of

aspects of the physics of electricity and electromagnet-

ism required to understand and interpret geophysical

data in a geological context. This is followed by a sum-

mary of the electrical properties of geological materials,

the ultimate control on the geophysical responses. Next

is a description of some generic aspects of the in-field

measurement of electrical and EM phenomena.

Following this is a series of descriptions of the different

electrical and EM methods commonly used for minerals

exploration and geological mapping. Two less used

techniques, magnetometrics and frequency-domain

magnetotelluric electromagnetics, are described in

online Appendices 3 and 4, respectively.

Necessarily, the mathematical aspects of the electrical

and EMmethods are beyondour scope. For a comprehen-

sive treatment the reader is referred to Zhdanov and

Keller (1994). A reviewof the applicationofbothmethods

in resource exploration is provided by Meju (2002).
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including Scott et al. (1990) and Lowrie (2007).

236 Electrical and electromagnetic methods

Figure 2.1: The electromagnetic spectrum and the frequency bands used by the various geophysical methods [22].

GPR is based on electromagnetic pulse reflection method, so that a pulse of EM energy radiates from
the transmitter, propagates through the medium, and then, is reflected by physical property contrasts
(electrical interfaces) in the subsurface and finally arrives at the receiver. A reflection profiling mode
of the radar on soil over bedrock is illustrated in Figure (2.2). The recorded reflected pulse by the
subsurface creates a time-depth image (radargram) which contains information about the buried geological

45
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structures. In addition to reflection at the dielectric discontinuity, the propagating electromagnetic pulse
can be scattered by the irregularity of surface and volume inhomogeneities at the pulse wavelength scale, as
well, and will be attenuated (absorption and scattering) in medium before reaching a subsurface interfaces.
The basic constituents of a radar system are shown in Figure (2.3). The capability of subsurface sounding
radar to detect an underground dielectric discontinuity is thus strongly dependent on the medium through
which the radar pulse propagates.

Air

Soil

Rock

Anomalous

zone

Figure 2.2: Conceptual illustration of the radar being used in the reflection profiling mode on soil over bedrock (modified after
[21]).

The properties of materials underlying superficial deposits can be inferred by applying inversion
algorithms to the acquired GPR data. For this purpose, a knowledge of the electromagnetic properties
of the shallow deposits and an accurate evaluation of the signal attenuation are required to improve
the reliability of radar investigation particularly in the planetary crusts to support the interpretation of
georadar data.
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Figure 13.1 (A) Interpretation of the radargram shown in (B) produced by moving an antenna along a profile and recording the returned
signals. [C]

mode. Monostatic mode is when one antenna device is used as
both transmitter and receiver, whereas bistatic mode is when two
separate antennae are used with one serving as a transmitter and
the other as a receiver. There are specific cases (such as in wide-angle
reflection and refraction (WARR) measurements) when the bistatic
mode is advantageous over the monostatic mode. For the majority
of this chapter it can be assumed that any antennae are deployed in
monostatic mode unless indicated otherwise.

The transmitter generates a pulse of radiowaves at a frequency
determined by the characteristics of the antenna being used, at a
repetition rate of typically 50,000 times per second. The receiver
is set to scan at a fixed rate, normally up to 32 scans per second,
depending upon the system being used. Each scan lasts as long as
the total two-way travel time range, which can be set from a few
tens to several thousand nanoseconds. Each scan is displayed on
either a video screen or a graphic recorder or both. As the antenna
is moved over the ground, the received signals are displayed as
a function of their two-way travel time, i.e. the time taken from
instant of transmission to time of detection by the receiver, in the

form of a radargram. This display is analogous to a seismic section
(seismogram).

The pulse length of the transmitted radiowave should be short
enough (typically <20 ns, depending upon antenna frequency and
type) to provide resolvable reflections. It is important, therefore,
that the shape and characteristics of the transmitted radiowave
are both determinable and highly repeatable. The significance of
this point will be discussed below (see Section 13.5). The manner
in which the recorded signals are displayed is determined by the
operator; a simplified output is illustrated in Figure 13.2. Signals
with amplitudes greater than the set threshold are shown dark on the
radar section as illustrated. In some cases, it may be most suitable to
display signals as both positive and negative, or when just positive
or just negative. Displays can also be output in terms of variable
area wiggle or wiggle trace only (just as in seismic data displays).
Commonly, the more sophisticated digital recording systems display
the amplitudes of the signals according to a grey-scale or colour
menu; for example, the strongest reflections can be picked out by
the brightest colours.

Figure 2.3: Constituents of a radar system. (upper panel) A moving antenna along a profile over a subsurface structure and (lower
panel) recorded returned-signals [117].

Maxwell’s equations mathematically describe the physics of EM fields, while constitutive relationships
quantify material properties. Combining the two sets of equation builds the foundations to interpret GPR
signals quantitatively. The permittivity and conductivity are of the main interest in GPR investigation.
GPR has its most efficiency in media with low conductivity where the signal can penetrate to larger
depth. Georadar signals are commonly characterized by the bandwidth, B, to center frequency, νc, ratio
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[2]:
R = B/νc (2.1)

and every effort is made to make R as large as possible. In most GPR systems this ratio is approximately
equal to 1, and hence, GPR can be characterized by its center frequency. The GPR pulse width at half
amplitude, W , in time is directly related to the bandwidth , B, and centroid operating frequency by [2]:

W = 1/B = 1/νc (2.2)

The centroid operating frequency for a radar survey is selected based on the required spatial resolution
and depth of penetration. Depending on the objectives, if the target is small and shallow, it is better to
maximize resolution. In reality, maximizing the resolution while ensuring adequate penetration is always
an optimization problem. The center frequency of the radar system has a major impact on the depth of
penetration of the radar system. As frequency decreases, the signal attenuation in the medium decreases,
the emitted power increases, and the impact of clutter and masking the desired signals by responses from
smaller scale features are reduced [2].

2.2 Applications of GPR in Exploration
The areas of application for ground-penetrating radar are diverse [117]; (1) geological application:
Detection of natural cavities and fissures, subsidence mapping, sapping sand body geometry, sapping the
superficial deposits, soil stratigraphy mapping, slacial geological investigations, sineral exploration and
resource evaluation, fracture mapping in rock salt, location of faults and dykes; (2) Environmental
application: Mapping and monitoring pollutants within groundwater, landfill investigations including
capping effectiveness, location of buried fuel tanks and oil drums, lapping animal burrows and tree roots,
lroundwater investigations, letection of UXO; (3) Glaciological application: Ice thickness mapping,
determination of internal glacier structures, ice movement studies, detection of concealed surface and
basal glacier crevasses, mapping water conduits within glaciers, determination of thickness and type of
sea and lake ice, subglacial mass balance determination, snow stratigraphy mapping, subglacial land-
form mapping, glacial hazard assessment; (4) Archaeology application: Location of buried structures,
graves, post-holes, etc., detection and mapping of Roman roads, foundations, etc., detection of voids
(crypts, burial mounds, etc.), investigation of ancient monuments and statues; (5) Planetary explo-
ration: Detecting dielectric discontinuities associated with compositional and/or structural discontinu-
ities of planets’ subsurface allows mapping the stratigraphy, i.e., characteristic of ice or rocks distribution
vs. depth, which can be of fundamental importance to better understand the dynamics and history of
the first meters to kilometers of the subsurface.

Note that, in the conversion of radargram into a geological stratigraphy i.e., the transformation of
two way travel time in depth, the wave velocity, and hence, dielectric permittivity is the key parameter.

2.3 Medium Properties in GPR Context
Velocity, attenuation, wavelength, polarization, scattering, relaxation, and resonance are the important
properties and processes to electromagnetic wave propagation in ground penetrating radar. These proper-
ties can be extracted from the recorded responses to ground penetrating radar to describe the subsurface
and targets buried within.

Space and time distributions of material’s electromagnetic properties are mainly described in terms
of complex dielectric permittivity and complex magnetic permeability whose real and imaginary parts
account for energy storage and dissipation, respectively. In all materials, the real part is greater than
that of free space resulting in a slower velocity of propagation than free space, and the imaginary part is
non-zero that results in frequency dependence of properties.

The electrical properties of geological materials are primarily controlled by the water content. Varia-
tions in the electrical properties of soils are usually associated with changes in volumetric water content
which, in turn, give rise to radar reflections. In rocks, the radar is sensitive to changes in rock type and
water-filled or dry fractures [21]. Magnetic properties are dominated by the distribution of iron in the
ground. However, in most geological applications of GPR, electrical properties are the dominant factor
controlling GPR response, and the effect of magnetic property is negligible, and magnetic permeability,
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µ, can be assumed equal to that of free space µ0. Field polarization and scattering processes are domi-
nantly controlled by the geometric orientation and spatial distribution of contrasts in material properties
at scales of propagating pulse wavelength. Total energy, including the part converted from electrical or
magnetic to some other type e.g., thermal, chemical or mechanical energy is conserved, but the converted
energy is described in terms of electromagnetic loss (attenuation).

Antenna position across the ground can be used to accurately locate horizontal position of the tar-
gets. Velocity of traveling wave propagation can be determined from geometry of scattering that creates
hyperbola patterns in the data. Thus, distance can be calculated from the two-way travel time, and
it is often assumed that the distance is equivalent to depth. However, this is not correct for off-track
reflectors. Other physical properties such as density, porosity, and water content may be inferred through
an appropriate mixing model. The geometry of targets can be inferred from measurements for various
orientation of antenna and transmitter-receiver relative to antenna.

2.4 Responses to GPR
Without heterogeneity (i.e., variation of material properties in space and time) there will be nothing for
GPR to respond. Contrasts in material properties at the boundary between two different mediums on
the spatial scale of the wavelength of propagating electromagnetic wave cause scattering. Scattering is a
mechanism by which some of the GPR emitted energy is returned to the receiver. In general, scattering
consists of: reflection, refraction and diffraction, that in physics are defined as [91]:

1. Reflection: abrupt change in the direction of a propagating wave that strikes the boundary between
adjacent media with different electromagnetic properties (permittivity, conductivity and permeabil-
ity). The greater the contrast, the greater will be the amount of energy reflected.

2. Refraction: change in direction of a wave as it passes from one medium to another medium with
different electrical properties.

3. Diffraction: spreading of waves around obstacles. One consequence of diffraction, for example,
for light is that sharp shadows are not produced. The phenomenon is the result of interference of
spreading waves and is most pronounced when the wavelength of the radiation is comparable to the
linear dimensions of the obstacle.

Contrast at an interface or across a boundary, in terms of reflection and refraction, are often described by
Fresnel reflection and transmission coefficients as discussed in Chapter 1. This assumes sharp boundaries
between thick layers of two different materials. Sharp and thick terms are defined in the context of a
wavelength in the material. Note that, if there are no contrasts in the medium, there will be nothing
scattered to be arrive at the receiver. The objects smaller than the wavelength causes ‘clutter ’ noise on
the radar section. If there are many small objects the noise content may be dominant, and no useful
information can be extracted.

When the interface or boundary between two materials is rough at EM wavelength scales, or when
roughness at wavelength scale occurs throughout the volume of a material as well, the rough surface
and volume scattering may blur the scattered antenna pattern and blur the images. Such scattering is
very frequency-dependent and causes the loss of energy. The scattered wave at an interface behaves as
if it was radiated from another antenna at the interface. The fraction of the propagating energy that
is returned in the direction of the receiver by the scattering processes is similarly followed back to the
receiver and described in terms of the geometric spreading losses, exponential material losses, interface
scattering losses, coupling to the antenna, and antenna properties. Note that, scattering is a function of
the contrast in material properties at a boundary, the spatial scale of the contrast, angle of propagating
wave to the interface, polarization of the wave, and the wavelength of the propagating wave.

Resonance may also occur when the electromagnetic energy excites a normal mode in a metallic object
or a dielectric cavity, causing the energy to bounce back and forth along a path, re-radiating “ringing”
in the direction of the receiver. Certain distribution of properties may also create wave-guides in the
subsurface which guide electromagnetic waves.
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2.5 GPR Antenna and Signal Paths
Ground penetrating radar antennas are a metallic structure that create and detect key EM fields. The
transmit antenna translates the excitation voltage into a temporal and spatial distributed field, and the
receiving antenna detects the temporal variation of a vector component of the transmitted EM field plus
the responses, and translates it into a recordable signal [2].

The movement of charges in response to the electric field (voltage/distance) creates a current flow in
the antenna which this current flow induces a magnetic field. As the electric field varies in time, current
varies in time, as well, and consequently, the magnetic field varies in time. The time varying magnetic
field induces secondary current flow which generates secondary magnetic field. This coupling of electric
currents and magnetic fields back and forth and results in acceleration and deceleration of charges and
propagation of an electromagnetic field in medium [91]. As the electromagnetic energy propagates away
from the antenna, for the surface spreading wave the field intensity declines as the inverse of distance,
and the field intensity of propagating wave through the medium declines as the exponential of distance
and attenuation in material, as well.

The geometry of the metallic conductor in the antenna controls the current flow and thus the geometry
of the radiated electromagnetic fields. These are described as antenna properties in terms of gain,
efficiency, directivity, aperture and impedance. In the immediate vicinity of the antenna, the field pattern
and propagation behavior are different than those far away from the antenna. These are called near field
and far field zones. The approximate boundary between near field and far field zones at a distance is
related to the size and geometry of the antenna and wavelength of electromagnetic field [91]. Efficient field
generation and detection requires finite size of antennas. In frequency-domain terminology, the antenna
dimension must be commensurate with the wavelength of the signals. The preferred antennas for GPR
have short electric dipoles (or small magnetic dipoles). By making these antennas as small as possible,
without totally eliminating efficiency, a fair degree of accuracy and invariant behavior can be achieved
[2]. A shield is a container which encloses the antenna. The purpose of shielding is to selectively enhance
some signals and suppress others. The main objectives of the shield are:

1. maximize the energy to/and from the subsurface target

2. minimize the direct transmitter to receiver energy

3. minimize the coupling with the signals in the air

4. minimize environmental EM noise as indicated by signals

Shielded antennas are most common for higher-frequency GPR systems (typically above 100 MHz) where
antennas are smaller. Shielding is never perfect, and even with the most ideal shield, spurious signal
leakage can occur. Antenna shielding may have some disadvantageous, for example, shielding can generate
repeated large signals [2].

On the ground, GPR signals can travel along several paths from transmitter to receiver as shown
in Figure (2.4). The relative importance of each path depends on the target depth, the separation
between the transmitter and receiver, and elevation of the transmitter-receiver. In most GPR cases,
the transmitter-receiver separation is small and the predominant paths are a, b, and c in Figure (2.4).
Paths d and e are also important if both the transmitter and receiver are far from the target, even if the
transmitter and receiver are close together.

2.6 Energy Loss
Several factors result in a decrease of EM pulse energy as it propagates through the subsurface media. A
main cause of energy loss is the absorption that is a complex function of the electromagnetic properties
of the media through which the radar signal is traveling. Absorption transfers the electromagnetic
energy into heat. Scattering results in energy loss as well. The emitted signals in a medium encounter
heterogeneous electrical and magnetic properties on many scales. The objects with dimensions of the
same order as the wavelength of radar signal will scatter energy randomly. Scattering by the objects with
a dimension smaller than the pulse wavelength is called Rayleigh scattering that causes clutter noise on
the radar section. Where the objects are large enough relative to the radar wavelength, they may give rise
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Figure 2.4: The possible paths from transmitter to receiver. The dominant paths are those presented in a, b and c [2].

to point diffraction. These phenomena disperse the signal energy but also provide evidence of presence
such objects. In addition, the reflection and transmission from each interface causes energy loss, and the
loss occurs each time when radiowaves pass through a boundary. Further, the signal energy is lost by the
geometric spreading of the energy. As the radar signals travel away from the transmitter, the geometric
spreading, approximately at a rate of 1/r2, causes a reduction in energy per unit area, where r is the
traveled distance.

In summary, as presented in Figure (2.5), the total loss includes five terms [117]: (1) antenna losses;
(2) transmission losses between the interfaces including air-ground; (3) losses caused by the geometric
spreading of the radar signal; (4) absorption within the medium that depends on the medium’s elec-
tromagnetic properties, and (5) scattering of the propagating signal by the targets. A more detailed
explanation of absorption (intrinsic) and scattering attenuation follows.

2.6.1 Absorption (Intrinsic) Attenuation
In alternating electric fields, a dielectric material is often characterized by its dielectric loss that leads
to conversion of a fraction of electrical energy to heat. The absorption attenuation occurs as the result
of two processes (assuming nonmagnetic materials): (1) conduction current that depends on the electric
field itself and (2) polarization or displacement current that depends on the rate of electric field changes.

Because dielectric materials always possess some degree of conductivity, absorption loss is observed
both in direct current flow and in alternating fields. For direct current flow, intrinsic loss depends only
on the conductivity, but in alternating fields loss takes place with displacement currents and depends
on the relaxation time for the polarization and the frequency range. Polarization by electron and ion
displacement takes place in a very short time, 10−14 − 10−15 and 10−12 − 10−13 s, respectively. Thus,
loss from this type of polarization does not occur at radio frequencies. The time required for relaxation
polarization to take place is considerably longer [99].

The displacement currents [ωε′E in equation (1.74)], which are what attributing the imaginary as-
pect of displacement component of total current, are out of phase with the applied electric field and
consequently with conduction currents [(σs + ωε′′) E in equation (1.74)] by π/2 rad. The intrinsic at-
tenuation is commonly described by loss tangent, tanδ, that is defined as the ratio of conduction to
displacement currents in a material. The phase angle, φ, between total current density and the electric
field is determined through φ = δ − π/2 (Figure (2.6)).
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Figure 13.4 Processes that lead to reduction in signal strength.

Box 13.3 Energy loss and attenuation

If the peak electric field strength on transmission is E0 and at
a distance x away it has reduced to Ex, the ratio of the two
amplitudes is given by:

E 0/E x = exp(−αx)

where α is the attenuation coefficient;

α = ω

{[µε

2

] [(
1 + σ2

ω2ε2

)1/2

− 1

]}1/2

where ω = 2πf where f is the frequency (Hz), µ is the magnetic
permeability (4π× 10−7 H/m), (σ is the bulk conductivity at the
given frequency (S/m), and ε is the dielectric permittivity where
ε = εr × 8.85 × 10−12 F/m and εr is the bulk relative dielectric
constant. The formula is valid for non-magnetic materials only.
The term (σ/ωε) above is equivalent to the loss factor (P), such
that:

P = σ/ωε = tan D .

Also, skin depth(δ) = 1/α.When tan D � 1, δ = (2/σ)(ε/ρ)1/2.

Numerically : δ = (5.31
√

εr)/σ, where σ is in mS/m.

Using the final term for the skin depth, and substituting typical
values for seawater, it can be seen that the skin depth in seawater is
only 1 cm, and for wet clay it is only 0.3 m. Where fresh dry rock
is encountered, the conductivity term decreases substantially and
hence the skin depth increases, and much greater depth penetration
is likely. The variation in skin depth is shown in Figure 13.5 as a
function of ground resistivity at the extremes of expected in situ
relative dielectric constants (McCann et al., 1988).

It is important to remember that the simplified version of skin
depth is valid only when the loss factor is considerably less than
one. In order to determine when such conditions are valid, the
graph shown in Figure 13.6 should be used. The figure shows the
theoretical conductivity values (in mS/m) when the loss factor is
equal to one. Thus the observed conductivity for the condition of
being much less than unity to apply should be of the order of 0.05
of the theoretical conductivity. For example, if the observed true
conductivity is 15 mS/m, then the loss factor needs to be considered
in its full form in all cases other than when a 900 MHz antenna is
being used, as long as the relative dielectric constant is greater than
or equal to six. If the full form of the attenuation factor is not used
under these circumstances, the derived value of skin depth will be
overestimated.

It should be noted that the skin depth does not equate to the
depth of penetration of the ground radar. To determine radar range,
instrumental factors also need to be taken into consideration in

Figure 2.5: The factors that lead to reduction in propagating signal strength [117].
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Figure 2.6: Vector diagrams for current density and electric field intensity in a dielectric. The quantity tanδ describes the intrinsic
attenuation (absorption).

2.6.2 Scattering Attenuation
The presence of small heterogeneities (scatters) in medium properties generates weak or undetectable
responses. However, such scatters can have a prominent impact on the propagating wave. In effect, the
heterogeneities dissipate the wave energy by scattering it in all directions. The scattered energy depends
on the heterogeneity of the medium and the roughness of targets or reflectors in the medium. Each
heterogeneities can become a transmitter of a part of the incident energy. By increasing the frequency,
scattering from small-scale heterogeneity increases. The scattering attenuation coefficient depends on the
number of scatters per unit of volume, N , and cross section of scatters, Cs [1]:

αs = NCs
2 (2.3)

Due to cross section frequency-despondency, the scattering attenuation coefficient is very frequency-
dependent and can significantly attenuates propagating electromagnetic waves. The Rayleigh scattering
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cross section of a pulse is expressed as:
Cs = ca6ν4 (2.4)

where c is a constant with units of 1/(m4Hz4), a indicates the sphere radius, and ν is the pulse frequency.
Volume scattering becomes prominent in ice because the absorption attenuation is too small in cold ice
medium. In the medium with a large number of small scatters (in comparison with wavelength), the
scattering is described as the reflection of the wave in random and not expected directions. Contrarily,
the large size targets can be considered as planar reflectors. Figure (2.7) schematically presents the
incident pulse scattering by heterogeneity.

Scattering attenuation is very frequency-dependent; examining the response of
small scatters referred to as Rayleigh scattering is informative. The Rayleigh
scattering cross section of a pulse is expressed as follows:

A=Ca6f 4 ð1:34Þ
where C is a constant with units of 1/m4 Hz4, a is the sphere radius, and f is the
frequency.

Scattering attenuation must be added to the ohmic or material loss attenuation
to determine the full attenuation the GPR signal will see as it travels through a
heterogeneous lossy dielectric medium.

�total =�ohmicþ�scattering ð1:35Þ
The effect of volume scattering was recognized very early by the radio
echo sounding community (see Davis, 1973, Watts and England, 1976) as a
limiting factor in temperate ice sounding. Volume scattering is more important in
ice because the ohmic attention is much smaller than in most soil and rock
materials.

1.4. SIGNAL MEASUREMENT

Ground penetrating radar systems are conceptually simple; the objective is to
measure field amplitude versus time after excitation. The heart of a GPR system
(Figure 1.12) is the timing unit, which controls the generation and detection of
signals. Most GPRs operate in the time domain; however, frequency domain
measurements are now being used to synthesize the time domain response. Since
time of flight and seismic-like records are most easily understood and most com-
monly used in GPR, discussion here will be in the time domain, which applies
whether signals are measured directly in time or synthesized.

Incident signal Transmitted signal

Signal scattered by small
heterogenities

Figure 1.11 Ground penetrating radar (GPR) signals are scattered by heterogeneities in
material properties, which reduce the transmitted signals.
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Figure 2.7: Scattering of GPR incident pulse by heterogeneity in material properties.

Radar Scattering from Surface

Electromagnetically, the roughness of a surface is measured relative to the EM wave wavelength λ . For
a surface with rms height s, the electromagnetic roughness ks is defined by [145]:

ks = 2π
λ
s (2.5)

The Rayleigh roughness criterion describes the condition that a surface electromagnetically can be con-
sidered smooth. Figure (2.8) geometrically shows two rays incident normally upon a surface. If the
surface was perfectly flat, the electric field of the two reflected rays would have been in-phase. However,
since the rough surface is higher at point B than at point A by a height h, the field of the ray reflected
from point B travels a shorter distance by 2h with the phase difference of ∆φ = 2kh where k = 2π/λ is
the wavenumber and λ is the wavelength of incident wave. For oblique incidence at angle θ as shown in
Figure (2.8) the phase difference will be given by ∆φ = 2kh cos θ. According to the Rayleigh roughness
criterion the surface is smooth if:

∆φ < π/2 (2.6)
or equivalently

h <
λ

8 cos θ (2.7)

For a random surface with the rms surface-height s, the Rayleigh criterion can be written as:

s <
λ

8 cos θ (2.8)

and ks < 0.8 if θ = 0.
Figure (2.9) depicts the scattering patterns for three surfaces with varying degrees of electromagnetic

roughness. The pattern for the perfectly smooth surface is essentially a delta function, as shown in Figure
(2.9, left). The component of the scattering pattern along the specular direction is called the coherent
component because the reflected wave has a uniform phase front. The scattering pattern of the perfectly
smooth surface consists of only a coherent component. If the surface is slightly rough with ks on the
order of 0.1, the scattering pattern will be dominated by the coherent component along the specular
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direction, as shown in Figure (2.9, right), but the pattern also includes non-coherent components along
all other directions. If the surface roughness is increased to ks > 2, the coherent component becomes
negligibly small and the non-coherent component becomes dominant along all directions, including the
specular direction (Figure 2.9, lower panel).

The back-scattered signal arrived at the receiver is a result of either surface scattering, volume scat-
tering or some combination of both. Figure (2.10, left) schematically presents surface scattering by an
air-soil interface which may be the result of (1) single-scattering by facets oriented such that their surface
normal points towards the radar, (2) multiple scattering involving reflections by multiple facets, or (3)
resonant effects with particular sinusoidal components of the surface shape [145]. A vegetation canopy
in Figure (2.10, middle) is considered as a volume-scattering medium because the layer between the
soil surface and top of the canopy contains many individual scatters in the form of leaves, needles, and
branches. The back scattering from vegetation often includes a component due to scattering by the soil
surface as well as multiple scattering involving both the soil surface and the canopy constituents. Figure
(2.10, right) displays a three layer configuration which snow layer covers a soil surface. In this case, the
back-scatter generally includes: scattering by the upper surface (air-snow interface), volume scattering
by the ice crystals within the snow background; surface scattering by the snow-soil interface; and multiple
scattering due to two interfaces and the snow volume between them.

10-3 Surface-Scattering Models 427
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Figure 2.8: (a) normal incidence,(b) oblique incidence [145].
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Figure 5-30: The bistatic-scattering pattern consists of
a coherent component along the specular direction and
a noncoherent component along all directions. For a
perfectly smooth surface, only the coherent component
exists, and at the opposite extreme, for a very rough
surface the coherent component becomes negligibly
small in comparison with the noncoherent component.

Figure 2.9: The bistatic-scattering pattern consists of a coherent component along the specular direction and a non-coherent
component along all directions. For a perfectly smooth surface, only the coherent component exists, and at the opposite extreme,
for a very rough surface the coherent component becomes negligibly small in comparison with the non-coherent component [145].



2.7. RESOLUTION AND RADAR RANGE EQUATION 54

Air

Air

Snow

Soil

Incident
signal

Single
scattering

Multiple
scattering

Soil

Figure 2.10: Scattering from (left) random surface, (middle) vegetation canopy, (right) snow-covered soil [145].

2.7 Resolution and Radar Range Equation
2.7.1 Radial and Lateral Resolution
Resolution indicates how precisely the position and geometrical attributes of a target such as size, shape,
and thickness can be extracted. Resolution for GPR has two components: (1) depth or range resolution
and (2) lateral or angular resolution. For GPR, maximum penetration depth corresponds to the maximum
depth at which a buried target can be detected, and depth resolution is the minimum detectable separation
in depth between two buried targets [21] [Figure (2.11)]. The spatial resolution can be dealt with in term
of transmitted pulse separation that gives rise to the radial resolution of [2]:

∆r ≥ WV

4 (2.9)

and the lateral resolution:
∆l ≥

√
rWV

2 (2.10)

where r is the distance to the source, and W is the pulse width at half amplitude, and V is velocity
of pulse. The depth resolution length is independent of distance from the source, however, at larger
distances, it is affected by pulse dispersion and attenuation. The resolution is increased as the bandwidth
is increased, and this usually requires that the center frequency of the radar increases. There must be a
compromise between range and resolution for GPR systems.

The result is

RTE =
Y1 � cos �1 � Y2 � cos �2
Y1 � cos �1þY2 � cos �2 ð1:23Þ

RTM =
Z1 � cos �1 � Z2 � cos �2
Z1 � cos �1þZ2 � cos �2 ð1:24Þ

and

TTE= 1þRTE ð1:25Þ
TTM= 1þRTM ð1:26Þ

where Zi and Yi are the impedances and admittances (Yi= 1/Zi) of the ith material.
The critical factor is that an EM impedance contrast must exist for there to be a
response.

When the EM wave is vertically incident on the interface (�1= �2= 0�), there is
no distinction between a TE and a TM wave, and the TE and TM reflection
coefficients become identical (for the field components).

1.3.4. Resolution and zone of influence

Given that GPR detects objects at a distance, how accurately can the object be
located and what degree of information can be extracted about the geometry of the
object? Resolution indicates the limit of certainty in determining the position and
the geometrical attributes of a target (such as the size, shape, and thickness) and is
controlled by the observation process.

Ground penetrating radar resolution consists of two components, namely the
longitudinal (range or depth) resolution length and the lateral (angular or sideways
displacement) resolution length as depicted in Figure 1.9.

Range
resolution

T
R

Lateral or angular
resolution

Δr

ΔI

Figure 1.9 Resolution for ground penetrating radar (GPR) divides into two parts, namely
range resolution and lateral (or angular) resolution.
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Figure 2.11: Resolution for GPR divides into two parts; namely, range resolution and lateral (or angular) resolution [2].

2.7.2 Radar Range Equation
The radar range equation (RRE) is used to estimate the maximum range at which targets can be detected
for the given geologic material properties, attenuation characteristics and system parameters. The choice
of radar equation for radar sounding analysis, and radar in general, has important implications for
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scientific interpretation of radar echoes. Radar signal range in the ground is affected by a number of
factors, including: radar system performance, attenuation, and the reflection properties at a boundary
where the electrical properties vary. Therefore, even though there is one fundamental radar equation,
it will take different forms depending on the properties of the target and source geometry. These forms
explain different aspects of the problem and highlight sensitivity to certain parameters, such as the
exponent of geometric power fall-off or the origin of certain multiplying constants. Haynes [47] presents a
comprehensive treatment of radar equations for low-frequency radar sounding and radar in general that
emphasizes different targets and sources geometries.

One such equation that relates the received-signal power, Pr, to transmitted signal power, Ps, is
mathematically expressed as [3]:

Pr = ξtξrGtGr gCs
V 2

4πν2
e−4αL

16π2L4Ps (2.11)

where the parameters are:

Pr: Received signal power
ξt: Transmitter antenna efficiency
ξr: Receiver antenna efficiency
Gt: Transmitter antenna gain
Gr: Receiver antenna gain
g: Back-scatter gain of target
Cs: Target scattering cross section area
ν: Frequency
α: Attenuation coefficient of medium (absorption and scattering)
V : Propagation velocity in medium
L: Target distance; and L4 presents spherical spreading loss
Ps: Source signal power

The system performance is defined as the ratio of the minimum received-signal power, Prmin , to the
transmitted signal power, Ps, given by Q = Prmin/Ps.

Smooth, plane specular reflector: The power returned by a smooth specular reflector [Figure
(2.12), left] is reduced by power reflection coefficient, Γ, (equation (1.125)) of the interface radiating
upwards from a distance twice as far away as the boundary. Thus, the back-scatter gain and scattering
cross-section product is:

gCs = πL2Γ (2.12)

therefore, the received power is:

Pr = ξtξrGtGrΓ
V 2

64π2ν2
e−4αL

L2 Ps (2.13)

Rough, plane specular reflector: For a rough, specular reflector the return power is not simply
calculated. The cross-sectional area of the target is estimated by the area of the first Fresnel zone [Figure
(2.12), right]. The first Fresnel zone is an area of the surface for which reflected signals travel a path
with the length less than L+ λ

4 where L is the normal distance to the plane, and λ is the wavelength of
signal in the medium. The effective radius of the circular area on the target is:

r =

√(
L+ λ

4

)2
− L2 (2.14)

and the area of the first Fresnel zone is:

Cs = πr2 = π

(
λ2

16 + λL

2

)
(2.15)
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for L� λ

Cs '
πλL

2 (2.16)

and
gCs '

πλLΓ
2 = πLΓV

2ν (2.17)

then, the received power will be:

Pr = ξtξrGtGrΓ
V 3

128π2ν3
e−4αL

L3 Ps (2.18)
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Figure 2.12: Reflection from planar boundary. (left) a smooth planar boundary and (right) a rough planar boundary [3].

Point target: In general gCs is a complicated function of frequency and angle of illumination. For
most computational purposes, it is necessary to specify gCs from detailed knowledge of the specific point
target under consideration. For some special applications, the Rayleigh law of scattering is useful [see
equation (2.4)]. A conducting sphere with radius, a, which is much less than the wavelength of the
exciting signal has an effective cross-sectional area and backscatter gain:

gCs = 64π5a6ν4

V 4 (2.19)

The Rayleigh scattering law demonstrates the strong frequency dependence of the gCs. Finally, the
received power is expressed by:

Pr = ξtξrGtGr
π2a6ν2

V 2
e−4αL

L4 Ps (2.20)

2.8 Glacier Radar Sounding
Radio-echo sounding (RES) is a proven tool for characterizing the geometry, internal structure and
environment of ice sheets and glaciers. A deep ice sounding usually uses frequencies between 1 and 300
MHz. Radar sounding of glacier characteristics can be measured from aircraft and from moving surface
vehicles. Radar sounding has the following physical basis: a short electromagnetic pulse is emitted by an
antenna mounted on a platform moving over the glacier surface. The pulse penetrates the glacier and is
reflected by inhomogeneities in the ice and by the bedrock, and finally an echo returns to the antenna.
The ice thickness, depths of reflecting interfaces, and mean glacier temperatures and velocities can be
determined by the analysis of the pulse travel time in the ice [9].

Glaciers, as geophysical objects, have a very complex structure that depends on the physical condi-
tions of their formation, such as precipitation cycles, climate and weather changes, and snow and firn



2.9. PLANETARY RADAR SOUNDING: GENERAL ASPECTS 57

metamorphism. As glaciers move over bedrock, they may entrap rocks, resulting in moraines layer forma-
tion. Further, irregular glacier movement disturbs the continuity of the ice, resulting in the formation of
deep cracks, fractures, and voids. Thus, the inhomogeneity of glacial ice is caused not only by variations
in the ice itself, but also by moraine intrusions, air bubbles, and sometimes liquid water. Ambient air
temperatures, solar radiation, and the thermodynamic interaction with the underlying bedrock determine
the temperature distribution in the glacier [9].

Glacial ice is a nonmagnetic (µice ≈ µ0) dielectric, and its electrical properties can be described by
only a complex permittivity. For glacial ice tan δ � 1, thus it is a low loss medium. By measuring the
two-way travel time of propagating electromagnetic wave, ∆τ , it is possible to calculate the ice thickness:

h = 1
2Vice ∆τ (2.21)

where Vice is speed of the electromagnetic wave in ice, that is obtained from permittivity of ice. The
electromagnetic wave loses energy as it travels through the ice, so the returning echo is smaller than the
transmitted pulse. The total change in power of the signal during its travel to the bedrock and back to
the receiver is described by [9]:

NT = NG +NR +Nφ +NS +NA +NP (2.22)

where: NG is geometrical spreading loss, NR losses due to reflection from interfaces, Nφ changes in signal
strength due to focusing effects, NS losses due to scattering, NA losses due to signal absorption in ice
and NP apparent losses due to rotation in polarization of the received signal relative to the orientation
of the receiving antenna.

The spatial variation in glacial ice’s physical properties is considerable, and the largest changes of wave
amplitude occur within the body of the glacier that are caused by changes in ice density, temperature and
liquid water content. The variation of electrical parameters between different layers and the boundary
geometry of those layers are the most important features for radar sounding of glaciers. Generally, an
ice sheet or glacier can be described using a model consists of multiple homogeneous layers having flat
interfaces with varying thickness and permittivity. The pulse duration to be used is determined by the
system resolution required, i.e., it depends on the distance between the interfaces to be measured. For
example, if the thickness resolution is 10 m, the duration of sounding pulse should not exceed 0.1 µs.
The choice of operating frequency for a particular purpose is determined by: the conditions of wave
propagation in the ice, the desired rise time of the sounding pulse, and limitations of the platform upon
which the system is mounted.

2.9 Planetary Radar Sounding: General Aspects
The platforms for planetary studies by radar system can be stationary on the earth surface or transmitter
and/or the receiver onboard a spacecraft orbiting or passing on a planetary object. The spaceborne
radar systems are classified in two categories: (1) imaging radar (also known as Synthetic Aperture
Radar (SAR)); and (2) sounding radar. One or both have been utilized to observe planetary surfaces
and subsurface with great success, at the Moon, Venus, Mars, and Titan. The two techniques use the
same basic principle of monostatic (colocated transmitter and receiver) radar, but differ in geometry of
observation, choice of frequency and bandwidth, and data processing algorithms. In this study we only
consider sounding radar [110].

Planetary radar exploration (e.g., Moon, Mars, Venus, Galilean satellites of Jupiter) is based on
transmitting a radio signal toward the target and then receiving and analyzing the echos. Radar has been
widely used in planetary studies for decades ([110] and the reference there in). In planetary exploration
the application of radar data can be of a priority interest since: (1) planetary shallow crusts are generally
dry and cold which minimizes the attenuation and dispersion of the electromagnetic waves, and (2) radar
measurements do not require a physical contact between antenna and soil. These critical properties
enable radar application to investigate much deeper subsurface of bodies in the solar system.
The planetary crusts that are aimed to be explored by radar sounders can be divided in two groups:
(1) rocky materials such as those found on the Moon, Mars, Venus, and asteroids. Regolith, basalt,
hydrated salts, dry clay, and meteorites are studied to simulate this type of materials. (2) icy materials
such as those in lunar cold traps and on Martian polar caps, Europa, Ganymede, and comets. Water
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ice, CO2 ice, ice-dust mixtures, and saline ice are usually considered good analogues for the this group.
As in terrestrial samples, dielectric properties of planetary materials depend on density (porosity), water
content and salinity, mineral composition (oxides content), temperature, and frequency.
To maximize the penetrating depth, longer wavelengths are used in sounding radar. Sounding radar
frequency are typically in the range of 3 to 100 MHz. Antennas operating at such frequencies are
quite large with a simple design, such as a dipole, to have a reasonably low mass to be installed on a
spacecraft. Note that, on Earth, deep penetration of high-frequency radio waves, i.e., on the order of a
few kilometers, has been extensively reported only through the Greenland and Antarctic ice sheets (e.g.,
[126], [25]). Similarly, dry and cold geological materials forming the outer shells of rocky and icy planets
and satellites are also favorable environments for deep radio wave propagation.

The resulting data of radar sounding of planetary bodies is a two-dimensional image known as a
radargram with the dimensions of along-track and time-delay which depends on the penetrating depth.
Bright returns in a radargram indicate strong contrasts in the dielectric properties of materials at geologic
interfaces and can provide geometric information that reveals subsurface structure. Sounding radar
receives the back scattered echoes from the nadir direction, which includes the surface of terrain directly
beneath the sensor. The first arrival echoes are attributed to the surface, and the later echoes may result
from the signal encountering interfaces between subsurface layers of contrasting permittivity.

Echoes arising from cross-track surface topography may overprint echoes from the nadir subsurface
that arrive with the same time delay, so making interpretation more challenging. In some cases, the
cross-track clutter obscures subsurface echoes so that separating them is impossible. A common solution
is to use digital elevation data, if available, to generate a synthetic radargram that could simulate the
apparent position and intensity of echoes from cross-track clutter [110].

Six orbiting radar sounders and five GPRs mounted on rovers/landers have been employed so far to
explore the Moon, Mars, and comet 67P/GC. Planned missions to the icy moons of Jupiter will also
depend heavily on radar sounders to detect evidence of an internal ocean on Europa and to understand
the habitability conditions on Europa, Ganymede, and Callisto. In the next sections, radar sounding of
the Moon and Mars and Jupiter icy moons is over viewed. In particular, in Chapter 6 some acquired
radar data sets on Moon and Mars are analyzed in detail to estimate the attenuation of the explored
subsurface.

2.9.1 Overview of Mars Radar-Missions
Radar sounding of the Mars subsurface provided evidence for the presence of ice and potentially liquid
water near the surface. One particular focus of investigations, since 2005, has been the search for basal
liquid water in the south polar layered deposits (SPLD).

Mars Advanced Radar for Subsurface and Ionospheric Sounding (MARSIS)

The Polar Layer Deposit (PLD) have proven to be ideal targets for radar sounding. The European Space
Agency (ESA) selected a multifrequency coherent orbiting radar, known as Mars Advanced Radar for
Subsurface and Ionospheric Sounding (MARSIS) ([108], [109], [54]), to fly on the Mars Express mission
in 2005. MARSIS uses a complex multi-frequency sounder, with modes for subsurface and ionospheric
sounding. In the subsurface mode, MARSIS transmits a series of radar pulses, that is, a chirp with
duration 250 µs and is linearly modulated in frequency over a bandwidth B = 1 MHz. The central
frequency of the chirp is selected among 4 different values, 1.8, 3, 4 and 5 MHz. The choice of the central
frequency is made according to the predicted Solar Zenith Angle (SZA), in order to ensure that the
working chirp frequency is above the cut off plasma frequency characterizing the local Mars ionosphere.
The antenna system consists of a main two-element dipole that was 40 m in length, and a secondary
receiver-only monopole antenna for identifying off-nadir clutter in the subsurface modes (Figure (2.13)).

MARSIS was able to penetrate almost 4 km of the Martian surface in the south polar region, detect-
ing the interface between bottom of the polar deposits and the bedrock [111]. Because of the surface
smoothness in the investigated area, topographic roughness is well below the MARSIS wavelength and
scattering is almost fully coherent. Under these conditions, the size of the MARSIS footprint is well
approximated by the first Fresnel zone. The radius of this zone ranges between 3 and 5 km, depending
on satellite altitude and frequency.
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The objectives of MARSIS subsurface mission were: (1) to detect, map, and characterize interfaces
related to water, both liquid and solid, in the subsurface of Martian crust; (2) to detect geologic interfaces
and characterize the surface for roughness and radar properties ([97], [69], [96], [68]). The ionospheric
mode was intended to measure ionospheric properties that might affect the subsurface signals, and to
study the characteristics of the ionosphere itself.

Figure 2.13: MARSIS antenna configuration on Mars Express.

SHAllow RADar (SHARAD)

SHAllow RADar (SHARAD) is a subsurface sounding radar provided by ASI (Agenzia Spaziale Italiana,
the Italian Space Agency) as a Facility Instrument to the NASA’s 2005 Mars Reconnaissance Orbiter
(MRO) mission (launched in 2005) for the characterization of the upper kilometers of the Martian surface
[123], [124]. The SHARAD was carried on NASA’s Mars Reconnaissance Orbiter, which arrived at Mars
in 2006. SHARAD operates at a central frequency of 20 MHz, with a 10 MHz bandwidth that provides a
range resolution of 15 m in free space. SHARAD was intended to obtain higher resolution sounding data,
using a higher frequency, at the expense of deep penetration capability. The higher vertical resolution
of SHARAD allowed the delineation of fine structure of PLD, and provided evidence for the sequence of
events responsible for the evolution of the PLD. The primary objective of the SHARAD is to map, in
selected locales, dielectric interfaces to several hundred meters depth in the Martian subsurface and to
produce a detailed picture of the shallow stratigraphy [124].

Figure 31.2 Radar images of Mars. (a) An Arecibo image of mid-latitudes of Mars, where high-
backscatter surfaces are primarily younger rough lava flows. (Image courtesy of Smithsonian
Institution.) Data appear in Harmon et al. (2012). (b) SHARAD (top) and MARSIS (middle)
radargrams and ground track are shown on shaded relief topography (bottom) of the north polar
plateau of Mars. The radargrams have been corrected for the speed of radio waves in ice for all points
below the nadir ground track surface echo. MARSIS detects the basal interface across the entire width
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Figure 2.14: SHARAD (top) and MARSIS (middle) radargrams and ground track are shown on shaded relief topography (bottom)
of the north polar plateau of Mars. The radargrams have been corrected for the speed of radio waves in ice for all points below the
nadir ground track surface echo (taken from [110]).

Independent of any ability to directly detect water or ice, SHARAD was expected to collect signif-
icant new scientific data available toward addressing critical scientific problems on Mars, including the
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existence and distribution of buried paleo-channels, subsurface layering, an improved understanding of
the electromagnetic properties of the “stealth” region, insights into the nature of patterned ground, and
other morphologies that suggest the presence of water at present or in the past. Thus MARSIS and
SHARAD provide a complementary view into the subsurface of Mars (Figure (2.14)).

MOSIR and RoPeR

Tianwen-1 is China’s first Mars mission that was launched on 23 July 2020. There are 13 scientific
payloads on Tianwen-1, 7 payloads on the orbiter, and 6 payloads on the rover. The rover that is called
Zhurong has landed in Utopia Planitia in Mars’s northern Hemisphere, a topographically transitional
region between the southern and northern highlands. It is expected that Tianwen-1 will contribute
significantly to advance our scientific knowledge of Mars.

Mars Orbiter Scientific Investigation Radar (MOSIR) is a payload on the orbiter. The MOSIR uses
two frequency channels, 10 − 20 MHz and 30 − 50, MHz and has wide-band dipole antennas. The de-
tection depth, depending on the dielectric properties of the subsurface material is ∼ 100− 1000 m. The
instrument can work in HH (horizontal transmission–horizontal reception) and HV (horizontal trans-
mission–vertical reception) polarization modes. MOSIR uses linear frequency modulation techniques for
pulse compression. The scientific objective of MOSIR is to survey the characteristics and distribution of
soil and structures of Martian subsurface, survey the subsurface in search for ice and liquid water, and
estimate the ionospheric total electron content.

Mars Rover Penetrating Radar (RoPeR) payload on the Zhurong rover, is equipped with a high and
a low frequency channel with the central frequency of 1300 MHz and 55 MHz, and bandwidth 450− 2150
MHz and 15 − 95 MHz, respectively. The detection depth, depending on the dielectric properties of
subsurface material, is approximately 3− 10 m and 10− 100 m with a vertical resolution of 1 cm and 1
m, respectively. The scientific objective of RoPeR is to explore the soil structure of the Mars in roving
area and to search for water ice. The radar transmitting signal is a kind of linear frequency modulation.
Figure (2.15) illustrates the position of payloads on the orbiter and rover of Tianwen-1.

Radar Imager for Mars’ Subsurface Experiment (RIMFAX)

Radar Imager for Mars’ Subsurface Experiment (RIMFAX) is a part of the payload for NASA’s Mars’
2020 Perseverance Rover, which landed at in Jezero crater in February [45], [32]. RIMFAX is a Frequency
Modulated Continuous Wave (FMCW) radar, which transmits a signal in a range of frequencies, rather
than a single wide-band pulse. The operating frequency range of 150–1200 MHz covers the typical
frequencies of GPR used in geology. In general, the full bandwidth (with effective center frequency of 675
MHz) will be used for shallow imaging down to several meters, and a reduced bandwidth of the lower
frequencies (center frequency 375 MHz) will be used for imaging deeper structures. RIMFAX provides
the capability for the rover investigations of Mars to image the shallow subsurface under the rover. The
principal goals of the RIMFAX is to investigate the subsurface structure, and to provide information
regarding subsurface composition and dielectric properties of Jezero crater, given that the river delta to
be studied at this site is a prime target to look for signs of past life/habitable environments. Figure
(2.16) schematically presents the sites where the rovers of various mission landed on the Mars.

The performance of RIMFAX, in terms of depth resolution and depth of penetration, depends mainly
on the complex permittivity and density of the material through which the radar signal propagates.
RIMFAX can do time lapse stationary soundings over the diurnal cycle detecting changes in the surface
reflection coefficient and the amplitude and phase from reflectors in the shallow subsurface. These
measurements can possibly reveal interaction between the water in the atmosphere and surface of Mars.
Figure (2.17) presents an illustration of RIMFAX mounted on the Mars 2020 rover traversing the Martian
surface.
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Figure 2.15: The position of payloads on the orbiter (upper panel) and rover (lower panel) of Tianwen-1 [154].LANDING SITE
A Chinese rover called Zhurong has landed in Utopia Planitia in Mars’s northern 
hemisphere. Soviet and US missions have landed in many regions of Mars.
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By Smriti Mallapaty

China’s Tianwen-1 spacecraft, in orbit 
around the red planet, has dropped 
its lander and rover — named 
Zhurong after a Chinese god of fire — 
completing the most perilous stage 

of its ten-month mission.
According to Chinese state news agency 

Xinhua, an entry capsule enclosing the vehi-
cles separated from the orbiter at about 4 a.m. 
Beijing time on 15 May, entering Mars’s atmos-
phere at an altitude of 125 kilometres.

It then hurtled towards the surface at 
4.8 kilometres per second, protected by a 
heat shield. As the probe closed in on Mars, 
it released a huge parachute and then used 
rocket boosters to brake. Once it reached 
100 metres above the surface, it hovered and 
used a laser-guided system to assess the area 
for obstacles such as boulders before landing.

The craft’s plummet through the Martian 
atmosphere was performed autonomously. 
“Each step had only one chance, and the 
actions were closely linked. If there had been 
any flaw, the landing would have failed,” Geng 
Yan, an official at the Lunar Exploration and 
Space Program Center of the China National 
Space Administration (CNSA), told Xinhua.

This is China’s first mission to Mars, and 
makes the country only the third nation — after 
the Soviet Union and the United States — to 
have landed a spacecraft on the planet. The 
mission “is a big leap for China because they 
are doing in a single go what NASA took dec-
ades to do”, says Roberto Orosei, a planetary 
scientist at the Institute of Radioastronomy 
of Bologna in Italy.

Zhurong joins several other active Mars 

The surface of Mars, photographed by China’s Tianwen-1 probe in February.
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The landing of Zhurong was the biggest test yet of 
China’s nascent deep-space exploration capabilities. 

WHAT CHINA’S  
MARS ROVER  
WILL DO NEXT

missions. NASA’s Perseverance rover, which 
arrived on 18 February, is more than 1,000 kilo-
metres away from Zhurong’s landing site, and 
the agency’s Curiosity rover has been exploring 
since 2012. Several spacecraft are also circling 
Mars, including the United Arab Emirates’ 
Hope orbiter, which also arrived in February. 
“The more the merrier on Mars,” says David 
Flannery, an astrobiologist at Queensland Uni-
versity of Technology in Brisbane, Australia.

Researchers say that the engineering feat of 
getting there has taken precedence over science 
in China’s first tour of Mars, but the mission 
could still reveal new geological information. 
They are especially excited about the possibility 
that permafrost might be detected in Utopia 
Planitia, the region in the northern hemisphere 
where Zhurong has landed (see ‘Landing site’).

Biggest test yet
The Tianwen-1 mission included an orbiter, a 
lander and a rover — making it the first to send 
all three elements to the planet. The space-
craft departed Earth in July 2020 and arrived at 
Mars in February 2021, but the landing was the 
biggest test yet of China’s nascent deep-space 
exploration capabilities.

In 1997, NASA’s Mars Pathfinder sent its first 
rover, named Sojourner, to a rocky region of 
the planet. “We didn’t get a lot of amazing 
science from that mission, but it paved the 
way for much more capable autonomous 
rovers, and now we are reaping the benefits 
of those missions,” says Flannery, who works 
on Perseverance, NASA’s fifth Mars rover.

Within days, the six-wheeled Zhurong rover 
will trundle off the lander to explore for at least 
three months — but it could survive for years, 
as NASA’s Spirit and Opportunity rovers did.

Utopia Planitia, where Zhurong now sits, is 
a wide, flat expanse in a vast, featureless basin 
that formed when a smaller object smashed 
into Mars billions of years ago.

The basin’s surface is mostly covered in vol-
canic material, which could have been mod-
ified by more-recent processes, such as the 
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Figure 2.16: The landing sites of the rovers on the Mars [78].
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Fig. 1 Artistic illustration of the Mars 2020 Perseverance rover traversing the surface of Mars, including
RIMFAX transmission of radar waves into the subsurface and visualization of subsurface geomorphology
and layering in collected data

the radar would be used to augment rover surface operations by providing a continu-
ous cross-section of the subsurface. In 2014, RIMFAX was selected by NASA as one of
seven instruments for the Mars 2020 rover. A RIMFAX flight model and a complete flight
spare was fabricated, and the flight model was delivered to the rover for integration in
2019.

RIMFAX traces its heritage to a series of ground penetrating radars developed for sound-
ing polythermal glaciers with different frequencies to infer the thermal state of the glaciers
(Hamran and Aarholt 1993; Hamran et al. 1996; Ødegård et al. 1997) and studying ice
shelves in Antarctica (Hamran et al. 1998). Later and ultra wideband version was developed
as a prototype for the WISDOM radar on the ExoMars mission (Hamran et al. 2008) and
later also used for medical imaging (Brovoll et al. 2014).

Mars was first observed with Earth-based radar in 1963 (Goldstein and Gillmore 1963).
Subsequent Earth-based imaging revealed strong radar echoes from the south residual po-
lar cap, as well as a large equatorial region near the Tharsis volcanoes that exhibits al-
most no radar reflectivity dubbed “Stealth” (Muhleman et al. 1991). The European Space
Agency’s Mars Express Orbiter includes the MARSIS synthetic aperture radar capable of
sounding in four bands between 1.3 MHz and 5.5 MHz with a 1 MHz bandwidth (Jordan
et al. 2009). NASA’s Mars Reconnaissance Orbiter includes the SHARAD synthetic aper-
ture radar capable of sounding at 20 MHz with a 10 MHz bandwidth (Jordan et al. 2009;
Flamini et al. 2007). These orbital radar systems have detected subsurface structures in Mar-
tian mid-latitude regions (Watters et al. 2007), extensive layering in Mars’ polar ice deposits
(Plaut et al. 2007), and potential evidence for a lake 1.5 km beneath the south polar layered
deposits (Orosei et al. 2018).

There have been published several studies and field work showing the scientific potential
of imaging the subsurface of Mars from a rover (Grimm 2003; Heggy et al. 2006; Grant and
Schutz 2003). The WISDOM GPR on the ESA ExoMars rover was selected in 2003 and is
planned to launch in 2022 (Ciarletti et al. 2011, 2017).

Figure 2.17: Illustration of the Mars 2020 Perseverance rover traversing the surface of Mars, including RIMFAX transmission of
radar waves into the subsurface and visualization of subsurface geomorphology and layering in collected data [45].

2.9.2 Overview of Moon Radar-Missions
In the last decades, space-borne and rover-deployed ground penetrating radar has progressively become
the most suitable geophysical technique to investigate lunar subsurface stratigraphy. Two different ex-
periments involving subsurface radio wave propagation were tested during the Apollo 17 mission: (1)
Surface Electrical Properties (SEP) experiment onboard the Lunar Roving Vehicle [129] and (2) Apollo
Lunar Sounder Experiment (ALSE) onboard the Apollo spacecraft [112]. SEP was devoted to examine
the electrical properties of the upper portion of the lunar subsurface (about 2 km) and showed that the
investigated layer behaves like a dielectric insulator. ALSE, instead, was a chirp radar equiepped with
two antennas, a 20 m long high fequency antenna and a 2.7 m very high frequency Yagi antenna. ALSE
operated at three central frequencies 5.3, 15.8, and 160 MHz that imaged the bottom of various buried
craters and detected several subsurface geological units, like those in Mare Crisium, up to a depth of about
1000–1400 m [84]. The main goals of ALSE were: (1) sounding the structure of the lunar subsurface, (2)
creating a topographic map of the surface, and (3) measuring galactic noise around the moon.

In 2007, Japan Aerospace Exploration Agency launched the Kaguya missions. The orbiting spacecraft
(SELENE) was equipped with a GPR, Lunar Radar Sounder (LRS) for exploration of lunar crust down to
a depth of 1 to 2 km. The LRS operated at the central frequency of 5 MHz with a 2 MHz bandwidth which
provided a free space range resolution of 75 m. LRS was designed primarily to investigate subsurface
stratification and tectonic features. The deepest reflector was found in the northeastern Mare Imbrium
at an apparent depth of 1050 m [92]. The mission is now concluded.

The first attempt to survey the Moon’s subsurface using a GPR onboard a rover was made during the
Chang’E-3 (CE-3) mission by China in 2013 which was equipped with low and high frequency antennas
[50]. The rover carrying the GPR is called Yutu. The Lunar Penetrating Radar (LPR) operated at 60
and 500 MHz frequencies. The high-frequency GPR observations revealed a detailed subsurface structure
up to a depth of about 10 m. The rover collected some data but got stuck in the lunar regolith after
about 100 m of navigation. On 3 January 2019, the Chang’E-4 (CE-4) lander touched down on the
eastern floor of Von Kármán crater, becoming the first spacecraft to land safely on the Moon’s farside
([71], [150]). The mission was planned to last three months. However, after more than three years,
the Yutu-2 rover is still operating and has acquired about 1000 m of radar data. The CE-4 LPR is a
dual-frequency GPR system same as Chang’E-3, operating at 60 MHz (low frequency) and 500 MHz
(high frequency), with a frequency bandwidth of 40 to 80 MHz and 250 to 750 MHz, respectively. The
goals of the two missions are to estimate the depth of the lunar regolith and determine the structure
of the lunar subsurface along the rover path. However, interpretation of the low frequency data is still
challenging due to antenna coupling with the rover and lunar surface, in addition to limited length of the
radar profile, ∼ 100 m ([50],[31]). The low-frequency signals acquired by both rovers are strongly affected
by very large electromagnetic disturbances due to antenna coupling with the rover and lunar surface that
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interfere with the radar returns from the subsurface. Thus, these data cannot be considered reliable and
should not be used to assess lunar geology at landing sites [106].

A different type of GPR was tested during the first sample return mission operated by CNSA on the
moon. The rover landed on Oceanus Procellarum and consisted of a lander focused on extracting lunar
soil samples and sending them back to Earth via a modular system (ascender–orbiter–returner). The
Lunar Regolith Penetrating Radar (LRPR) on board Chang’E-5 mission consisted of a static array of 12
fixed high-frequency antennas located at the base of the lander around the drill at a height of about 90
cm above the ground. Each antenna could transmit and receive signals, meaning that when one antenna
transmitted, the other 11 were set to receiving mode. The goal was to reconstruct the structure of the
regolith in the drilling area before sample extraction by using a multiview/multistatic configuration. The
radar imaged the hyperfine structure of about 2 m of regolith and the distribution of lunar fines and rock
fragments. Two kilograms of lunar soil was returned to Earth on 16 December 2020, and some samples
were measured to estimate their dielectric properties e.g., [135].

2.9.3 Overview of Jupiter Icy Moons-Missions
Two radar systems are expected to explore the icy Jovian moons:

(1) Radar for Icy Moon Exploration (RIME), a 9 MHz radar of the ESA mission JUICE which is
planned to be launched in 2023 and expected to reach Jupiter in 2031 [16]. RIME has been chosen as
the main geophysical instrument to sound Ganymede, Europa, and Callisto down to a depth of 9 km.
RIME is equipped with a 16 m dipolar antenna. The goal of this radar is investigations of Jupiter and
its system with particular emphasis on Ganymede as a planetary body and potential habitability [40].

(2) Radar for Europa Assessment and Sounding Ocean to Near-surface (REASON), which will be
mounted on the NASA Europa Clipper spacecraft and launched in 2024 to arrive at Jupiter in 2030.
This radar is equipped with two sets of antennas: a single 16 m low-frequency dipolar antenna, like
that designed for RIME, and two 2.6 m high frequency dipolar antennas. REASON will be devoted to
investigating Europa.

2.9.4 ESA Mission to Venus
The European Space Agency (ESA) mission to Venus, EnVision, will carry the low-frequency Subsurface
Radar Sounder (SRS), which will be equipped with a single dipolar antenna similar to that designed for
RIME. It is expected that SRS will be able to probe buried craters and layers of lava flows and investigate
the structure of the tesserae, a highly deformed terrain that may move like Earth’s continents. This
mission will be the most challenging performed thus far by a radar sounder because Venus is likely to
have a hot subsurface that will not allow the signal penetration. The mission is planned for the beginning
of the decade 2030–2031 after a 15 month voyage to reach the planet.

The EnVision mission aims to address three fundamental questions about the science of Venus: (1)
How geologically active is Venus today? (2) How have the surface and interior of Venus evolved? (3) How
has Venus’ climate become so hostile? SRS will focus on the second question and contribute to providing
direct evidence of the geological history of the Venusian crust by imaging the shallow subsurface profile
([139]).

The characteristics of orbiter and payload radar sounders and their main goals are summarized in
Tables (2.1), (2.2) and (2.3).
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Table 2.1: Some characteristics of the orbiter radar sounders (taken from [105] ).

Table 2.2: Some characteristics of GPR on rover (taken from [105] ).
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Table 2.3: Main goals of the radars or planetary exploration.



Chapter 3

General Discrete Inverse Problems:
Probabilistic Approach

3.1 Introduction
Geophysical methods are based on the study of different physical fields being propagated through the
earth’s interior like electromagnetic field and seismic wave. The responses to these fields mainly depends
on the physical properties of the explored medium. The conventional approach to geophysical data anal-
ysis consists of constructing different geological models and comparing the theoretical geophysical data
computed for these models with the observed data. Numerical modeling of geophysical data for given
model parameters is called a forward problem. The forward problem solution can predict geophysical
data for specific geological structures. The final goal of geophysical observation is determining the geo-
logical structures from the geophysical data. It is a very difficult problem due to the complex structure
of the Earth’s interior. Usually the real geology is approximated by simple models, and then, the model
parameters are retrieved from the data. This problem is called an inverse problem. The success of geo-
physical interpretation depends on effectively solving the corresponding inverse problems to approximate
real geological structures by reasonable models.

In this Chapter, the general framework of probabilistic approach to inverse problems ([86], [138]) is
outlined and then will be used in the following chapters.

3.2 Probability
Considering that the probability distribution P is defined over a subset A of the space S. For a random
variable x, the probability that A will be in S is characterized by probability density function (pdf ),
f (x), that is always a positive function:

P (A) =
∫
A

f(x) dx (3.1)

with the property that ∫ +∞

−∞
f(x) dx = 1 (3.2)

The simplest pdf is the uniform distribution. This distribution states that all values within a given range
are equally likely. Formally the uniform distribution on the interval [x1, x2] has the probability density
function of the form:

f(x) =
{

1
x1−x2

if x1 ≤ x ≤ x2

0 otherwise
(3.3)

66



3.2. PROBABILITY 67

The most commonly used pdf is the normal or Gaussian probability density function. A Gaussian
distribution with mean of µ and standard deviation of σx is defined by:

f
(
x, µ, σ2

x

)
= 1√

2πσ2
x

exp
(
− (x− µ)2

2σ2
x

)
(3.4)

The mean value specifies the center of distribution, and the variance determines the spread of pdf.
Theoretically it is elegant, and arises naturally in a number of situations. Importantly, the analytical
properties of the Gaussian function make it very common. The Gaussian function is easy to manipulate,
and its form is so well understood that we often assume quantities are distributed normally, even though
they are not entirely Gaussian. Figure (3.1) for example presents a Gaussian distribution with mean of
µ and standard deviation of σ.

Figure 3.1: Normal (Gaussian) distribution with mean and standard deviation µ and σ, respectively. Areas under the curve that
lie between 1, 2 and 3 standard deviations on each side of the mean are indicated.

The cumulative distribution function (cdf ) of a one-dimensional random variable is given by the
definite integral of the associated pdf :

F (a) = P (x ≤ a) =
∫ a

−∞
f(x) dx (3.5)

Note that F (a) must lie in the interval [0, 1] for all a. The median of a continuous probability distribution
is a value that splits the probability distribution into two portions with areas equal to 1/2.∫ median

−∞
f(x) dx = 1

2 (3.6)

The mean or expected value of the random variable x is defined by:

µ =
∫ +∞

−∞
x f(x) dx (3.7)

with the variance as
σ2

x =
∫ +∞

−∞
(x− µ)2

f(x) dx (3.8)

the square root of variance i.e., σx gives the standard deviation. The variance and standard deviation are
measures of spread of the random variable around its expected value. Figure (3.2) presents a geometric
visualization of the mode, median and mean of an arbitrary probability density function.
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Figure 3.2: The mode, median and mean of an arbitrary probability density function.

For the multi-random variables, x = {x1, x2, ...xN}, that are normally distributed, the joint probability
density function is

f (x,µ,Cx) = 1√
(2π)N detCx

exp
[
−1

2 (x− µ)T C−1
x (x− µ)

]
(3.9)

where Cx is the N ×N covariance of x, det(Cx) is determinant of Cx, and

µ =
∫ ∞
−∞

x f(x) dx (3.10)

Cx =
∫ +∞

−∞
(x − µ) (x − µ)T f(x) dx (3.11)

If x is a multivariate normal random vector with expected values defined by the vector µx and covariance
matrix Cx, then y = Ax is also multivariate normally distributed random, with mean and covariance of

µy = Aµx (3.12)

and
Cy = ACxAT (3.13)

whereA is an operator. This is the most general expression for propagation error from one set of variables
to another. If y and x are related nonlinearly, y = f (x), then:

Cy = JCxJT (3.14)

where J is the Jacobian matrix of operator A:

J (x) =
[
∂f
∂x1

. . . ∂f
∂xN

]
=


∂f1
∂x1

∂f1
∂x2

... ∂f1
∂xN

∂f2
∂x1

∂f2
∂x2

... ∂f2
∂xN...

... ...
...

∂fM
∂x1

∂fM
∂x2

... ∂fM
∂xN

 (3.15)

The rows of J(x) are gradients of f (x).

3.3 Marginal Probability Density
Let X and Y be two spaces with random variables x = {x1, x2, ...} and y = {y1, y2, ...} whose joint
probability density is f (x,y). The marginal probability densities are defined as:

fX (x) =
∫
Y

f (x,y) dy (3.16)

and
fY (y) =

∫
X

f (x,y) dx (3.17)
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The variables x and y are independent if the joint probability density equals the product of two marginal
probability densities:

f (x,y) = fX (x) fY (y) (3.18)

The conjunction of states of information is used to combine information obtained from measurements
with information provided by a physical theory and is shown to be the basis of the inverse problem theory.

3.4 Homogeneous Probability Distributions
Let P be a probability distribution defined over a subset A of the space S, with the probability density
function f (x):

P (A) =
∫
A

f(x) dx (3.19)

Assuming that a change of coordinates over space S is represented by:

x∗ = x∗(x) (3.20)

Consequently, the probability distribution P in new coordinate will be:

P (A) =
∫
A

f∗(x∗) dx∗ (3.21)

where f∗(x∗) is probability density function in new coordinate. From properties of integral it is deduced
that, f∗(x∗) and f(x) are related as:

f∗(x∗) = f(x) | ∂x
∂x∗ | (3.22)

where | ∂x
∂x∗ | represents the absolut value of the Jacobian of the transformation. By using the Jaco-

bian rule (3.22), the probability density representing the homogeneous probability distribution can be
computed in any coordinate system if the expression in one system is known.

The homogeneous probability distribution is the probability distribution that assigns to each region of
the space a probability proportional to the volume of the region. In an arbitrary system of coordinates
{u, v, w} in which the volume element of the space is dV (u, v, w) = g (u, v, w) dudvdw the homogeneous
probability distribution is represented by the probability density:

h (u, v, w) = k g (u, v, w) (3.23)

where k is a constant that may have a physical dimension. In particular, in Cartesian coordinates {x, y, z},
where the volume element is dV (x, y, z) = dxdydz. Therefore, the probability density representing
the homogeneous probability distribution is constant i.e., f (x, y, z) = k. Note that, in general, the
homogeneous probability density is not constant, and the homogeneous probability distribution can be
represented by a constant probability density only if the space is flat, particularly in case that a Cartesian
coordinates is used.

Of particular interests are positive parameters like temperature, frequency, conductivity, permittiv-
ity, velocity etc that occur in pair of mutually reciprocal parameters. Such positive parameters have
probability density of the form

f(x) = k

x
(3.24)

The homogeneous probability density of the reciprocal parameter y = 1
x can be obtained using the

Jacobian rule (equation (3.22)) as:
f(y) = k

y
(3.25)

Introducing the logarithm of these parameters as

x∗ = log x

x0
, y∗ = log y

y0
(3.26)
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the Jacobian rule yields the following homogeneous probability density for new parameters x∗ and y∗:

f ′(x∗) = k, f ′(y∗) = k (3.27)

where x0 and y0 are arbitrary positive constants. The positives parameters of this type with the prob-
ability density f(u) = k/u was first described by Jeffreys (1939), and to honor him, such parameters
are called Jefferys parameters. In summary, the homogeneous probability density for a Jeffreys quantity
u is f(u) = k/u. The probability density 1/x is a particular case of the lognormal probability density.
Parameters accepting probability densities like the log-normal or its limit i.e., the 1

x will be as common
as their inverses, and so are Jeffrey’s parameters. The lognormal probability density is defined by

f(x | µ, s) = 1
xs
√

2π
exp

{
− (log x− µ)2

2s2

}
(3.28)

If x follows the lognormal distribution with parameters µ, s, then log x follows the normal distribution
with mean and standard deviation m, v, respectively. The mean, m, and variance, v, of a lognormal
random variable are functions of the lognormal distribution parameters µ, s as:

m = exp
{
µ+ s2/2

}
, v = exp

{(
2µ+ s2) (exp s2 − 1

)}
(3.29)

Conversely, lognormal distribution parameters can be computed from m and v:

µ = log
(

m2
√
m2 + v

)
, s =

√
log
( v

m2 + 1
)

(3.30)

Note that when the dispersion parameter s tends to ∞, the probability density tends to the function 1
x ,

that is the homogeneous probability density for a Jeffreys quantity (Figure (3.3)).
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Figure 6.6. Generalized Gaussians
of order p (centered at zero). The value p =
1 gives a double exponential, p = 2 gives
an ordinary Gaussian, and p = ∞ gives a
boxcar function. The parameter σ of the figure
is the σp of the text.

and f∞(x) is a box function, centered at x = x0 with midrange equal to σ∞ . Prob-
lem (6.32) shows that fp(x) is normalized to unity.

The function fp(x) defined in equation (6.68) can be termed a generalized Gaussian,
because it generates a family of well-behaved functions containing the Gaussian function
as a particular case. Symmetric exponentials, Gaussian functions, and boxcar functions are
often used to model error distribution. The definition of a generalized Gaussian slightly
widens the possibility of choice.

6.7 Log-Normal Probability Density
The log-normal probability density is defined by

f (x) = 1

(2π)1/2 s

1

x
exp

(
− 1

2 s2

(
log

x

x0

)2 )
. (6.72)

Figure 6.7 shows some examples of this probability density.

Figure 6.7. The log-normal probability density
(equation (6.72)). Note that when the dispersion param-
eter s tends to ∞ , the probability density tends to the
function 1/x , the homogeneous probability density for a
Jeffreys quantity.

The log-normal probability density is so called because the logarithm of the variable
has a normal (Gaussian) probability density. For the change of variables

x∗ = β log(x/γ ) , x = γ exp(x∗/β) (6.73)

transforms f (x) into

f ∗(x∗) = 1

(2π)1/2 σ
exp

(
− 1

2

(x∗ − x0
∗)2

σ 2

)
, (6.74)

with σ = s β , s = σ/β , and

x0
∗ = β log(x0/γ ) , x0 = γ exp(x0

∗/β) . (6.75)

Figure 3.3: The lognormal probability density (equation (3.28)). Note that when the dispersion parameter s tends to ∞, the
probability density tends to the function 1/x, the homogeneous probability density for a Jeffreys quantity [138].

3.5 Probabilistic Formulation of Inverse Problems
The inverse problems can be generally dealt with probabilistic approach, where the a priori information
on the model parameters is represented by a probability distribution over the model space. This approach
explains how the a priori probability distribution can be transformed into the a posteriori probability
distribution by incorporating a physical theory (forward formula) and the actual result of the observations
(with their uncertainties). The general theory of probabilistic inversion has a simple formulation and is
applicable to any kind of inverse problem, either including linear or strongly nonlinear problems ([86],
[138]).

3.5.1 Forward and Inverse Problems
Given a complete description of a physical system, physical theories (forward problem) can predict the
outcome of some measurements which are commonly called data. In general a forward problem which
relates the model parameters m to the theoretical data values d can be represented by:

d = g (m) (3.31)
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where g is called forward operator that in general is nonlinear, d = (d1, d2, ...dN ) andm = (m1,m2, ...mM )
are data and model parameters. The inverse problem consists of using the result of some actual obser-
vations to retrieve the values of parameters that produce those measurements. The forward problem
has a unique solution, while the inverse problem has non-unique solutions. Therefore, to reduce the
non-uniqueness in the inverse problems, it is necessary to incorporate the available a priori information
on the model parameters, and the data uncertainties have to be represented carefully, as well.

3.5.2 Data and Model Probability Density Function
Probabilistic framework is based on the conjunction of states of information between data and model,
to jointly retrieve the unknown parameters. As in any measurement, the data is determined with an
associated uncertainty and is described by a probability density, ρD(d), over the data space, D. In
geophysics, the source of data uncertainties are instrumental errors, positioning, environmental noise and
human factors. By definition, a priori information on model parameters is the information available on
model parameters independent of the measured data. Similarly, the model a priori information can be
described by a probability density ρM (m) in the model space, M .

As the a prior information on model parameters are obtained independently from the measurements,
the information about the model parameters and the observations (data) can be combined through a
joint probability density function in data-model D ×M space as:

ρ (d,m) = ρD (d) ρM (m) (3.32)

Moreover, the physical theory (forward problem) provides some information by predicting the relation
between data and model that this correlation can be described by a probability density function presented
by Θ (d,m). Finally, the posteriori state of information, σ (d,m), is constructed by conjunction of
experimental information, ρ(d,m), with the theoretical information, Θ(d,m), to give information in
data-model space together:

σ (d,m) = k
ρ(d,m) Θ(d,m)

µ(d,m) (3.33)

where k is the normalization constant, and µ(d,m) presents the homogeneous probability density state
of information. Equation (3.33) is general and solves a variety of inverse problems.

The posteriori information in the model space is determined by the marginal probability density
function as:

σM (m) =
∫
σ (d,m) dd (3.34)

similarly, the posteriori information in the data space is given by:

σD (d) =
∫
σ (d,m) dm (3.35)

Combination of equation (3.32) and (3.33) gives:

σM (m) = k ρM (m) ρD (g(m)) (3.36)
In effect, ρD (g(m)) presents the likelihood function, L(m), which shows how good a model m explains
the data. Figure (3.4) graphically illustrates estimation of σM (m) and σD (d) from joint probability
density in the data-model space ρ (d,m) and information from physical theory Θ(d,m).

Equation (3.36) is a robust tool that can directly solve a majority of inverse problems. It is mainly
consists of three elements: (1) ρM (m) model a priori probability density function; (2) ρD(d) data
probability density function; (3) forward problem g (m) that sets a theoretical relation between data and
model parameters. The model posterior information defined by equation (3.36) can provide very useful
statistical information on model parameter, such as the mean and median values of the distribution and
the uncertainties. Assuming a Gaussian distribution for data and model parameters, the probability
densities are defined by:

ρD (d) = 1√
(2π)n detCD

exp
[
−1

2 (d− dobs)T C−1
D (d− dobs)

]
(3.37)
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Figure 1.12. Left: The probability densities ρD(d) and ρM(m) respectively
represent the information on observable parameters (data) and the prior information on
model parameters. As the prior information on model parameters is, by definition, inde-
pendent of the information on observable parameters (measurements), the joint probabil-
ity density in the space D ×M representing both states of information is ρ(d,m) =
ρD(d) ρM(m) . Center: 1(d,m) represents the information on the physical correla-
tions between d and m , as predicted by a (nonexact) physical theory. Right: Given
the two states of information represented by ρ(d,m) and 1(d,m) , their conjunction is
σ(d,m) = k ρ(d,m)1(d,m) / µ(d,m) and represents the combination of the two states
of information. From σ(d,m) it is possible to obtain the marginal probability densities
σM(m) = ∫

dd σ(d,m) and σD(d) =
∫
dm σ(d,m) . By comparison of the posterior

probability density σM(m) with the prior one, ρM(m) , we see that some information has
been gained on the model parameters thanks to the data ρD(d) and the theoretical infor-
mation 1(d,m) .

1.5.2 Resolution of Inverse Problems

Equation (1.83) solves a very general problem. Inverse problems correspond to the particular
case where the spaces D and M have fundamentally different physical meaning and where
we are interested in translating information from the data space D into the model space
M . Let us make the usual assumptions in this sort of problem.

First, as discussed in section 1.3, it is assumed that a reasonable approximation for
representing the physical theory relating the model parameters m to the observable param-
eters d can be written under the form of a probability density for d given any possible m
(equation (1.61)):

1(d,m) = θ(d | m) µM(m) , (1.86)

where, as usual, µM(m) is the homogeneous probability density over the model space
manifold M . Second, the prior information in the joint manifold D×M takes the special
form

ρ(d,m) = ρD(d) ρM(m) , (1.87)

which means that information in the space of observable parameters (data) has been ob-
tained (from measurements) independently of the prior information in the model space (see
section 1.4). In particular, the homogeneous limit of this last equation is

µ(d,m) = µD(d) µM(m) . (1.88)

Figure 3.4: (left) The model and data probability densities, σM (m) and σD (d), respectively represent the information on the
model a prior information and data. The joint probability density in the space D × M represents both states of information.
(middle) The physical correlations between d and m that is predicted by a physical theory with some uncertainties. (right) The
combination of the information that yields the marginal probability densities. Comparison of σM (m) and ρM (m) shows how the
information about the model is retrieved from data and theoretical law (taken from [138]).

and
ρM (m) = 1√

(2π)n detCM

exp
[
−1

2 (m−mprior)T C−1
M (m−mprior)

]
(3.38)

where CD is data covariance matrix, and CM is the model covariance matrix, dobs and mprior are
observed data and priori model parameters. Substituting equation (3.37) and (3.38) in (3.36) yields the
a posteriori information in the model space by the marginal probability density [86]:

σM (m) = k′

√√√√det
(
C−1
M + JTC−1

D J
)

det
(
C−1
M

) ×

exp
{
−1

2

[
(m−mprior)T C−1

M (m−mprior) + (g(m)− dobs)T C−1
D (g(m)− dobs)

]}
(3.39)

where the matrix J with the elements Jkl = ∂gk
∂ml

is the Jacobian matrix, and k′ is the normalizing factor.
If the non-linearity in d = g(m) is weak, then the Jacobian matrix, J, will be approximately constant
and equation (3.39) simplifies to:

σM (m) = k′×

exp
{
−1

2

[
(m−mprior)T C−1

M (m−mprior) + (g(m)− dobs)T C−1
D (g(m)− dobs)

]}
(3.40)

If the forward equation is linear, i.e., d = Gm then the posterior probability density σM (m) is also
Gaussian and the equation (3.39) becomes:

σM (m) = k′×

exp
{
−1

2

[
(m−mprior)T C−1

M (m−mprior) + (Gm− dobs)T C−1
D (Gm− dobs)

]}
(3.41)

Assuming that there is no a prior information on the model parameters, C−1
M → 0, and hence, the

posterior probability density in equation (3.39) is written as:

σM (m) = k′′ × exp
[
−1

2 (g(m)− dobs)T C−1
D (g(m)− dobs)

]
(3.42)

where k′′ is the normalizing factor. The solution of the inversion problem is usually given in terms of
some posterior pdf parameters. In particular, if the model space is a linear space, consequently, the
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probability density σM (m) will be close to a Gaussian distribution, and the mean value of model <m >
is obtained from:

<m >=
∫
M

m σM (m) dm (3.43)

with the standard deviation of:
um =

√
diag(C̃M ) (3.44)

where C̃M is the posterior model covariance matrix defined by:

C̃M =
∫
M

(m− <m >) (m− <m >)T σM (m) dm (3.45)

3.6 Solving the Inverse Problem
The solution of an inverse problem essentially consists of estimating a probability distribution over the
space of all possible models of the physical system under study. If the probability distributions are
similar to a Gaussian or a generalized Gaussian distribution, then the solving the inverse problem will
be estimation of the point around which the probability is maximum, with the associated variance and
covariance.

Among many, the least squares (LSQR) are popular for solving inverse problems because they lead
to the easiest computations. The only drawback with LSQR methods is their strong sensitivity to
outliers in a data set. The LSQR criterion assumes that distributions of all uncertainties in the problem
are Gaussian. When the forward problem equation, i.e., g(m), is linear, posterior uncertainties are
Gaussian, and an explicit expression is obtained for the posterior probability distribution. When the
forward equation is nonlinear, the posterior probability is not Gaussian, however, if nonlinearity is weak,
finding the maximum likelihood point of the distribution and estimating the shape of the distribution
around this point (i.e., estimating the covariance matrix of the distribution) can satisfactorily solve the
problem.

3.6.1 Nonlinearity in Inverse Problems
There are different degrees of nonlinearity in inverse problems. Figure (3.5) illustrates some regimes in
the aspect of nonlinearity: linear problem, linearisable problem, weakly nonlinear problem, and strongly
nonlinear problem. The gray oval in Figure (3.5) represents the joint probability density function,
ρ (d,m) = ρM (m)ρD (d), in data-model space (D × M) which is the combination of prior informa-
tion on the model parameters, ρM (m), and information from data, ρD (d). In fact, only the linearity
degree of forward function inside the domain of gray area is important, regardless of the intrinsic nonlin-
earity of the function itself.

I. Linear problem: Figure (3.5a) presents strictly linear problems. The relationship between data
and model parameters (forward equation) is linear, d = Gm, as represented by a straight line. The prior
probability density ρ(d,m) induces on this straight line the posterior probability density σ(d,m) whose
marginal over the model space gives the posterior probability density over the model parameter space,
σM (m). If the prior probability densities are Gaussian, then the posterior probability distribution will
also be Gaussian.

II. Linearizable problem: Figure (3.5b) illustrates the linearizable problems, where the forward
equation d = g (m) can be linearized around the prior model mprior:

d ' dprior + Fprior (m−mprior) (3.46)

where dprior = g (mprior) and F represents the derivative matrix with the elements defined by:

Fij =
(
∂gi
∂mj

)
mprior

(3.47)
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The equation (3.46) is linear inside the domain of significant probability. There is no practical difference
between this problem and the strictly linear problem. The posterior probability density is still approxi-
mately Gaussian.

III. Weakly nonlinear problem: Figure (3.5c) depicts a weakly nonlinear problem. The relation-
ship between data d and model parameters m is approximately linear inside the domain of significant
prior probability (i.e., inside the gray oval of the figure). The posterior distribution is just as simple as the
prior distribution. For instance, if the prior is Gaussian the posterior will be also Gaussian. The forward
equation is linearized around a starting model, m0, and a better model is looked for using iterating such
an algorithm.

d = d0 + F0 (m−m0) (3.48)
where d0 = g (m0).

IV. Strongly nonlinear problem: Figure (3.5d) displays a nonlinear problem. The forward equa-
tion cannot be linearized, and even if the prior distribution is Gaussian, the posterior distribution can be
very complicated and far from a Gaussian function. Special methods are required to solve the problem.

Figure 3.5: Four domains of nonlinearity in inverse problems. (a) linear problem; (b) linearizable problem; (c) weakly-linear
problem; (d) nonlinear problem. The gray oval indicates the domain of significant prior probability [86].

3.6.2 The Least Squares (LSQR) Problem
Least-squares techniques are applicable when all the priori probability densities over data and model
spaces, i.e., ρD (d) (equation (3.37)) and ρM (m) (equation (3.38)) are Gaussian. As already explained,
the combination of these types of information leads to the a posteriori probability density in the model
space that regardless of nonlinearity of the forward problem, g (m), is given by:
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σM (m) = const. e−S(m) (3.49)

where S(m) is the misfit function that is defined by:

S (m) = 1
2

[
(g (m)− dobs)T C−1

D (g (m)− dobs) + (m−mprior)T C−1
M (m−mprior)

]
(3.50)

and CM and CD are the model and data priori covariance matrices that evaluate the uncertainties in data
and model. The misfit function is also called the cost function, objective function, least-squares function,
or chi-squared function. For uncorrelated uncertainties the covariance matrices become diagonal with the
elements, (CD)ij =

(
σixD

)2
δij and (CM )lk =

(
σlxM

)2
δlk where

(
σixD

)
and

(
σlxM

)
indicate the uncertainty

of the individual data and priori model parameters, and δij and δlk is Kronecker delta function defined
by:

δij =
{

0 if i 6= j

1 if i = j
(3.51)

The inverse problem is solved by maximizing σM (m) or equivalently by minimizing the misfit function
S(m).

Linear Problems
If the forward equation, d = g (m) is linear (i.e., d = Gm), the misfit function will be quadratic:

S (m) = 1
2

[
(Gm− dobs)T C−1

D (Gm− dobs) + (m−mprior)T C−1
M (m−mprior)

]
(3.52)

and then σM (m) is written as:

σM (m) = const.× exp
[
−1

2 (m− m̃)T C̃
−1
m (m− m̃)

]
(3.53)

This implies that σM (m) is a Gaussian probability density, and m̃ and C̃
−1
m are center and covariance

matrix of the posterior probability density and are expressed by:

m̃ = mprior +
(
GTC−1

D G + C−1
M

)−1
GTC−1

D (dobs −Gmprior)

≡mprior + CMGT
(
GCMGT + CD

)−1
(dobs −Gmprior)

(3.54)

and the covariance matrix is computed by:

C̃M =
(
GTC−1

D G + C−1
M

)−1
(3.55)

In effect, m̃ is a point that minimizes the least square misfit function in equation (3.52). Having no a
priori information on model, means a very large model covariance matrix, then CM → ∞ or C−1

M → 0,
and formulas (3.54) and (3.55) become:

m̃ =
(
GTC−1

D G
)−1

GTC−1
D (dobs) (3.56)

C̃M =
(
GTC−1

D G
)−1

(3.57)

In summary, in the linear case d = Gm, a priori information in model space is represented by a Gaus-
sian function with the mean value of mprior and covariance of CM that will result in a posteriori model
probability density σM (m) with the mean and covariance of m̃ and C̃M , respectively. The comparison of
priori and posterior uncertainties, CM and C̃M , indicates how much the inversion process could resolve
the parameters.
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Nonlinear Problems
When the forward equation is nonlinear, d = g (m), the posterior probability density, σM (m), will not
be Gaussian. The further the relation d = g (m) is nonlinear the further the σM (m) is far from being a
Gaussian function. If the forward equation can be linearized around mprior (Figure (3.5b)):

d ' g (mprior) + Fprior (m−mprior) (3.58)

then the a posteriori probability density in model space is approximately Gaussian, with the mean and
covariance matrix of:

m̃ ≈mprior +
(
FTC−1

D F + C−1
M

)−1
FTC−1

D (dobs − g (mprior))

= mprior + CMFT
(
FCMFT + CD

)−1
(dobs − g (mprior))

(3.59)

and
C̃M ≈

(
FTC−1

D F + C−1
M

)−1
(3.60)

So, solving an inverse problem that can be linearized is reduced to solving a linear problem. In the
case that linearization is not applicable (Figure (3.5c)), but g (m) is quasi-linear inside the gray oval
where posterior density is significant, the iterative algorithms can be used to estimate the model that is
the point maximizing σM (m) or equivalently minimize the misfit function S (m). For example, using a
quasi-Newton method, the iterative relation converges to a local optimal point:

mn+1 = mn − µn
(
FTnC

−1
D Fn + C−1

M

)−1 [
FTnC

−1
D (dn − dobs) + C−1

M (mn −mprior)
]

(3.61)

where dn = g (mn), Fn = F (mn) that is defined by (Fn)ij =
(
∂gi
∂mj

)
mn

, and µn ≤ 1 is a positive quantity
that has to be set appropriately. If there is one global optimum, then the algorithm converges to it. If
there are several local optimal points, the algorithms must be initiated at a point m0 that is close enough
to the global optimum. The a posteriori covariance operator can be estimated as:

C̃M ≈
(
FTC−1

D F + C−1
M

)−1
(3.62)

The main computational difference between this nonlinear solution and the linearized solution in equation
(3.59) is that, the predicted data for the current model dn = g (mn), has to be computed at each iteration
without using any linear approximation. The problems that their nonlinearity is strong, Figure (3.5d),
requires more sophisticated methods to solve.

To this end, worth noting that the most trivial use of the posterior covariance operator C̃M is to
interpret the square roots of the diagonal elements (variances) as uncertainty bars on the posterior values
of the model parameters. However, a direct examination of the off-diagonal elements of a covariance
operator is not easy, and it is much better to evaluate the correlation coefficients:

ρij = C̃
ij

M√
C̃
ii

M C̃
jj

M

, − 1 ≤ ρij ≤ 1 (3.63)

If the posterior correlation between model parameters mi and mj is close to zero, the posterior uncertain-
ties are uncorrelated. If the correlation is close to +1, the uncertainties are highly correlated. A strong
correlation on uncertainties means that the two parameters have not been independently resolved by the
data set and that only some linear combination of the parameters is resolved.

3.6.3 Uncertainties in the Forward Modelization
Assume that the data and model spaces are linear with homogeneous probability densities µD(d) and
µM (m) that are constant. A Gaussian probability density choice, yields the joint probability density of
data and model as:

Θ(d,m) = 1√
(2π)n detCT

exp
[
−1

2 (g(m)− dobs)T C−1
T (g(m)− dobs)

]
(3.64)
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where CT presents a covariance operator that imposes some Gaussian uncertainties on d ≈ g(m). When
theoretical uncertainties cannot be neglected, the Gaussian model in equation (3.64) or preferably a
realistic account of the modelization uncertainties can be used. Hence, thanks to Gaussian simplicity the
CD just has to be replaced with CD + CT in equation (3.41).



Chapter 4

Attenuation Estimation Methods:
Existing Methods and Their
Performance

4.1 Introduction
Ground Penetrating Radar method can provide qualitative information about shallow stratigraphy and
quantitative information about electromagnetic properties of the different geomaterials composing the
stratigraphic sequence. The electromagnetic properties can be derived from wave velocity and attenuation
of the radar signals that propagate inside the materials [56]. Propagating electromagnetic waves are
subject to frequency dependent attenuation which depends on the effective conductivity. The effective
conductivity is a function of the real component of the electric conductivity and the complex component
of the dielectric permittivity. The velocity depends on the dielectric permittivity and the magnetic
permeability of medium e.g., [6]. Table (4.1) reports typical relative permittivity, electrical conductivity,
velocity, attenuation and intrinsic loss tangent observed in common geological materials at 100 MHz [21].
Some basic methods have been proposed to estimate the attenuation, for example: amplitude decay [142],
[43], spectral ratio (e.g., [46], [12]) and frequency shift [116], [75], [152], [51], [11], [70], [73], [26], [63],
[71], [151]. Wave intrinsic attenuation results in signal amplitude decay with increasing distance, and
progressive loss of high frequencies that leads to pulse broadening. Hence, by measuring the shift in the
signal spectrum through time using time-frequency analysis, or amplitude spectrum variation it is possible
to isolate the frequency dependent component of attenuation. Understanding the full attenuation response
requires additional low-frequency resistivity measurements [11]. In this chapter, the main approaches of
loss tangent (the ratio of imaginary to real part of complex permittivity) estimation are reviewed and
several examples are provided from terrestrial and planetary investigations.

4.2 Intrinsic, Scattering and Total Attenuation
It is noted in Chapter 1 that intrinsic or absorption attenuation of electromagnetic waves is caused
by conductivity, dielectric permittivity relaxation mechanisms, and the magnetic permeability (only for
magnetic materials). Intrinsic attenuation is in general frequency dependent and leads to conversion of
energy to heat. Intrinsic attenuation coefficient αi is expressed by:

αi = ω
√
µε′

{
1
2

[√
1 +

( σe
ωε′

)2
− 1
]}2

= ω
√
µε′
{

1
2

[√
1 + tanδ2 − 1

]}2
(Np/m) (4.1)

where σe = σ + ωε′′ is effective conductivity, and ε = ε′ − jε′′ is complex permittivity. For the low loss
media with tanδ = σe/ωε

′′ << 1 equation (4.1) is approximated by:

αi ≈
ω

2V tanδ (4.2)
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In addition to the absorption (intrinsic) attenuation of electromagnetic waves, inclusions, on a wide
range of scales, embedded in the homogeneous background of the medium scatters the incident wave in
all directions. Therefore, the total attenuation coefficient is given by the summation of intrinsic αi and
scattering αs attenuation coefficients:

α = αi + αs (4.3)

It is worth to note that, intrinsic attenuation provides information about the lithology and scattering
attenuation can provide information about the structure of the target, independently [58]. The effects
of scattering in the recorded data are originated from both multipathing and volume scattering within
a medium. Particularly, in ice the scattering attenuation is much larger than that of absorption and in
high temperature glaciers severely limits the penetrating depth. In this situation, the radar operating
frequency requires to be low enough to achieve the deep penetration.

Table 4.1: Typical relative permittivity, electrical conductivity, velocity, attenuation and loss tangent observed in common
geological materials at 100 MHz [21].

𝜺𝒓
′ 𝝈 (𝒎𝑺/𝒎) 𝑽 (𝒎/𝒏𝒔) 𝜶𝒊 (𝒅𝑩/𝒎) 𝐭𝐚𝐧 𝜹

In literature, intrinsic attenuation sometimes is described by the quality factor, Qi, that equals the
reciprocal of loss tangent:

Q−1
i = tanδ = σe

ωε′
= ε′′

ε′
+ σs
ωε′

(4.4)

and consequently:
αi ≈

ω

2QiV
(4.5)

In addition the total loss can be described as

Q−1 = Q−1
s +Q−1

i (4.6)

where Q−1
s accounts for scattering component of total quality factor, Q−1. The loss tangent gives a

measure of the frequency dependent dissipation of electromagnetic waves caused by conduction and
different mechanisms of dielectric relaxation (atomic, molecular and volume polarization) that produce
the imaginary part of the permittivity [6]. The term (ε′′/ε′) accounts for the polarization component
of intrinsic attenuation and σs/ωε′ accounts for that of conduction mechanism. In the media with low
conductivity (∼ σs < 0.001 S/m) the dielectric relaxation term i.e., (ε′′/ε′) , is dominant over σs/ωε′,
hence, if ε′′ and ε′ have very similar variation over the GPR frequency range, the tanδ will be almost
invariant in this range of frequency. There are many materials that fall into this category, however, in
water ε′ is almost invariant, but ε′′ varies strongly above 500 MHz, and therefore the attenuation strongly
depends on frequency at the high end of the GPR spectrum (e.g., 500 MHz−1.5 GHz). For Clays Q−1

i

can be strongly frequency dependent in the GPR frequency range, as well. If the conductivity is high the
σs/ωε

′ term cannot be ignored and loss tangent will be frequency-dependent.
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As an example, for σs = 0.005 S/m and lab measurements of (ε′′/ε′) [76], Figure (4.1) presents Q−1
i

and its components in equation (4.4) versus frequency. The dielectric relaxation term, (ε′′/ε′), for the
frequencies > 40 MHz is almost constant whereas the term (σs/ωε′) decays with increasing frequency,
and its behavior dominates the Q−1

i variation with frequency. The upper limit of frequency independence
is related to the dielectric relaxation of water that occurs at frequencies above ∼ 1 GHz.

the relaxation of ε, described by ε 0 0. Setting σ 0 0 ¼ 0, the intrinsic
attenuation (Q−1

in ) and the loss tangent [tanðδÞ] of a GPR signal can
be described (von Hippel, 1954; Keller, 1987; Turner and Siggins,
1994; Giroux and Chouteau, 2010) as

Qin
−1 ¼ tanðδÞ ¼ σe

ωεe
¼ σ 0

ωε 0
þ ε 0 0

ε 0
. (8)

In low-conductivity media (tan δ ≪ 0.1, which corresponds to
σ 0<1.0 mS∕m), the dielectric relaxation term ε 0 0∕ε 0 is dominant
over σ 0∕ωε 0 (Turner and Siggins, 1994), and ε 0 0 and ε 0 have very
similar variations in frequency (Zhou et al., 2001). Therefore, Q−1

in

may be assumed to be constant over the GPR frequency range when
σ is low (Turner and Siggins, 1994; Lui et al., 1998; Zhou et al.,
2001; Bradford, 2007).
In the presence of conductivity, Q−1

in is frequency-dependent
(Daniels, 1996) because σ 0∕ωε 0 is a function of frequency. Figure 1
contains the intrinsic Q−1

in (the thin solid line) calculated from the
sum of the twoQ−1

in components in equation 8, from an arbitrary real
conductivity of 5.0 mS∕m (the dashed line) and a lab measurement
of ε 0 0∕ε 0 (the dotted line) from an air-dried carbonate sample from
an Ellenburger outcrop in central Texas. The components ε 0 and ε 0 0

of the complex dielectric permittivity are measured with an
HP-8752A network analyzer and an HP-8750A probe (Klein and
Santamarina, 1997). For each sample, eight measurements are made
at each of 101 frequencies between 20 MHz and 1.3 GHz (McMe-
chan et al., 2002). In Figure 1, the decay rate of Q−1

in with increasing
frequency (the solid line) is defined by σ 0∕ωε 0 in frequency
whereas ε 0 0∕ε 0 contributes only to the (nearly) constant Q−1

in base-
line at frequencies >40 MHz. Thus, for nonmagnetic rock, and for
frequencies where ε 0 0 and ε 0 vary similarly in frequency (Zhou et al.,
2001) (>40 MHz for the Ellenburger lab data [Loucks et al., 1999])
and conductivity is real, Q−1

in can be described by the sum of
the ε 0 0∕ε 0 (frequency-independent) baseline and the (frequency-
dependent) σ 0∕ωε 0. The upper limit of frequency independence
is associated with the dielectric relaxation of water that occurs at
frequencies above ∼1 GHz. The following sections show synthetic
and real data examples.
With increasing conductivity, EM velocity dispersion may occur

(Keller, 1987). However, increasing ε 0 stabilizes the velocity for
high conductivity (Reppert et al., 2000). For example, velocity is
fairly constant for relative dielectric constants>5.0 for conductivity
up to 20 mS∕m for frequencies>40 MHz (Reppert et al., 2000), up
to 100 mS∕m in water (Davis and Annan, 1989). This is true for
most geologic materials because increasing conductivity is com-
monly caused by the presence of ions dissolved in water, which
also increases the relative dielectric constant; most geologic mate-
rials have dielectric constants 4–8, compared to 80 for water (Keller,
1987; Davis and Annan, 1989). In the presence of conductivity, and
for a relatively large dielectric constant, the intrinsic Q−1

in is a func-
tion of frequency, whereas the velocity dispersion is negligible
(equations 3 and 4).

Scattering Q−1
sc

Scattering attenuation is produced from the medium heterogene-
ity and is most efficient at wavelengths that are similar to the
sizes of the scatterers in seismic and GPR propagation (Frankel
and Clayton, 1986; Chang and McMechan, 1996; Hackert and
Parra, 2003). Because of the strong similarities between GPR

and seismic wave behaviors (Fisher et al., 1992a, 1992b; Hollender
et al., 1999; Lehmann et al., 2000; Bohidar and Hermance, 2002),
most scattering models, empirical relationships, and applications
proposed for acoustic and elastic waves, are also useful for
EM waves.
For seismic waves, modeling of scattering and analytical and

theoretical estimates of Q−1
sc for different random media (Gaussian,

exponential and self-similar) are discussed by Frankel and Clayton
(1986), Frenje and Juhlin (2000), and Hackert and Parra (2003).
Scattering attenuation calculated from the direct arrival signals is
very similar to that calculated from signal codas (Frankel and
Clayton, 1986). In self-similar models, with correlation distance
A (the scatterer size), Q−1

sc normally is distributed around peaks
in the wavenumber (K), that correspond to the scatterer size; KA ¼
1.0 and KA ¼ 1.5 for 2D and 3D media, respectively (Frankel and
Clayton, 1986; Tang and Burns, 1992).

Total Q−1
t

The total attenuation,Q−1
t , as a composite ofQ−1

in andQ−1
sc effects,

can be estimated using various temporal or spatial forms, or in their
respective Fourier transform domains (Aki and Richards, 1989).
Methods for calculating Q−1

t , and comparisons between them,
are discussed by Jannsen et al. (1985), Tarif and Bourbie (1987),
and Tonn (1989, 1991). The spectral ratio method (Båth, 1974;
Jannsen et al., 1985; Aki and Richards, 1989; Rickett, 2007) is con-
sidered one of the best for Q measurement (Tonn, 1991). It mea-
sures the total Q as a function of frequency from the ratio of the
amplitude spectra of the propagating waves transmitted between
two spatially separated points using

ln

�
A1

A2

�
¼ ln

�
A01

A02

�
−
ωðx2 − x1Þ

2vQt
; (9)

where A1 and A2 are the spectral amplitudes of a GPR wave
recorded at positions x1 and x2, v is the phase velocity between
x1 and x2, and [A01

∕A02
] is a frequency-independent amplitude scal-

ing that removes the source signature, geometrical spreading, and
reflection and transmission losses (Jannsen et al., 1985; Neep et al.,
1996; Rickett, 2007). In a crosshole GPR common-transmitter gath-
er, A01

∕A02
depends on the geometrical spreading as well as the

source and receiver coupling and directivities (Zhou and Fullagar,
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Figure 1. Calculated intrinsic total Q−1
in (the thin solid line) for a

representative conductivity of 5.0 mS∕m (the dashed line), and
for ε 0 0∕ε 0 (the dotted line) from lab measurements of a dolomite
sample in the Ellenburger dolomite outcrop (Loucks et al., 1999).
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Figure 4.1: Intrinsic total Q−1
i

and its constituting components variation with frequency for a σ = 0.005 S/m and ε′′/ε′ lab
measurements of a dolomite sample in the Ellenburger dolomite outcrop [76].

4.3 Frequency Dependent Attenuation of GPR Pulses
In the frequency band of Ground-penetrating radar (10 MHz–1 GHz), the effective dielectric permittivity
is approximately independent of frequency over a broad range of earth materials. It is therefore often
assumed that GPR signal propagation is approximately frequency independent in many if not most of
materials [11]. As frequency increases, attenuation increases as well.

There are typically three mechanisms that lead to significant frequency dependence (attenuation
mechanisms) in the GPR frequency band [13], (Figure (4.2)). For many materials, at the low end of
the frequency spectrum (< 10 MHz) ionic or DC conductivity dominates the frequency dependence of
the dielectric spectra. In 10 − 1000 MHz a dielectric relaxation is observed that can be attributed to
bound-water relaxation, grain geometry, or a form of Maxwell-Wagner relaxation. At frequencies ≥ 1
GHz, water relaxation begins to dominate the dielectric spectrum.

While frequency dependent attenuation and velocity dispersion are necessarily linked, the functional
form of dielectric relaxation in the GPR frequency range is such that velocity dispersion is weak while
the attenuation coefficient can vary by 1 – 2 orders of magnitude (Figure (4.2)). These variations in the
dielectric spectrum can be used to obtain new information about the subsurface, such as information that
can be related to parameters critical to hydrology, soil mechanics or other fields, such as soil moisture
or clay content [13], [14]. With increasing conductivity, EM velocity dispersion may occur. However,
increasing ε′ stabilizes the velocity for high conductivity (Figure (4.2), right panel). This is true for most
geologic materials because increasing conductivity is commonly caused by the presence of ions dissolved in
water, which also increases the relative permittivity. In the presence of conductivity, and for a relatively
large relative dielectric permittivity, the intrinsic attenuation Q−1

in is a function of frequency, whereas the
velocity dispersion is negligible.

Further, Turner and Siggins [144] made attenuation measurements on a range of geological materials
to quantify the dielectric behavior of the materials at radar frequencies. Their results show a wide
variation in attenuation rate between different sand types, but the variation with frequency above 10
MHz is almost linear for each material. For a variety of dry rocks over a frequency range of 10 MHz to 1
GHz the attenuation almost presents a linear behavior versus frequency. This resulted in conclusion that
the attenuation of radio waves in some geological materials can be approximated by a linear function of
frequency over the bandwidths of typical subsurface radar pulses. This characteristic is attributed to the
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presence of a number of competing mechanisms e.g., dielectric loss mechanisms with differing relaxation
times.

The presence of water in most soils and rocks commonly causes increase in attenuation with frequency
in these materials at radar frequencies. This increased attenuation occurs because at these frequencies
the highly polar water molecules begin to lag behind the applied field and increase the total real effective
conductivity.
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Figure 4.2: (left) loss tangent components; (middle) intrinsic attenuation; and (right) velocity variations versus GPR frequency
range for typical water-saturated carbonate rocks. Different mechanisms dominate the frequency dependence over different frequency
bands.

4.4 Methods of Loss Tangent Estimation
Electromagnetic waves undergo attenuation as they propagate through a lossy medium like earth. There
are several methods for estimation of attenuation that in principle use amplitude spectrum information,
spectrum shift or a combination of both. The basic approaches to estimate the attenuation of traveling
EM waves in a medium can be classified as:

1. Spectral ratio (e.g., [118], [46]): ratio of the amplitude spectra of propagating waves between two
spatially separated depths are computed.

2. Frequency shift (e.g., [75], [11]): variation of maximum or centroid frequency versus time is used
to estimate the attenuation.

3. Amplitude or power decay ([142], [43]): ratio of received amplitudes or powers at two different
arrival times is computed.

The spectral ratio and frequency shift are performed in frequency domain, and amplitude decay is essen-
tially a time domain approach.
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4.4.1 Spectral Ratio
For plane-wave vertical-propagation through a homogeneous medium, the change in amplitude spectrum
in a time interval ∆τ can be modeled as:

A(ν, τ2) = A(ν, τ1) e∆β e−αV∆τ (4.7)

where V is phase velocity, ∆β is a term that captures frequency-independent amplitude-scaling effects
caused by phenomena such as geometric spreading, source signature, and reflection and transmission
losses. For the given travel-times, τ1, τ2, the ratio of two amplitude spectra is related to α as ([118],
[46]):

ln

(
A(ν, τ1)
A(ν, τ2)

)
= ∆β − αV∆τ (4.8)

considering that
Q = ω

2V α = πν

V α
(4.9)

substituting equation (4.9) in (4.8) yields:

ln

(
A(ω, τ1)
A(ω, τ2)

)
= ∆β − ω∆τ

2Q (4.10)

This equation describes the spectral ratio method of attenuation estimation. The equation is only locally
linear, and the intercept will be non-zero and depends on the band over which the analysis is done. Fitting
a line to equation (4.10) which is assumed linear over the GPR bandwidth yields slope that determines
1/Q, and the intercept term ∆β that however on its own does not have value. A non linear function can
be fit to equation (4.10), as well. Number of studies show that the Q in equation (4.10) is rarely constant
in the GPR range.

To this end, we note that the spectral ratio method is simple in principle, but in practice determining
the Q-factor is complicated by overlapping wavelets which lead to amplitude spectra that do not reflect
the wavelet spectrum. The amplitude spectrum of the waves may be affected by many factors, such as
geometric spreading, receiver coupling, transmission-reflection loses and radiation pattern [152]. However,
the amplitude spectrum form may not be influenced by these factors since these factors are not always
necessarily frequency dependent.

Spectral ratio method can be more efficient as long as an appropriate bandwidth is chosen to avoid
adverse effect of additive noise and numerical errors [48]. Contrary to the methods based on frequency-
shift, the spectral ratio method uses the entire amplitude spectrum. The main advantage of spectral
ration methods is that they are independent from the source spectrum.

4.4.2 Amplitude Decay
This method that purely relies on the amplitude information is one of the simplest methods of computing
attenuation based on the decay of amplitudes. The ratio of amplitude at two different travel-times, τ1
and τ2 is related to the attenuation coefficient α by [142]:

ln

(
A(z1, τ1)
A(z2, τ1)

)
= α (2∆z) = αV∆τ (4.11)

that in term of Q−1 is written as:

ln

(
A(z1, τ1)
A(z2, τ2)

)
= Q−1ω

2 ∆τ = Q−1πν∆τ (4.12)

where ν is the dominant frequency of the transmitted pulse. The Q−1 can be attributed to total loss
as discussed in Chapter 5. Figure (4.3) presents the attenuation of an electromagnetic wave amplitude
versus a distance. The signal amplitude decays exponentially in the direction of field translation while
the field shape remains invariant. The major drawback of this approach is that the transmission and
reflection at subsurface interfaces can result in significant losses and amplitude decay of a radar wavelet.
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Sinusoidal signals are characterized by both excitation ! and spatial wavelength
l, where l= 2pv/!.

1.3.1. Wave properties

Key wave field properties are velocity, v, attenuation, �, and EM impedance, Z
(Annan, 2003). Wave properties for a simple medium with fixed permittivity,
conductivity, and permeability are most easily expressed if a sinusoidal time varia-
tion is assumed. The variation of v and � versus sinusoidal frequency, f, are shown
in Figure 1.5 (note != 2pf ).

All the wave properties exhibit similar behavior. At low frequencies, wave
properties depend on

ffiffiffi
!

p
, which is indicative of diffusive field behavior. At high

frequencies, the properties become frequency-independent (if ", �, and � are
frequency-independent). The high-frequency behavior is the character of most impor-
tance to GPR.

The transition from diffusion to propagation behavior occurs when the electric
currents change from conduction (free charge)-dominant to displacement (con-
strained charge) current-dominant behavior. For a simple material, the transition
frequency is defined as follows:

ft=
�

2p"
ð1:16Þ
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Figure 1.4 In low-loss environments, EMpropagate at a finite velocity and decay in amplitude
with minimal pulse shape change.
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Figure 4.3: Amplitude decay of EM waves in lossy medium [2].

4.4.3 Frequency Shift
In addition to the signal amplitude decay with increasing distance, attenuation causes electromagnetic
wave broadening since the high-frequency content of the spectrum dissipates faster than the low-frequency
part. In other words, the dominant (maximum) and central frequency of the pulse will downshift to lower
values as the wave propagates in a lossy medium [75], [116], [51]. For example, Figure (4.4) presents a
synthetic pulse and the centroid frequency downshift with time.

The geometrical energy spreading is almost independent of frequency. Radar wavelets can change
in shape at subsurface interfaces, but this is not so common in environments well suited for GPR. The
progressive broadening of arrivals down a trace is less likely to be caused by interface reflection and
transmission effects [51]. It is, however likely, in some cases where transmission and reflection coefficients
are frequency-dependent, depending on the materials’ frequency dependence on either side e.g., reflection
between sand and clay.

Figure 4.4: (left) A synthetic trace, (right) Variation of central frequency through time (Taken from [51]).

The frequency shift method to estimate attenuation offers certain advantages over other methods
because the frequency shift is less corrupted by the adverse effects of scattering, geometric spreading, re-
ceiver coupling variations, transmission-reflection losses, and radiation/reception pattern effects, whereas,
the amplitudes are easily contaminated by these factors. Indeed, the frequency-shift (equivalently pulse-
broadening) of an EM pulse is relatively insensitive to these effects [75], [116].

Centroid Frequency Shift Method

Centroid frequency is referred to the geometric center of the frequency band. The centroid frequency
downshift is linked to attenuation and can be attributed to dielectric losses. Figure (4.5) illustrates a
pictorial description of centroid frequency downshift for a Gaussian spectra. The intrinsic attenuation
of EM waves, over the bandwidths of typical radar pulses propagating in many geological materials,
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is a linear function of frequency and can be characterized by a constant value [144]. Hence, assuming
that the attenuation linearly depends on the frequency, i.e., αi(ν) = α0ν, the centroid of traveling wave
amplitude-spectrum is related to the attenuation coefficient as [75], [116]:

Figure 4.5: A source wavelet of Gaussian shape with the centroid frequency of 400 MHz, the attenuation effect of the medium
and the received signal. The frequency shift is visible on the received signal (Taken from [116]).

νc = ν0 − σ2
s

∫
ray

π

V Q
dl = ν0 − σ2

s

∫
ray

α0 dl (4.13)

where νc, ν0 and σ2
s are centroid frequency of received spectrum, centroid frequency of incident pulse

and the variance of source pulse amplitude , respectively. The integral is taken along the ray-path. The
equation (4.13) presents a gradual downshift of the centroid frequency as ∆ν = ν0 − νc. Liu, et al., [75]
proposed a statistical based approach to estimate the attenuation coefficient from the centroid downshift
of the spectrum over a range of frequency. The amplitude spectrum of the incident wave, X(ν), in general
can be related to the received amplitude spectrum Y (ν) by:

Y (ν) = G (ν)H (ν)X (ν) (4.14)
where G (ν) includes the effects of geometric spreading, instrument response, source and receiver cou-
pling to the medium, antenna radiation pattern, reflection and transmission coefficients, and the phase
accumulation due to propagation, and H (ν) presents the attenuation effects of the medium on the wave
amplitude. For a known amplitude spectrum of the incident wave, X(ν), the centroid frequency of the
received pulse is estimated by:

νc =
∫∞

0 νY (ν)dν∫∞
0 Y (ν)dν

(4.15)

and variance of received signal spectrum is given by:

σ2
c =

∫∞
0 (ν − νc)2

Y (ν)dν∫∞
0 Y (ν)dν

(4.16)

If G is independent of frequency then νc and σ2
c will be independent of G, as well. This property is the

main advantageous of centroid frequency downshift approach. However, this method requires to know
the incident wave spectrum priory, and commonly in literature a Ricker or Gaussian function is assumed
to present the source wavelet. Note that in medium that the scattering attenuation cannot be ignored the
estimated attenuation will be a combination of the intrinsic and that component of scattering attenuation
which is linear with frequency.

For the spacial case where the source wavelet is Gaussian with the center operating frequency of ν0
and spectrum variance of σ2

0 :

X (ν) = 1√
2πσ0

exp
(
− (ν − ν0)2

2σ2
0

)
(4.17)

the centroid frequency of the received pulse in a homogeneous medium is given by [75]:
νc(τ) = ν0 − σ2

0Q
−1πτ (4.18)

Note that to analyze the spectral variation of EM pulse through time, the time-frequency distribution
analysis by using an appropriate method like Short Time Fourier Transform (STFT) or S transform is
required (see Appendix A).
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Maximum (Peak) Frequency Shift Method

Maximum or peak frequency is referred to the frequency corresponding to maximum amplitude of the
spectrum. Therefore, it is simply obtained by: equating the derivative of the amplitude spectrum with
respect to frequency to zero. Similar to the centroid frequency variation, as the signal propagates,
frequency-dependent attenuation causes a downshift of the peak of the amplitude spectrum. This spectral
shift can be used to estimate attenuation. For example, assuming that the source wavelet is a Ricker
wavelet defined by:

X (ν) = A0

(
ν

ν0

)2
exp

(
−ν

2

ν2
0

)
(4.19)

with A0 = 2√
π
, the amplitude of received spectrum after time τ can be expressed as (G is neglected):

Y (ν, τ) = X (ν) exp (−αV τ) = A0

(
ν

ν0

)2
exp

(
−ν

2

ν2
0
− αV τ

)
(4.20)

Setting the derivative of equation (4.20) equal to zero:

∂Y (ν, τ)
∂ν

|(ν=νm) = 0 (4.21)

assumption of low loss medium yields the loss tangent as a function of frequency shift [11]:

tan δ = 2
πτ

ν2
0 − ν2

m(τ)
ν2

0νm(τ) (4.22)

where νm is maximum frequency at time τ . Lauro et al., [63] obtained an equivalent relation that is
expressed by:

νm (τ) = ν0 exp
[
− sinh−1

(π
4 ν0 tan δτ

)]
(4.23)

It is worth noting that since a Gaussian wavelet is symmetric, the mean, centroid and maximum frequen-
cies are coincident whereas for a Ricker wavelet because of the asymmetry these especial frequencies are
different. Similarly, for source wavelet with Gaussian spectrum of standard deviation σg, the received
spectrum after time τ is:

Y (ν, τ) = 1√
2πσ0

exp
(
− (ν − ν0)2

2σ2
0

− αV τ

)
(4.24)

By setting the derivative of equation (4.24) equal to zero, the loss tangent is obtained as:

tan δ = ν0 − νm(τ)
πτσ2

0
(4.25)

Equations (4.25) and (4.18) are same due to the symmetric property of the Gaussian wavelet.

4.5 Estimation of Attenuation in Literature
In this section several examples of loss tangent estimation with their applications are briefly described.

Grimm et al., [43] studied the radar data collected at Volcanic Tableland of the Bishop (California)
Tuff for Mars-analog geophysical investigation to evaluate factors that affect radars for Mars. To estimate
the total attenuation, first the energy-average trace is computed by taking the mean square over all traces
at each time, then, the attenuation is estimated from a least squares fit to the logarithm of power (Figure
(4.6)). This operation implicitly assumes a medium that is composed of horizontal layers or isotropic,
random scatterers. The intrinsic attenuation directly is measured from vertical electric sounding. The
residual attenuation that is obtained from total attenuation minus the measured absorption is attributed
to the scattering.
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Figure 4.6: Horizontally averaged power versus depth. The fit (gray line) to the exponential decay is used to estimate the total
attenuation (Taken from [43]).

Campbell et al., [17] estimate a loss tangent of 0.005 − 0.012 using sounding radar profiles across
Amazonis Planitia from the Shallow Radar (SHARAD) instrument on the Mars Reconnaissance Orbiter.
The loss tangent is estimated from the ratio of variations in radar echo strength at two different time
delays. The main assumptions are:

1. The surface roughness at the SHARAD wavelength scale is constant with respect to position.

2. The subsurface interface also has constant roughness on the scale of the radar wavelength in the
medium.

3. The explored layer has constant dielectric loss properties.

4. The real dielectric contrasts at the surface-atmosphere and surface-subsurface interfaces are constant
over some length of the detected interfaces.

As a result, the observed changes in the back-scattered power from subsurface depends only on the
thickness of the layer being probed, and the loss tangent will be related to the signal attenuation in the
medium as a function of traveled distance. For a round-trip distance 2z, and initial amount of power P0,
the observed power loss is expressed by:

αp = P (z)
P0

= exp
[
−8πz
λ

√
ε′r
2

(√
1 + tan δ2 − 1

)]
(4.26)

considering that
z = c ∆τ

2
√
ε′r

(4.27)

the loss tangent is related to the power loss as:

tan δ =

√√√√{2
[

λ

4πc ∆τ ln(αp)
]2
}
− 1 (4.28)
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where ∆τ is round-trip delay time, ε′r is the real part of realtive permittivity of medium, λ is the free
space radar wavelength that for SHARAD centroid frequency is ∼ 15 m.

Grima et al., 2009, [42] uses the power ratio and estimate tanδ < 0.0026 for bulk ice in north polar
deposit of Mars from SHARAD data as:

tanδ =
10 log

(
Pt
Pb

)
0.091 ν ∆τ c (4.29)

with

Pt = Ps

(√ε′r + 1√
ε′r − 1

)2

− 1

 (4.30)

where Pt, Ps and Pb are the power of transmitted echo, power of surface echo and power of bedrock echo,
respectively, and ν is the SHARAD frequency in MHz. The ε′r is the real part of relative permittivity of
the deposit that by assuming a homogeneous medium can be obtained from the time delay, ∆τ , between
surface and bottom echo:

ε′r =
(

∆τc
2h

)2
(4.31)

where h is the thickness of deposit and c is the speed of light in free space.

Campbell and Morgan, 2018, [18] implement a similar approach to estimate the loss tangent based
on splitting the bandwidth of SHARAD signals into radargrams with different subbands and determined
the attenuation as a function of free-space wavelength, λ1 and λ2, as:

P2

P1
= P 0

2
P 0

1
e

4πcτ
(

1
λ1
− 1
λ2

)
tan δ (4.32)

where P 0
2 and P 0

1 are the incident power echo of two subbands, and P2 and P1 are those observed by the
receiver.

Lauro et al., 2017, [63] estimate the loss tangent of the volcanic deposits on Mount Etna (Italy)
by applying the amplitude decay and frequency shift methods in a section where a sloping interface is
detected. The transmitted signal is approximated by Gaussian and Ricker wavelets, and the contribution
of relaxation mechanism (polarization) and conduction terms in the loss tangent is separated. The
results can offer some insights to retrieve quantitative information on electrical properties of planetary
subsurface. The received spectrum is expressed as:

Y (ν, τ) = ρX (ν) e−jβ2z e−α2z (4.33)

where ρ is the reflection coefficient at the interface, X (ν) is the spectrum of transmitted signal, β =
ω/V = 2πν/V , and α is attenuation coefficient that for low loss medium is α ≈ πν

V tan δ. Considering
that 2z = V τ , equation (4.33) is written as:

Y (ν, τ) = ρX (ν) e−2πνjτ e−πν tan δτ (4.34)

The tan δ is divided into two terms:

tanδ = ε′′

ε′
+ σs
ωε′

= tanδp + tanδc (4.35)

where σs is static conductivity, tanδp and tanδc specify polarization and conductivity contribution in loss
tangent, respectively. Substituting equation (4.35) in (4.34) yields:

Y (ν, τ) = ρX (ν) e−2πνjτe−πν(tan δp+tan δc)τ (4.36)

then
Y (ν, τ) = ρX (ν) e−2πνjτe(−πν tan δp− σs

2ε′ )τ (4.37)
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note that ε′ presents the real part of complex permittivity as already defined as, ε = ε′ − jε′′. Assuming
X (ν) is a Gaussian pulse with the operating centroid frequency ν0, amplitude of X0 and variance σ0 the
spectrum of the received echo will be:

Y (ν, τ) = ρX0e
− (ν−ν0)2

2σ2
0 e−2πνjτe(−πν tan δp− σ

2ε′ )τ (4.38)

If the losses due to polarization phenomena are frequency independent the received spectrum is still a
Gaussian function that its amplitude is concisely expressed by:

|Y (ν, τ) | = Yτ e
−

(
ν−ν
′
0

)2

2σ2
0 (4.39)

where ν′0 is centroid frequency of the received spectrum at time τ that is related to the ν0 through:

ν
′

0 (τ) = ν0 − πσ2
0 tan δpτ (4.40)

and
Yτ = |Y0|e−πν0 tan δ0τ+ 1

2π
2σ2

0 tan δ2
pτ

2
(4.41)

where
tanδ0 = tanδ|ν=ν0 (4.42)

In the case that the source wavelet is described by a Ricker wavelet, spectrum of the reflected signal
cannot be analytically modeled, however, the maximum frequency variation versus time is written as:

ν′0 (τ) = ν0 exp
[
− sinh−1

(π
4 ν0 tan δpτ

)]
(4.43)

If tan δp � 1, formula (4.43) will be linear:

ν
′

0 (τ) ≈ ν0 −
π

4 ν
2
0 tan δpτ (4.44)

This procedure can retrieve the unknowns. The shifted centroid frequency at time τ , i.e., ν′0, the ampli-
tude Y (τ) and bandwidth σ0 are obtained from a Gaussian function fit to |Y (ν, τ) | in equation (4.39).
The loss tangents, tan δp, tan δ0 and ν0 can be estimated by a polynomial regression to the logarithm of
Y (τ) in equation (4.41). In addition, for the Gaussian wavelet assumption equation (4.40) and for Ricker
wavelet assumption equation (4.44) can be fitted to the measured ν′0, retrieving the unknown parameters.

Bradford 2007, [11] derives the following linear approximation to the attenuation coefficient at refer-
ence frequency ω0 = 2πν0, for low loss material:

α ≈ αω0 +
√
µ0ε′ω0

Q
(ω − ω0) (4.45)

α = αω0 + 1
2

√
µ0

ε′ω0

[
ε′′ω0

+ ω0
∂ε′′

∂ω
− 1

2ε′ω0

∂ε′

∂ω

]
(ω − ω0) (4.46)

then comparing with the linear approximation of α introduced by [144] finds a functional form for Q−1

as:
Q−1 = 1

ε′ω0

[
ε′′ω0

+ ω0
∂ε′′

∂ω
− 1

2ε′ω0

∂ε′

∂ω

]
(4.47)

where ω0 = 2πν0. For a Ricker wavelet, by evaluating the shift in the maximum of propagating signal
spectrum through time, Q−1 is related to the peak frequency ωm at time τ as:

Q−1 = 4
τ

ω2
0 − ω2

m

ω2
0ωm

(4.48)

that is equivalent to equation (4.22). The formulation (4.47) provides a basis to invert for relaxation
parameters given a differentiable relaxation model and measurements of Q−1 over several different pass
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bands. Bradford et al., [14] showed that for radar propagating in the 1 GHz range through snow contain-
ing liquid water, Q−1 can be directly related to the imaginary part of the permittivity, which in turn is
a simple function of liquid water content. Then with a coincident measure of radar velocity it is possible
to estimate total snow water equivalent.

Ding et al., [23] analyze the Chang’E-5 LRPR data with the frequency shift method to estimate the
loss tangent of the lunar regolith within a depth of ∼ 2.8 m. The estimated loss tangent of the Chang’E-5
landing site ranges from 0.0148 to 0.0016.

Feng et al., [33] examine data obtained by the Lunar Penetrating Radar (LPR) onboard the Chang’E-
4 mission to study the dielectric properties and stratigraphy of lunar regolith on the far side of the Moon.
They evaluated the dielectric loss from the maximum penetration depth based on the radar equation.
Their results suggest that regolith at the landing site has a permittivity of 2.64− 3.85 and a loss tangent
of 0.0032 − 0.0044, indicating that the local regolith is composed of a fine-grained, low-loss material
that is much more homogeneous than that found at the Chang’E-3 landing site. The total thickness of
weathered material is estimated ∼ 40 m, with several regolith layers.

Eide et al., [29] implement the centroid frequency-shift method to estimate attenuation from Radar
Imager for Mars’ Subsurface Exploration (RIMFAX) data acquired along the Mars 2020 Perseverance
rover traverse. Over Jezero Crater Floor the authors study radar attenuation in the upper 5 m of the
shallow Martian subsurface and for the Q factor obtain the average value of 70.4± 7.7.

Analyzing Chang’E-4 LPR data, Li et al., [72] use the centroid-frequency approach and for the two-
way travel time from 0 to about 450 ns report the average loss tangent tan δ = 0.005± 0.002 represents
an average value for the entire radar section over that interval. Then, using the obtained loss tangent
estimate the bulk density and consequently the oxide content (FeO+TiO2) is determined.

Bharti et al., [7] to characterize the signal sensitivity in terms of the power loss and time delay mea-
sure the along-track power of the reflectors (surface and subsurface) of SHARAD observations that cross
the Mangala crater (informally named by authors). Then to determine the loss tangent of the subsur-
face material they fit the equation (4.28) [here λ = 15 m corresponds to SHARAD wavelength in free
space] to measurements. To increase the total range of time delays and derive a reasonably better fit the
reflectors from two radar tracks are combined. Finally, they obtain loss tangent values ranging between
0.008− 0.009 and attribute these values to moderate radar-absorbing material like dry, moderate-density
sediments or the lower end of the range of values measured for basalt. In addition, the relative permit-
tivity is estimated from SHARAD data.

Lai et al., [60] study Chang’E-3 and Chang’E-4 LPR data to compare dielectric properties and struc-
ture of lunar Regolith at corresponding landing sites, as two rovers are equipped with the radar sounder of
same configuration. In term of attenuation, they estimate the average loss tangent by inversion of radar
equation, based on ratio between received and transmitted pulses powers. The reflections are corrected
for geometric spreading. Along with the traversing path of YUTU-2 rover between 0 and 105 m,the
estimated average value of loss tangent is tanδ = 0.0039 ± 0.0002. Using the evaluated loss tangent,
the FeO+TiO2 content of lunar regolith is infered to be 11.8% − 13%. At Chang’E 3 site, for tanδ and
FeO+TiO2content is estimated as ∼ 0.02 and 24.3± 3.4 wt%, respectively.



Chapter 5

Estimation of Radar Pulse
Attenuation: Novel Techniques

5.1 Introduction
Chapter 4 presents the general framework of basic methods for the estimation of propagating EM waves
attenuation in lossy mediums, with applications to terrestrial and planetary explorations. The purpose
of this chapter is to introduce novel approaches to estimating the attenuation of radar pulses for use on
earth and on other planets. This technical chapter contains two parts.

In Part I, a Ricker wavelet is used to model the transmitted radar pulse, and a novel forward formula,
based on the centroid-frequency shift is developed. In order to validate the new formulation, synthetic
data generated by a simulated dipping sharp reflector separating two medium with different electric
properties is used. Finally, the method is implemented to real datasets collected on volcanic ash to
retrieve the loss tangent.

In Part II, a new variant of the previous algorithm in which the centroid-frequency shift is computed
from power spectrum of the records is introduced. Using synthetic GPR data generated with the gprMax
simulator over an inhomogeneous medium, these approaches are compared with the maximum frequency
shift method. Then, real GPR data collected on a fractured basaltic lava flow are studied to retrieve
the loss tangent values. In addition the scattering contribution is deduced from the best liner fit to
the amplitude decay of the received pulses. These two proposed methods are particularly suitable in all
those cases where losses are dominated by the polarization phenomena, as is the case in terrestrial and
planetary dry and cold environments.

To recover the unknowns, a probabilistic inversion approach which accounts also the uncertainties due
to noise content in data is used.

5.2 Part I
5.2.1 Background Theory
For a monochromatic plane electromagnetic wave that is uniform in x and y directions, with only x̂
component that propagates along the positive z direction in a lossy medium, the electric field is given by:

E (z, t) = R
{
E (z) ejωt

}
= x̂ R

{
E0 e

j(ωt−βz)
}
e−αz (5.1)

where as defined in Chapter 1, α = −ωc I
{√

εer
}
and β = ω

cR
{√

εer
}
are attenuation coefficient and

phase constant, and E0 is the electric field amplitude. In addition, total attenuation coefficient can be
expressed by the summation of intrinsic αi and scattering αs attenuation coefficients, α = αi + αs. In
this part, the medium is assumed to be almost homogeneous (that means α ≈ αi), linear, isotropic and
non-magnetic, thus the attenuation can be expressed according to Chapter 1 as:
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α(ω) = −ω
c
I {
√
εer} = ω

V

{
1
2

[√
1 + tanδ(ω)2 − 1

]}1/2
= ω

2V tanδa(ω), (Np/m) (5.2)

where εer is the relative effective complex permittivity, V = ω
β = c

R{√εer} (m/s) is phase velocity, and
tanδa(ω) is the apparent loss tangent that is used to evaluate the loss tangent:

tanδ(ω) =

√{
1 + tanδa(ω)2

2

}2
− 1 (5.3)

moreover, loss tangent has two components:

tanδ(ω) = ε′′

ε′
+ σs
ωε′

= tanδp(ω) + tanδc(ω) (5.4)

where tan δp(ω) and tan δc(ω) account for polarization and conductive terms, respectively. For dry rocks,
the loss tangent is a frequency-independent quantity and is mainly due to polarization processes [80],
hence:

tanδ ∼= tanδp ∼= Const. (5.5)
and for low loss materials that tanδp � 1, a linear approximation of the attenuation factor expressed in
equation (5.2) gives:

α(ω) = ω

V

tanδa
2
∼=
ω

V

tanδ

2 (5.6)

In dispersive materials, where the loss tangent is frequency-dependent, Taylor expansion allows to linearly
approximate the attenuation coefficient around the GPR operating frequency ν0 as follows [144], [11].
Considering that ω = 2πν

α(ν) = πν

V
tanδ(ν) = πν

V

[ σs
2πνε′ + tanδp(ν)

]
= σs

2V ε′ + πν

V
tanδp(ν) (5.7)

the second term is approximated by Taylor expansion around ν0 as:

πν

V
tanδp(ν) ≈ πν0

V
tanδp(ν0) + (ν − ν0)

[
π

V
tanδp(ν) + πν

V

∂tanδp(ν)
∂ν

]
ν=ν0

= πν0

V
tanδp(ν0) + πν

V
tanδp(ν0)− πν0

V
tanδp(ν0) + (ν − ν0)

[
πν

V

∂tanδp(ν)
∂ν

]
ν=ν0

= πν

V
tanδp(ν0) + (ν − ν0)

[
πν

V

∂tanδp(ν)
∂ν

]
ν=ν0

(5.8)

inserting equation (5.8) in (5.7) yields:

α(ν) ≈ σs
2V ε′ + πν

V
tanδp(ν0) + (ν − ν0)

[
πν

V

∂tanδp(ν)
∂ν

]
ν=ν0

(5.9)

5.2.2 Received Spectrum at Receiver
The amplitude spectrum of the received echos is the absolute value of the Fourier transform of received
signals y(t, τ) that are back-scattered by discontinuities located in subsurface:

Y (ν, τ) =
∣∣∣∣∫ ∞
−∞

y(t, τ)e−j2πνt dν
∣∣∣∣ = |ρX (ν) | e−πν tanδaτ (5.10)

where τ is two-way travel time, X (v) s the spectrum of the signal emitted by the antenna, ρ is the Fresnel
reflection coefficient, and e−πν tanδaτ is the attenuation term. The emitted spectrum X (ν) is generally
unknown since it depends on the coupling of the antenna with the ground. Therefore, it is common to
assume a theoretical function like a Ricker or a Gaussian wavelet as the transmitted signal (e.g., [75],
[152], [63]). Here, a Ricker wavelet is considered, whose amplitude spectrum is expressed as:

X (ν) = A0

(
ν

ν0

)2
exp

(
−ν

2

ν2
0

)
(5.11)
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where ν0 is operating frequency and A0 = 2/
√
π is the amplitude. The received spectrum is obtained by

combining equations (5.11) and (5.10):

Y (ν, τ) = A0( ν
ν0

)2 e−( νν0
)2
e−πν tanδaτ (5.12)

According to this relation the spectral content of the transmitted signal is affected by the attenuation
factor e−πν tanδaτ , which filters out the high frequency components. As already stated, this causes the
maximum of transmitted-signal amplitude-spectrum and average frequency content (centroid frequency)
undergo a gradual down shift as the time-depth τ increases [see Figure (4.4) and (4.5)].

5.2.3 Loss tangent Estimation: Amplitude Spectrum Analysis
As noted in Chapter 4, the centroid frequency is defined as the geometric center of the frequency band,
and it is well approximated by the mean frequency, which is a statistical quantity. The entroid frequency
can be computed from amplitude spectrum as:

νca (τ) =
∫∞

0 νY (ν, τ)dν∫∞
0 Y (ν, τ)dν

(5.13)

where νca presents the centroid frequency obtained from the amplitude spectrum. Due to the presence
of noise in the GPR data, which usually appears constant in the whole spectrum, equation (5.13) may
overestimates the centroid frequency. This effect can be mitigated by constraining the frequency spectrum
to an upper boundary frequency value, νUB . Accordingly, the definition of the centroid frequency is
modified:

νca (τ) =
∫ νUB

0 νY (ν, τ)dν∫ νUB
0 Y (ν, τ)dν

(5.14)

by substituting equation (5.12) in (5.14) the relation describing the time-dependent centroid frequency
of the received spectrum is obtained

νca (τ) =

∫ νUB
0 ν

(
ν
ν0

)2
e
−
(
ν
ν0

)2

e−πν tan δaτ dν∫ νUB
0

(
ν
ν0

)2
e
−
(
ν
ν0

)2

e−πν tan δaτ dν

(5.15)

defining two new variables u = ν/ν0 and x = 1
2πν0 tan δaτ ,

νca (τ) =

∫ νUB
0 ν

(
ν
ν0

)2
e
−
(
ν
ν0

)2

e−2x ν
ν0 dν∫ νUB

0

(
ν
ν0

)2
e
−
(
ν
ν0

)2

e−2x ν
ν0 dν

= ν0

∫ νUB/ν0
0 u3e−(u+x)2

ex
2
du∫ νUB/ν0

0 u2e−(u+x)2
ex2 du

(5.16)

and by introducing the variable ξ = u+ x ,

νc (τ) = ν0

∫ xmax
x

(ξ − x)3
e−ξ

2
dξ∫ xmax

x
(ξ − x)2

e−ξ2 dξ
(5.17)

where xmax = x+ νUB/ν0. The integrals are split into different terms:

νca (τ) = ν0

∫ xmax
x

ξ3e−ξ
2
dξ − 3x

∫ xmax
x

ξ2e−ξ
2
dξ + 3x2 ∫ xmax

x
ξe−ξ

2
dξ − x3 ∫ xmax

x
e−ξ

2
dξ∫ xmax

x
ξ2e−ξ2 dξ − 2x

∫ xmax
x

ξe−ξ2 dξ + x2
∫ xmax
x

e−ξ2 dξ
(5.18)

which gives the variation of centroid frequency as a function of operating frequency, time and loss tangent
[66]

νca (ν0, τ, tanδa) = ν0
I3 (x)− 3xI2 (x) + 3x2I1 (x)− x3I0 (x)

I2 (x)− 2xI1 (x) + x2I0 (x) (5.19)

where In (x) is defined as:
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In (x) =
∫ xmax

x

ξne−ξ
2
dξ (5.20)

In particular, for n = 0, 1, 2, 3 these integrals are equal to:

I0 (x) =
√
π

2 [ erfc (x)− erfc (xmax)]

I1 (x) = 1
2 (e−x

2
− e−x

2
max)

I2 (x) =
√
π

4 [ erfc (x)− erfc (xmax)] + 1
2(xe−x

2
− xmaxe−x

2
max)

I3 (x) = 1
2 (e−x

2
− e−x

2
max) + 1

2 (x2e−x
2
− x2

maxe
−x2

max)

(5.21)

where erfc (x) is the complementary error function:

erfc (x) = 2√
π

∫ ∞
x

e−ξ
2
dξ (5.22)

Equation (5.19) is a nonlinear expression that defines the relation between the measured centroid fre-
quencies and the model parameters, that are, the operating frequency ν0 and the medium apparent loss
tangent tanδa. The centroid frequency is computed from the spectrum amplitude at different time delays
τ , and then the computed centroid-frequency versus time is used to retrieve the loss tangent through a
probabilistic inversion approach [138], [86] (see Chapter 3).

For x� 1 and νUB →∞ a linear approximation of equation (5.19) can be obtained:

νc (τ) ≈ νc (0) + ν0
∂F (x)
∂x

∣∣∣∣
x=0

x (5.23)

where the function F (x) is defined as:

F (x) ≡ νc (τ)
ν0

(5.24)

and considering:
F (x) = N(x)

D(x) (5.25)

we have:

∂F (x)
∂x

=
D ∂N(x)

∂x −N ∂D(x)
∂x

D2 (5.26)

where
N(x) = I3 (x)− 3xI2 (x) + 3x2I1 (x)− x3I0 (x) (5.27)

D(x) = I2 (x)− 2xI1 (x) + x2I0 (x) (5.28)

∂N(x)
∂x

= ∂I3 (x)
∂x

− 3x∂I2 (x)
∂x

+ 3x2 ∂I1 (x)
∂x

− x3 ∂I0(x)
∂x

− 3I2 (x) + 6xI1 (x)− 3x2I0 (x) (5.29)

and
∂D (x)
∂x

= ∂I2 (x)
∂x

− 2x∂I1 (x)
∂x

+ x2 ∂I0 (x)
∂x

− 2I1 (x) + 2xI0 (x) (5.30)

for vUB →∞ (i.e., xmax →∞):

νc (0) = ν0
2√
π
, I1 (0) = 1

2 , I2 (0) =
√
π

4 , I3 (0) = 1
2 (5.31)

consequently
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∂F (x)
∂x

∣∣∣∣
x=0

= −3π − 8
π

(5.32)

Finally, substituting equations (5.32) and (5.31) in (5.23), the linear approximation of centroid frequency
will be:

νc (τ) ≈ ν0
2√
π
− 3π − 8

π
ν2

0 tan δa τ (5.33)

As expressed in Chapter 4, the variation of maximum frequency assuming a Ricker wavelet for source
pulse is given by:

νm (τ) = ν0 exp
[
− sinh−1

(π
4 ν0 tan δaτ

)]
(5.34)

defining xh = π
4 ν0 tanδaτ , equation (5.34) can be expressed as:

νm (τ) = ν0 exp
[
− sinh−1 (xh)

]
(5.35)

For xh → 0, sinh−1 (xh) ' xh and consequently the linear approximation of νm (τ) will be:

νm (τ) = ν0e
−xh ' ν0 (1− xh) = ν0 −

π

4 ν
2
0 tanδa τ (5.36)

Jacobian Matrix in Inversion Process
The Jacobian matrix that is required in solution of the inverse problem is obtained from the partial
derivatives of the centroid frequency as a function of tan δa and ν0 whose row numbers depends on the
number of data N :

Jcai =
[
∂νca (τi)
∂ν0

,
∂νca (τi)
∂ tan δa

]
(5.37)

where i = 1, 2, . . . ., N , and N is number of data. Starting from equation (5.24), F (x) = νc(τ)
ν0

, the partial
derivatives of νc (τ) with respect to model parameters (i.e., tan δa and ν0) are given by:

∂νc (τ)
∂ν0

= F (x) + ν0
∂F (x)
∂x

∂x

∂ν0
= F (x) + x

∂F (x)
∂x

(5.38)

and
∂νc (τ)
∂ tan δa

= ν0
∂F (x)
∂x

∂x

∂ tan δa
= ν0

x

tan δa
∂F (x)
∂x

(5.39)

Estimation of Uncertainty
Solution of inversion problem requires the knowledge of data covariance matrix, Cd, as well. If the data
uncertainties ud are uncorrelated, Cd is defined by Cdij = u2

diδij where δij is the delta Kronecker function.
To compute the uncertainties associated with the data, it is assumed that the received signal y(t, τ) is
affected by an additive white-Gaussian noise with zero mean and standard deviation un, n (t) ' N(0, u2

n),
that is:

y (t, τ) = ynf (t, τ) + n(t) (5.40)

where ynf (t, τ) is the noise-free signal. The uncertainty on the centroid frequency ud is computed through
the statistical propagation formula:

ud =
√

(∆νca)2 + (∆νnca)2 (5.41)

where ∆νca is the uncertainty associated to the numerical discretization of the spectrum [see also equation
(4.16)]:

∆νca =

√√√√∑K
k=1 (νk − νca)2

Yk∑K
k=1 Yk

(5.42)
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where Yk = Y (νk) presents the amplitude of the spectrum at frequency νk = ν (k), and K is the index
of maximum boundary-value of frequency ν (K) = νUB , and ∆νnca is the uncertainty associated to the
white-Gaussian noise:

∆νnca = ∂νca
∂n

un (5.43)

The theoretical uncertainty due to noise ∆νnca is derived in following. The centroid frequency is numeri-
cally computed by:

νca =
∑K
k=1 νk Yk∑K
k=1 Yk

(5.44)

The spectrum amplitude equals to the absolute value of the Fourier transform of signal y (t), e.g., [93]:

Yk =
∣∣∣∣∣
N∑
n=1

y (tn) ej2πνktn
∣∣∣∣∣ =

√
Y 2
re + Y 2

im (5.45)

where the real and imaginary parts of the spectrum amplitude are obtained by:

Yre =
N∑
n=1

y (tn) cos (2πνktn) (5.46)

and

Yim =
N∑
n=1

y (tn) sin (2πνktn) (5.47)

It follows that uncertainty on centroid frequency due to the noise ∆νnca can be computed from equations
(5.44 ) to (5.47) through error propagation formula:

∆νnca =

√√√√ K∑
k=1

[
∂νca
∂Yk

∆Yk
]2

=

√√√√ K∑
k=1

[
∂νca
∂Yk

∂Yk
∂n

]2
un (5.48)

where ∆Yk = ∂Yk(ν)
∂n un (un is standard deviation of noise content). The partial derivative of centroid

frequency respect to the amplitude spectrum is derived from equation (5.44):

∂νca
∂Yk

= νk
∑K
k=1 Yk −

∑K
k=1 νk Yk[∑K

k=1 Yk

]2 = νk − νca∑K
k=1 Yk

(5.49)

and partial derivative respect to noise is obtained from equation (5.45):

∂Yk
∂n

= Yre
∑N
n=1 cos (2πνktn) + Yim

∑N
n=1 sin (2πνktn)

Yk
(5.50)

Note that the interaction between the GPR signals and a subsurface interface is actually very complicated,
due to several factors (e.g., the interface roughness, lack of a sharp boundary, lateral returns). All
these unknown variables introduce additional uncertainties into the data, which could become noticeable
when the level of noise is very low. In such condition neglecting these contributions might produce an
underestimation on the centroid or maximum frequencies uncertainties. A possible approach to mitigate
this problem is to introduce an additional uncertainty computed from the signal bandwidth (BW). Thus,
the uncertainty expressed in equation (5.41) is modified as:

udm =
√
u2
d + u2

BW (5.51)

where uBW is proportional to the bandwidth.
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5.2.4 GPRMax Software for Electromagnetic Simulation
gprMax Key Features
Modeling the GPR responses has a prominent role in understanding the Ground Penetrating Radar and
provides the means for testing new data processing techniques and interpretation software. gprMax
is an open source software that simulates electromagnetic wave propagation [38], [37], [149]. It solves
Maxwell’s equations in 3D using the Finite-Difference Time-Domain (FDTD) method. gprMax was
originally designed for modeling Ground Penetrating Radar but can also be used to model electromagnetic
wave propagation for many other applications.

The FDTD model represents a discretized version of the real problem in a limited size. The main
reasons for the use of the FDTD method are: its ease of implementation in a computer programme,
and its fine scalability when compared with other popular electromagnetic modeling methods such as
the finite-element and integral techniques. However, the main drawbacks of the FDTD technique are:
the need to discretize the volume of the problem space which could lead to excessive computer memory
requirements and the staircase representation of curved interfaces.

gprMax has the ability to represent dispersive materials using a single-pole Debye model. Many
materials can be adequately represented using this approach for the typical frequency ranges associated
with GPR. However, multi-pole Debye is often used to simulate the electric susceptibility of materials
such as water and soils. Electric susceptibility that relates the polarization density to the electric field
includes both the real and imaginary parts of the complex electric permittivity variation. gprMax can
be used to create soils with more realistic dielectric and geometrical properties based on a semi-empirical
model, that was initially suggested by [24], [44] and is used to describe the dielectric properties of the
soil. The model relates relative permittivity of the soil to bulk density, sand particle density, sand
fraction, clay fraction and water volumetric fraction. This approach can model a more realistic soil with
a stochastic distribution of these parameters. The real and imaginary parts of this semi-empirical model
can be approximated using a multi-pole Debye function plus a conductive term. gprMax also includes
predefined models of antennas that behave similarly to the commercial antennas.

One of the main challenging issues in modeling GPR is the truncation of the computational domain
at a finite distance from the sources and targets where the values of the electromagnetic field cannot
be calculated directly by the numerical method. Therefore, approximate conditions known as Absorbing
Boundary Condition (ABC) are applied at a sufficient distance from the source to truncate, and therefore,
to limit the computational space. The role of ABC is to absorb any waves impinging on boundaries, hence
simulating an unbounded space. The computational space (i.e., model space) that is limited by the ABC
should contain all important features of the problems geometry such as all sources and output points
and important targets. Figure (5.1) displays GPR forward problem showing computational domain
bounded by an absorbing boundary condition (ABC). The gprMax uses efficient and well-performing
Perfectly Matched Layer (PML) absorbing boundary conditions. A PML that is based on a recursive
integration approach to the complex frequency shifted is adopted in gprMax with the ability to customize
the parameters of PML optimizing its performance. In summary, some key features of gprMax are: an
easy to use-command interface, the ability to model dispersive materials, the modeling of complex shaped
targets, and the simulation of unbounded space using powerful absorbing boundary conditions.

Numerical Solutions Using FDTD Approach
All electromagnetic phenomena on a macroscopic scale are described by the well-known Maxwell’s equa-
tions that are first order partial differential equations, expressing the relations between the fundamental
electromagnetic field quantities and their dependence on their sources. In Maxwell’s equations, the field
vectors are assumed to be single-valued, bounded, continuous functions of position and time. In order to
simulate the GPR response from a particular target or set of targets, the Maxwell’s equations have to be
solved subject to the geometry of the problem and the initial conditions. The GPR forward problems are
classified as an initial value-open boundary problem. Therefore in order to obtain a solution, an initial
condition (i.e., excitation of the GPR transmitting antenna) has to be defined to allow for the resulting
fields to propagate through space reaching a zero value at infinity since there is no specific boundary
which limits the geometry of the problem. Although the first part (i.e., specification of the source) is
easy to accommodate, the second part cannot be easily tackled using a finite computational space.
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The FDTD approach to the numerical solution of Maxwell’s equations discretizes both the space
and time domains. Thus the spatial, ∆x, ∆y and ∆z, and temporal, ∆t, discretization steps play a
very significant role in modeling. The smaller the steps are the closer the FDTD model is to a real
representation of the problem. The building block of the discretized FDTD grid is called Yee cell named
after Kane Yee who pioneered the FDTD method. Figure (5.2) presents an 3D illustration of Yee cell. By
assigning appropriate constitutive parameters to the locations of the electromagnetic field components,
complex shaped targets can be included easily in the models. However, objects with curved boundaries
will be represented using a staircase approximation.

size. The building block of this discretized FDTD grid is
the Yee cell named after Kane Yee who pioneered the
FDTD method [11]. The 3D Yee cell is illustrated in
Fig. 1. The 2D FDTD cell is easily obtained as a simpli-
fication of the 3D Yee cell. By assigning appropriate

constitutive parameters to the locations of the electro-
magnetic field components complex shaped targets can
be easily included in the models. However, objects with
curved boundaries are represented using a staircase
approximation.

The numerical solution is obtained directly in the
time domain by using a discretized version of Maxwell�s
curl equations that are applied in each FDTD cell. Since
these equations are discretized in both space and time
the solution is obtained in an iterative fashion. In each
iteration the electromagnetic fields advance (propagate)
in the FDTD grid and each iteration corresponds to an
elapsed simulated time of one Dt. Hence by specifying
the number of iterations one can instruct the FDTD sol-
ver to simulate the fields for a given time window.

The price one has to pay for obtaining a solution di-
rectly in the time domain using an explicit numerical
method like FDTD is that the values of the temporal
discretization step Dt and the spatial discretization Dx,
Dy and Dz cannot be assigned independently of each
other. FDTD is a conditionally stable numerical pro-
cess. The stability condition known as the CFL condi-
tion after the initials of Courant, Freidrichs and Lewy
– [8] is

Dt 6
1

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Dx2 þ 1
Dy2 þ 1

Dz2

q ; ð8Þ

where c is the speed of light. Hence t is bounded by the
values of Dx, Dy and Dz. The stability condition for the
2D case is easily obtained by letting Dz ! 1.

One of the most challenging issues in modelling open
boundary problems like GPR is the truncation of the
computational domain at a finite distance from the
sources and targets where the values of the electromag-
netic fields can not be calculated directly by the numer-
ical method. Therefore, approximate conditions known
as absorbing boundary conditions (ABCs) are applied
at a sufficient distance from the source to truncate and
therefore limit the computational space. The role of
these ABCs is to absorb any waves impinging on them,
hence simulating an unbounded space. The computa-
tional space (i.e., the model) limited by these ABCs
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Fig. 1. The Yee cell.
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Fig. 2. FDTD view of the model�s space.

Table 1
Some GprMax2D commands

Command Function

#domain: Controls the physical size of the model
#dx_dy: Defines the discretization steps
#time_window: Defines the simulated time window for the GPR trace
#medium: Introduces the electrical properties of different media in the model
#box: Introduce a rectangle of specific properties into the model�s space
#cylinder: Like the box: but introduces a cylinder into the model
#triangle: Like the box: but introduces a triangular patch.
#tx: Specifies the details of a transmitter (Tx)
#rx: Specifies the details of a receiver (Rx)
#scan: Can be used to automatically generate B-Scans

A. Giannopoulos / Construction and Building Materials 19 (2005) 755–762 757

Figure 5.1: A view of the model space bounded by Absorbing Boundary Condition.

gprMax is fundamentally based on solving Maxwell’s equations in 3D using the FDTD method,
transverse electromagnetic (TEM) mode. However, it can also be used to carry out simulations in 2D
using the transverse magnetic (TM) mode. A 2D simulation is achieved by specifying a computational
domain that has only a single cell dimension in one direction (that direction is considered the infinite
direction). In this case the electric and magnetic field components on the two faces of the single cell slice
in the invariant direction are set to zero. In 3D simulation the Maxwell’s equations in linear, isotropic
nondispersive materials are written as six coupled partial differential equations (e.g., [30]):

∂Ex
∂t

= 1
ε

(
∂Hz

∂y
− ∂Hy

∂z
− JSx − σsEx

)
∂Ey
∂t

= 1
ε

(
∂Hx

∂z
− ∂Hz

∂x
− JSy − σsEy

)
∂Ez
∂t

= 1
ε

(
∂Hy

∂x
− ∂Hx

∂y
− JSz − σsEz

) (5.52)

and

∂Hx

∂t
= 1
µ

(
∂Ey
∂z
− ∂Ez

∂y
−MSx − σmHx

)
∂Hy

∂t
= 1
µ

(
∂Ez
∂x
− ∂Ex

∂z
−MSy − σmHy

)
∂Hz

∂t
= 1
µ

(
∂Ex
∂y
− ∂Ey

∂x
−MSz − σmHz

) (5.53)
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and in 2D the equations reduce to the corresponding 2D form as:

∂Ez
∂t

= 1
ε

(
∂Hy

∂x
− ∂Hx

∂y
− JSz − σsEz

)
(5.54)

and

∂Hx

∂t
= 1
µ

(
−∂Ez
∂y
−MSx − σmHx

)
∂Hy

∂t
= 1
µ

(
∂Ez
∂x
−MSy − σmHy

) (5.55)

where σs is static electric conductivity, σm is magnetic conductivity (equivalent magnetic loss) in Ω/m,
JS and MS are independent source of electric and magnetic fields.

size. The building block of this discretized FDTD grid is
the Yee cell named after Kane Yee who pioneered the
FDTD method [11]. The 3D Yee cell is illustrated in
Fig. 1. The 2D FDTD cell is easily obtained as a simpli-
fication of the 3D Yee cell. By assigning appropriate

constitutive parameters to the locations of the electro-
magnetic field components complex shaped targets can
be easily included in the models. However, objects with
curved boundaries are represented using a staircase
approximation.

The numerical solution is obtained directly in the
time domain by using a discretized version of Maxwell�s
curl equations that are applied in each FDTD cell. Since
these equations are discretized in both space and time
the solution is obtained in an iterative fashion. In each
iteration the electromagnetic fields advance (propagate)
in the FDTD grid and each iteration corresponds to an
elapsed simulated time of one Dt. Hence by specifying
the number of iterations one can instruct the FDTD sol-
ver to simulate the fields for a given time window.

The price one has to pay for obtaining a solution di-
rectly in the time domain using an explicit numerical
method like FDTD is that the values of the temporal
discretization step Dt and the spatial discretization Dx,
Dy and Dz cannot be assigned independently of each
other. FDTD is a conditionally stable numerical pro-
cess. The stability condition known as the CFL condi-
tion after the initials of Courant, Freidrichs and Lewy
– [8] is

Dt 6
1

c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

Dx2 þ 1
Dy2 þ 1

Dz2

q ; ð8Þ

where c is the speed of light. Hence t is bounded by the
values of Dx, Dy and Dz. The stability condition for the
2D case is easily obtained by letting Dz ! 1.

One of the most challenging issues in modelling open
boundary problems like GPR is the truncation of the
computational domain at a finite distance from the
sources and targets where the values of the electromag-
netic fields can not be calculated directly by the numer-
ical method. Therefore, approximate conditions known
as absorbing boundary conditions (ABCs) are applied
at a sufficient distance from the source to truncate and
therefore limit the computational space. The role of
these ABCs is to absorb any waves impinging on them,
hence simulating an unbounded space. The computa-
tional space (i.e., the model) limited by these ABCs
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Fig. 2. FDTD view of the model�s space.

Table 1
Some GprMax2D commands

Command Function

#domain: Controls the physical size of the model
#dx_dy: Defines the discretization steps
#time_window: Defines the simulated time window for the GPR trace
#medium: Introduces the electrical properties of different media in the model
#box: Introduce a rectangle of specific properties into the model�s space
#cylinder: Like the box: but introduces a cylinder into the model
#triangle: Like the box: but introduces a triangular patch.
#tx: Specifies the details of a transmitter (Tx)
#rx: Specifies the details of a receiver (Rx)
#scan: Can be used to automatically generate B-Scans
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Figure 5.2: Single FDTD Yee cell.

These equations are discretized in both space and time domain and are applied in each FDTD cell.
The numerical solution is obtained directly in the time domain in an iterative fashion. In each iteration
the electromagnetic fields propagate in the FDTD grid and each iteration corresponds to an elapsed
simulated time of one ∆t. Hence by specifying the number of iterations we can instruct the FDTD solver
to simulate the fields for a given time window. Note that, to obtain a solution directly in the time domain
using the FDTD method the values of ∆x, ∆y and ∆z can not be assigned independently. FDTD is
a conditionally stable numerical process. The stability condition is known as the CFL condition and is
given by:

∆t ≤ 1
c
√

1
∆x2 + 1

∆y2 + 1
∆z2

(5.56)

where c is the speed of light. The equation states that ∆t is bounded by the values of ∆x, ∆y and ∆z.
In 2D case the stability condition is obtained by letting ∆z →∞.

There is no specific guideline for choosing the right spatial discretization for a given problem. In
general, it depends on the required accuracy, the frequency content of the source pulse and the size of the
targets. Obviously, all targets present in a model must be adequately resolved. The other important factor
which influences the spatial discretization is the errors associated with numerically induced dispersion.
This means that contrary to the real world where electromagnetic waves propagate with the same velocity
regardless of their direction and frequency (assuming no dispersive media and far-field conditions) in the
discrete media this is not the case. However, the error can be minimized according to the following
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rule-of-thumb: the discretization step should be at least ten times smaller than the smallest wavelength
of the propagating electromagnetic fields, ∆l ≤ λ/10. Note that in general low-loss media wavelengths
are much smaller compared to free space.

5.2.5 Synthetic Model Analysis - Sloping Interface
To validate the proposed approach, a two-layer synthetic model with a sloping interface is used (Figure
(5.3)). GPR data are simulated using gprMax. A 2D model is simulated by setting the third dimension
equals to the spatial discretization. The simulations are carried out considering two scenarios having
different electrical properties of the first layer, to model low-loss and high-loss cases. The complex
permittivity of the first layer ε1 is described by a Debye relaxation model:

ε1 = ε∞ − j
σ1

ω
+

N∑
p=1

∆εp
1 + jωτp

(5.57)

where ε∞ is the real part of complex permittivity at infinity (very large) frequencies, σ1 is the conductivity,
N the number of Debye poles, τp is the relaxation time of pth pole, and ∆εp = εs − ε∞, and εs is the
real part of the complex permittivity at zero (very low) frequencies. Note that, ∆εp is always positive
and ε∞ > ε0. The second layer is described as a conductive material with

ε2 = ε′2 − jσ2/ω (5.58)

The parameters of two layers are reported in Table (5.1), and the electrical properties of the first layer as
a function of frequency are shown in Figure (5.4). The receiving antennas are modeled by two Hertzian
dipoles with electric field polarization perpendicular to the plane containing the discontinuity, which
corresponds to the TE mode. A Ricker wavelet is considered as transmitted signal. The simulated GPR
cross section at 1 GHz obtained with gprMax is shown in Figure (5.3) where the discretization cell-size is
0.003 m, and the simulation time is set to 20 ns. These datasets are contaminated by a white Gaussian
noise that produces a signal to noise ratio (SNR) of about 35 dB on the signal reflected at the start of
the slope (first trace in the cross section).
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Figure 5.3: Synthetic model and related radargram: (upper panel) two layers having different electric properties separated by a
slopping interface. (Lower panel) radar cross section generated using gprMax starting from the model considering a discretization
of 3 mm in all dimensions. The data in cross section are contaminated with a white Gaussian noise which produces a SNR of 35
dB at the reflected signal at the start of slope.

The proposed inversion procedure is implemented as follows: The reflected signal by the interface on
each trace is selected with a Hann time window, six times larger than the inverse of operating frequency
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(WH > 6/ν0), and the related spectrum amplitude is computed by using FFT algorithm. Maximum and
centroid frequencies, with the associated uncertainties and SNR are estimated for each GPR trace. Figure
(5.5) presents the extracted maximum and centroid frequency vs. two-way travel time, and variation of
SNR with time.

Table 5.1: Electric parameters of the mediums that are used in gprMax simulations

1 
 

 

 

Medium 𝜀∞ 𝜀2 𝜎1, 𝜎2  S/m 

< 𝑡𝑎𝑛𝛿𝑎 > 

(0.5 − 1.5 GHz) 

𝑁 ∆𝜀𝑝 𝜏𝑝(𝑛𝑠) 

Low loss 4 6 3.5 × 10−5, 0.5 1.84× 10−2 3 0.1 2.1, 0.25, 0.0395 

High loss 3 6 2.0 × 10−4, 0.5 1.04× 10−1 3 0.5 2.1, 0.25, 0.0395 

 

 

 

Configuration 𝜈𝑢𝑝 𝑀𝐻𝑧   𝑣0 𝑀𝐻𝑧 𝑡𝑎𝑛𝛿𝑎 

TM 500 MHz 900-1200   502±38 0.022±0.009 

TE 500 MHz 900-1200    511±40 0.023±0.009 

TM 1 GHz 1300-1600    905±95 0.021±0.006 

TE 1 GHz 1300-1600    980±90 0.025±0.005 
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Figure 5.4: Complex relative permittivity and apparent loss tangent of the first layer as a function of frequency. (Upper panel)
real (solid lines) and imaginary (dashed lines) parts of relative permittivity for the low loss and the high loss scenarios, respectively.
(Lower panel) apparent loss tangent computed for the low loss and the high loss scenarios.

The posterior probability density functions distribution and the marginal pdfs obtained by maximum
and centroid frequency approaches are shown in Figure (5.6). In the inversion procedure νUB = 2 GHz
is imposed. These distribution and pdfs are peaked around the true values. More precisely, the results
of the inversion are given by the average < m >, (equation (3.43)) with the related standard deviations
estimated from the marginal pdfs (equation (3.45)). This procedure is applied to two different models
with the properties in Table (5.1), considering different level of noise (SNR) and various frequency upper
boundaries. Figure (5.7) illustrates the inversion results of the centroid frequency-shift method for low
loss (upper panel) and high loss (lower panel) scenarios. The estimated parameters, tanδa and ν0 values,
are plotted for different νUB , as a function of the SNR. In both scenarios, the upper boundary frequency
has a significant effect only when the SNR is low, as shown by the divergence of the different curves
below 45 dB (Figure (5.7)). The comparison between centroid and maximum frequency methods is also
reported for low loss (Figure (5.8) upper panel) and high (Figure (5.8) lower panel) loss scenarios, where
the estimated tanδa values are compared with the apparent loss tangent of the first layer, averaged in
the range 0.5 − 1.5 GHz (Table (5.1)). In both scenarios, the centroid method better estimates tanδa,
regardless the SNR value. In the low-loss scenario the maximum frequency approach seems to slightly
overestimate or underestimate tanδa whereas in the high-loss scenario the underestimation appears almost
systematic (biased). As expected, in both methods, the uncertainties are larger for low SNR values,
however the centroid frequency method is more precise (smaller uncertainties) at low SNR (below 50 dB)
and the maximum frequency method at higher SNR.
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Figure 5.5: Maximum and centroid frequency vs. time delay of the received signal and variation of SNR. (upper panel) Maximum
and centroid frequency retrieved from the radargram in Figure (5.3), and best-fit curves calculated with equations (5.18) and (5.34),
using νUB = 2 GHz. (lower panel) estimated SNR values vs. time.

Figure 5.6: Posterior probability density functions and marginal pdfs: (left) bivariate distribution for the centroid and maximum
frequency. (right) marginal pdfs for loss tangent and operating frequency retrieved by the two methods.
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Figure 5.7: Estimated loss tangent and nominal operating frequency for various νUB vs. SNR. (upper) low-loss model. (lower)
high-loss model.
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Figure 5.8: Comparison of the estimated loss tangent and operating nominal frequency for the two approaches vs. SNR: (upper)
low-loss model; (lower) high-loss model; Bold-black lines indicate nominal frequency (ν0 = 1GHz) and mean loss tangent value of
the first layer.

5.2.6 Analysis of GPR Data Collected on Mount Etna, Italy
GPR data collected on volcanic deposits [Mount Etna, Italy, Figure (5.9)] using 500 MHz and 1 GHz
antennas in transverse electric TE and transverse magnetic TM configurations, were used to test the
centroid method on real datasets. The data were acquired in reflection mode (single offset) using a
PulseEKKO Pro™ bistatic system (Sensors & Software, Inc.) and the following acquisition parameters:
step size 0.02 m, time resolution 0.1 ns at 500 MHz and 0.05 ns at 1 GHz, 100 ns time window and
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stacking of 4. The GPR profiles were collected on the top of a natural scarp parallel to the edge, far
from its front to avoid lateral reflections. The TE radar cross sections are shown in Figure ((5.10), left),
and the two-way travel time vs. SNR of relevant back-scattered echoes from the interface is presented in
Figure ((5.10), right). The radar cross sections show the presence of a clear continuous sloping interface
that separates two distinct volcanic ash deposits. The analysis was performed only on data showing a
linear trend of time vs. SNR [red dots in Figure (5.10)].

Figure 5.9: Survey area location. Satellite image of the area that locates the site 1, and Site 1 picture, which contains vesiculated
lapilli, at the base of the southwestern flank of Mount Rossi, the pyroclastic cones formed during the 1669 A.D. eruption of Mount
Etna.
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Figure 5.10: Radar data acquired on Mount Etna: (left) TE 500 MHz and TE 1 GHz radar cross sections after Dewow filtering
and background removal. (right) time vs. SNR is computed from signal echoes intensity where the noise level is considered as
standard deviation of the GPR signal at the end of the trace. Red dots in right panels indicate the analyzed time interval.

Loss tangent and operating frequency are estimated by applying two different inversion procedures:
(1) using equation (3.40), as in the synthetic data analysis; (2) applying equation (3.42) which imposes a
priori Gaussian probability density function for the operating frequency. In the latter case, we assumed
a pdf centered at 500 MHz and 1 GHz having a width of 50 MHz and 100 MHz, respectively. Figure
(5.11) shows the inversion results for TE and TM data as a function of different νUB values. The results
for the 500 MHz data are not affected by the choice of νUB as at this frequency the SNR is high thus,
the estimated loss tangent value is substantially constant in the entire νUB range. Conversely, being
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the 1 GHz antenna characterized by a lower SNR, the data are strongly affected by the νUB value.
However, the use of some a priori information strongly improves the stability of the results, providing an
apparent loss tangent value that is almost constant between 1300 and 1600 MHz for both TE and TM
modes. Note that in this interval also the operating frequency is constant and in good agreement with
the nominal operating frequency. Table (5.2) summarizes the results of the inversion performed with a
priori assumptions; the loss tangent is computed as the average of the values in the range 900− 1200 for
the 500 MHz antenna and 1300 − 1600 for the 1 GHz antenna, where such quantity is almost constant.
Interestingly, the loss tangent values reported in Table (5.2) are also compatible with those retrieved for
the same dataset in [63] [see Table (5.3)] applying different methodologies.
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Figure 5.11: Comparison between model parameters estimated from TE (blue) and TM (red) data; loss tangent and operating
frequency are plotted vs. upper boundary frequency. (left) no a priori information is applied, (right) a priori information is imposed.

Table 5.2: Inversion results of the GPR data collected on the ash deposit.

𝜀∞ 𝜀2 𝜎1, 𝜎2

< 𝑡𝑎𝑛𝛿𝑎 >
𝑁 𝜒𝑝 𝜏𝑝(𝑛𝑠)

3.5 × 10−5 × 10−2

2.0 × 10−4 × 10−1

𝝂𝒖𝒑 𝑴𝑯𝒛 𝒗𝟎 𝑴𝑯𝒛 𝒕𝒂𝒏𝜹𝒂

 

𝜌𝑠𝑛 𝜌𝑏 𝑚𝑢 

𝑣𝑈𝐵 𝑄−1 𝑡𝑎𝑛 𝛿 𝑄𝑠
−1
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Table 5.3: The estimated loss tangent and nominal frequency on the ash deposit by [63].

𝜀∞ 𝜀2 𝜎1, 𝜎2

< 𝑡𝑎𝑛𝛿𝑎 >
𝑁 𝜒𝑝 𝜏𝑝(𝑛𝑠)

3.5 × 10−5 × 10−2

2.0 × 10−4 × 10−1

𝝂𝒖𝒑 𝑴𝑯𝒛 𝒗𝟎 𝑴𝑯𝒛 𝒕𝒂𝒏𝜹𝒂

 

𝜌𝑠𝑛 𝜌𝑏 𝑚𝑢 

𝑣𝑈𝐵 𝑄−1 𝑡𝑎𝑛 𝛿 𝑄𝑠
−1

𝒗𝟎 𝑴𝑯𝒛 𝒕𝒂𝒏𝜹𝒂

 

5.2.7 Discussion
The estimation of attenuation and loss tangent from GPR data has important implications in terrestrial
and planetary investigations, and in combination with the information coming from the velocity it can
help to discriminate different probed materials. The proposed procedure introduces a new forward formula
relating the downshift of centroid frequency to the loss tangent of the investigated material, assuming a
Ricker wavelet as transmitted signal. The model parameter, loss tangent and operating frequency, are
retrieved using a probabilistic inversion approach.

The test performed with the synthetic data has shown that, in the case of low-loss materials, this
method produces comparable results to those computed with the maximum frequency approach. The
centroid-frequency method appears to be more accurate in a high-loss environment, and it is, in general,
more precise (smaller uncertainties) when the noise level is higher. An important aspect that was pre-
sented is the role of upper boundary frequency in the computation of the centroid frequency. In fact,
when the material is lossy and filters out the high-frequency component of the spectrum, the noise at
high frequency might become dominant, affecting the correct estimation of the centroid frequency. The
proposed method being based on estimation of the signal average frequency content, also could be applied
in more complex scenarios in which the material is inhomogeneous and/or where defined and continuous
reflectors are absent. This approach can be useful on earth, where a high-loss environment prevents a
deep signal penetration, and the detection of clear reflectors could be difficult. Given the increasing
interest in applying GPR to subsurface planetary exploration, this method also could be particularly
suitable for the dry and cold environments typical of the moon and Mars. In fact, in these planetary
bodies, the shallow subsurface is dominated by fine materials (regolith) mixed with rocky inclusions. In
this scenario, the stratifications are difficult to detect due to the lack of liquid water or wet sediments
that usually enhance the reflections at the interfaces between materials.

5.3 Part II
5.3.1 Problem Outline
Ground Penetrating Radar (GPR) is a well-established geophysical technique capable of probing the
subsurface at shallow depth, using a short burst of electromagnetic energy. This technique has been
successfully applied in Solar System exploration [2] to investigate the internal structure of planets, moons,
and other Small Solar System bodies [109], [104], [124], [92], [111]. The main difference between terrestrial
and planetary GPR exploration is the temperature and moisture conditions of the subsurface. Planets
and other extraterrestrial bodies are usually very cold (the only exception is Venus) and very dry; these
conditions favor the signal penetration but, at the same time, drastically reduce (especially the lack of
water) the dielectric contrasts between materials, making the detection of interfaces and single targets
particularly difficult. Moreover, the shortage of direct information from in situ geological studies does
not allow to impose strong constraints on the geophysical interpretation. Thus, the estimation of the
electromagnetic parameters from the radar data represents fundamental information trying to understand
the geological nature of the subsurface.

Any radar signal propagating in a material is subjected to attenuation due to intrinsic losses and
scattering losses [43], [46]. The former is due to the electrical and magnetic properties of the medium,
and the latter to the presence of inhomogeneities. The evaluation of these two contributions can provide
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information on the chemical and mineralogical composition, i.e., titanium and iron content [120], [72]
and on the inhomogeneities present in the material [103].

Estimation of the intrinsic and scattering losses can be achieved using different methods [46], [43],
[142]. The overall attenuation is usually computed from the signal amplitude decay. The intrinsic
losses can be determined by the spectral ratio method which, however, is affected by the shape of the
reference wavelet spectrum. A second approach is given by the frequency shift method which offers
certain advantages with respect to the spectral ratio method, being less affected by geometric spreading,
receiver coupling variations, transmission/reflection losses, and radiation/reception pattern effects. Once
the intrinsic losses have been computed, the scattering contribution can be calculated by subtracting such
quantity from the overall attenuation.

In this part, a new variant of the proposed method in the previous section is introduced, and a
new forward formula is developed. Then a synthetic dataset, simulated by gprMax considering a fractal
model, is examined. To increase the validity of solutions, two methods are simultaneously implemented
to estimate the absorbing loss tangent of the medium with the stochastically distributed properties. The
scattering contribution is deduced from the total loss inferred from the best fit to the amplitude decay
of received pulses. In addition, theses newly developed methods are compared with maximum frequency
shift analysis. Finally, the absorbing and scattering loss of the subsurface of Volcano Mount Etna, Italy
are evaluated from the collected GPR data.

5.3.2 Loss Tangent Estimation: Power Spectrum Analysis
The inverse of the quality factor Q−1 is composed of scattering losses, Q−1

s , and intrinsic losses Q−1
i , and

describes the total attenuation of the signal:

Q−1 = Q−1
s +Q−1

i (5.59)

where Q−1
i is equal to the loss tangent, tanδ, as defined in equation (4.4). The centroid frequency

is a statistical quantity that represents an average frequency of the spectrum of the pulse and can be
evaluated at different time depth τ computing the received amplitude spectrum Y (ν, τ) using the Short-
Time Fourier Transform (STFT ). In the previous part, the centroid frequency was computed from
amplitude spectrum and to reduce the effect of noise content an upper boundary frequency νUB was
introduced [see equations (5.14) and (5.19)]. The centroid frequency can also be computed using power
spectrum Y 2 (ν, τ) [147]. Therefore, considering an upper boundary frequency, the centroid frequency is
computed as:

νcp (ν0, tanδ, τ) =
∫ νUB

0 νY 2(ν, τ)dν∫ νUB
0 Y 2(ν, τ)dν

=
∫ νUB

0 νX2(ν) e−2πν tan δτ dν∫ νUB
0 X2(ν) e−2πν tan δτ dν

(5.60)

that for a source pulse of the Ricker function shape becomes:

νcp (ν0, tanδ, τ) =

∫ νUB
0 ν

(
ν
ν0

)4
e
−2
(
ν
ν0

)2

e−2πν tan δτ dν∫ νUB
0

(
ν
ν0

)4
e
−2
(
ν
ν0

)2

e−2πν tan δτ dν

(5.61)

solving the integrals in 5.61 yields the analytic formula of the centroid frequency as a function of τ , v0,
and tanδ:

νcp (ν0, tanδ, τ) = ν0√
2
I5 (χ)− 5χI4 (χ) + 10χ2I3 (χ)− 10χ3I2 (χ) + 5χ4I1 (χ)− χ5I0 (χ)

I4 (χ)− 4χI3 (χ) + 6χ2I2 (χ)− 4χ3I1 (χ) + χ4I0 (χ) (5.62)

where χ =
√

2x =
√

2
2 πν0 tanδτ . The details of equation (5.62) derivation is as follows: Recalling the

equation (5.61):
νcp (ν0, tanδ, τ) = D1

D2
(5.63)

where

D1 =
∫ νUB

0
ν

(
ν

ν0

)4
e
−2
(
ν
ν0

)2

e−2πν tan δτ dν =
∫ νUB

0
ν

(
ν

ν0

)4
e
−2
[(

ν
ν0

)2
+2x
(
ν
ν0

)]
dν

= e2x2
∫ νUB

0
ν

(
ν

ν0

)4
e
−2
[(

ν
ν0

)2
+2x
(
ν
ν0

)]
dν = ν2

0e
2x2
∫ νUB

0

(
ν

ν0

)5
e
−2
(
ν+xν0
ν0

)2 dν

ν0

(5.64)
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by defining the new variable p =
√

2
(
ν
ν0

+ x
)
, D1 is written as:

D1 = 1√
26
ν2

0e
χ2
∫ χ+ νUB

ν0

χ

(p− χ)5
e−p

2
dp (5.65)

giving rise to:

D1 = 1√
26
ν2

0e
χ2 [

I5 (χ)− 5χI4 (χ) + 10χ2I3 (χ)− 10χ3I2 (χ) + 5χ4I1 (χ)− χ5I0 (χ)
]

(5.66)

proceeding a similar procedure for D2 gives:

D2 = 1√
25
ν0e

χ2 [
I4 (χ)− 4χI3 (χ) + 6χ2I2 (χ)− 4χ3I1 (χ) + χ4I0 (χ)

]
(5.67)

where In (χ) for n = 1, 2, 3, 4, 5 is expressed as:

I0 (χ) =
√
π

2 [erfc(χ)− erfc(χmax)]

I1 (χ) = 1
2

(
e−χ

2
− e−χ

2
max

)
I2 (χ) =

√
π

4 [erfc(χ)− erfc(χmax)] + 1
2

(
χe−χ

2
− χmaxe−χ

2
max

)
I3 (χ) = 1

2
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e−χ

2
− e−χ

2
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)
+ 1

2
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2
− χ2

maxe
−χ2

max

)
I4 (χ) = 1

2
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2
− χ3

maxe
−χ2

max

)
+ 3

2I2 (χ)

I5 (χ) = 1
2

(
χ4e−χ

2
− χ4

maxe
−χ2
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(5.68)

where χmax = χ+ νUB/ν0, and erfc(χ) presents complementary error function:

erfc (χ) = 1− erf (χ) = 1− 2√
π

∫ χ

0
e−ξ

2
dξ = 2√

π

∫ ∞
χ

e−ξ
2
dξ (5.69)

The probabilistic inversion approach is employed to estimate the loss tangent from equation (5.62). The
following presents derivation of the Jacobian matrices and uncertainty which are required in inversion
process. Equation (5.62) is written as:

νcp (ν0, tanδ, τ) = ν0√
2
F (χ) = ν0√

2
N (χ)
D (χ) (5.70)

where the partial derivatives are computed by:

∂νcp (ν0, tanδ, τ)
∂ν0

= 1√
2
F (χ) + ν0√

2
∂F (χ)
∂χ

∂χ

∂ν0
= 1√

2
F (χ) + χ√

2
∂F (χ)
∂χ

(5.71)

∂νcp (ν0, tanδ, τ)
∂ tan δ = ν0√

2
∂F (χ)
∂χ

∂χ

∂ tan δ = ν0√
2

χ

tan δ
∂F (χ)
∂χ

(5.72)

the partial ∂F (χ)
∂χ derivative can be written as:

∂F (χ)
∂χ

= N1(χ)−N2(χ)
D(χ)2 (5.73)

with

N1(χ) = D(χ)× [∂I5 (χ)
∂χ

− 5χ∂I4 (χ)
∂χ

+ 10χ2 ∂I3 (χ)
∂χ

− 10χ3 ∂I2 (χ)
∂χ

+ 5χ4 ∂I1 (χ)
∂χ

− χ5 ∂I0 (χ)
∂χ

− 5I4 (χ) + 20χI3 (χ)− 30χ2I2 (χ)− 20χ3I1 (χ)− 5χ4I0 (χ)]
(5.74)
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and

N2(χ) = N(χ)× [frac∂I4 (χ)∂χ− 4χ∂I3 (χ)
∂χ

+ 6χ2 ∂I2 (χ)
∂χ

− 4χ3 ∂I1 (χ)
∂χ

+ χ4 ∂I0 (χ)
∂χ

− 4I3 (χ) + 12χ I2 (χ)− 12χ2I1 (χ) + 4χ3I0 (χ)]
(5.75)

where
D(χ) = I4 (χ)− 4χI3 (χ) + 6χ2 I2 (χ)− 4χ3 I1 (χ) + χ4 I0 (χ) (5.76)

N(χ) = I5 (χ)− 5χI4 (χ) + 10χ2I3 (χ)− 10 χ3I2 (χ) + 5 χ4I1 (χ)− χ5I0 (χ) (5.77)

the partial derivatives ∂In(χ)
∂χ is obtained from:

∂In (χ)
∂χ

= −χne−χ
2

+ χnmaxe
−χ2

max (5.78)

Jcpi =
[
∂νcp (τi)
∂ν0

,
∂νcp (τi)
∂ tan δa

]
(5.79)

where i = 1, 2, . . . ., N , and N is number of data.
The estimation of uncertainty is performed in same procedure in the previous part. Assuming the

errors are uncorrelated the uncertainty of the data (centroid frequency) can be examined by using prop-
agation formula as:

ud =
√

(∆νcp)2 +
(
∆νncp

)2 (5.80)

where ∆νcp is the uncertainty associated to the numerical discretization of the spectrum, and ∆νncp is the
uncertainty on centroid frequency due to the noise. The numerical uncertainty is defined by [147]:

∆νcp =

√√√√∑K
k=1 (νk − νcp)2

Y 2
k∑K

k=1 Y
2
k

(5.81)

where Yk = Y (νk) presents the amplitude of the spectrum at frequency νk = ν (k), and K is the index
of maximum boundary-value of frequency ν (K) = νUB , and ∆νncp is the uncertainty associated to the
white-Gaussian noise:

∆νncp = ∂νcp
∂n

un (5.82)

To theoretically estimate the uncertainty due to noise ∆νncp, we start from the centroid frequency that is
numerically computed by:

νcp =
∑K
k=1 νk Y

2
k∑K

k=1 Y
2
k

(5.83)

The spectrum amplitude Yk equals to the absolute value of the Fourier transform of signal y (t):

Yk =
∣∣∣∣∣
N∑
n=1

y (tn) ej2πνktn
∣∣∣∣∣ =

√
Y 2
re + Y 2

im (5.84)

where the real Yre and imaginary Yim parts of the spectrum amplitude are obtained by:

Yre =
N∑
n=1

y (tn) cos (2πνktn) (5.85)

and

Yim =
N∑
n=1

y (tn) sin (2πνktn) (5.86)
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The uncertainty on centroid frequency due to the noise content ∆νncp can be computed from error prop-
agation formula:

∆νncp =

√√√√ K∑
k=1

[
∂νcp
∂Yk

∆Yk
]2

=

√√√√ K∑
k=1

[
∂νcp
∂Yk

∂Yk
∂n

]2
un (5.87)

where ∆Yk = ∂Yk(ν)
∂n un (un is standard deviation of noise content). The partial derivative of centroid

frequency is derived from equation (5.83):

∂νcp
∂Yk

= 2
∑K
k=1 νkYk

∑K
k=1 Y

2
k − 2Yk

∑K
k=1 νk Y

2
k[∑K

k=1 Y 2
k

]2 = 2
∑K
k=1 νkYk − 2νcpYk∑K

k=1 Y
2
k

(5.88)

and partial derivative respect to noise is obtained by:

∂Yk
∂n

= Yre
∑N
n=1 cos (2πνktn) + Yim

∑N
n=1 sin (2πνktn)

Yk
(5.89)

This equation offers an innovative formula to evaluate the uncertainty of estimated centroid frequency
sequences which are used in inversion process. The uncertainty expressed in equation (5.80) is modified
to include additional uncertainties:

udm =
√
u2
d + u2

BW (5.90)

where uBW is assumed to be proportional to the bandwidth.

5.3.3 Synthetic Model Analysis - Heterogeneous Soil
To study the effect of the GPR signal propagating in a heterogeneous soil, synthetic radar data have
been generated through gprMax using a stochastic distribution of the dielectric properties [37], [149]. In
simulation, the transmitting and receiving antennas are two Hertzian dipoles in TE mode and the source
wavelet is a Ricker function with a nominal frequency of ν0 = 1 GHz. The step size of both antennas is
set to 0.02 m. The complex permittivity is defined using the Peplinski model [100] and [101]:

ε′(1.4−18 GHz) =
[
1 + ρb

ρsn
(εasn − 1) +mβ′

u ε
′a
w −mu

] 1
a

ε′(0.3−1.3 GHz) = 1.15ε′(1.4−18 GHz) − 0.68
(5.91)

and the imaginary part of permittivity is:

ε′′ = m
β′′
a
u

[
σf
ω

(ρsn − ρb)
ρsnmu

− ε′′w
]

(5.92)

with the parameters definition as:

εsn = (1.01 + 0.44ρsn)2 − 0.062
β′ = 1.2748− 0.519S − 0.152C
β′′ = 1.33797− 0.603S − 0.166C

(5.93)

and the complex permittivity of water, εw, is obtained by:

εw = εw,∞ + εw,s − εw,∞
1 + jωt0,ω

(5.94)

The term σf is a linearly proportional term to the static conductivity σ:

σf(1.4−18 GHz) = −1.645 + 1.939ρb − 2.25622S + 1.594C
σf(0.3−1.3 GHz) = 0.0467 + 0.2204ρb − 0.411S + 0.66144C

(5.95)
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where: mu is the water volumetric fraction, ρb is the bulk density of soil in g/cm3, εsn is the relative
permittivity of the sand particles, a = 0.65 is an experimentally derived constant, and S and C are
the sand and clay fractions, respectively, t0,ω = 9.23 ps is the relaxation time of the water, εw,s = 80.1
and εw,∞ = 4.9 are relative electrical permittivity of water for zero and infinity frequencies. Table (5.4)
presents the parameters that have been set to produce a model which its loss tangent is quite constant
over the investigated frequency range.

Table 5.4: The heterogeneous soil’s properties used in gprMax simulation.

 

 

 

 

𝜌𝑠𝑛, sand particles 
density g/cm3 

𝜌𝑏, bulk density 
of the soil g/cm3 

S sand 
fraction 

C clay 
fraction 

𝑚𝑢 water 
volumetric fraction 

Centroid 
frequency 

(GHz) 

2.99 1.59 0.984 0.16 0.015-0.025 1.0 

 

In addition to clearly discriminate the primary reflections we add an additional material with relative
dielectric permittivity ε′rbase = 9 and conductivity 0.002 S/m as an interface layer under inhomogeneous
media, which can be used for comparative study. Figure (5.12) shows the spatial distribution of: real and
imaginary part of the soil’s relative permittivity, conductivity and the relevant loss tangent (summation
of both polarization and conductive components, see equation (4.4)). The variation of loss tangent in
frequency band of ∼ 0.5 − 1.5 HGz is shown in Figure (5.13). It follows that the mean loss tangent is
< tan δ >= 0.0129 ± 0.0024. The produced synthetic radargram by gprMax is shown in Figure (5.14,
left). Singular value decomposition (SVD), having the first 3 dominant eigenvalues filtered out, is applied
to the simulated data [Figure (5.14, right)]. The bright horizontal continuous reflections appear in the
radar cross section at ∼ 45 ns, present the interface between soil and bedrock. In addition, the synthetic
data is contaminated by a normally distributed random noise with zero mean and standard deviation
equal to 2% of signal amplitude.

Figure (5.15) for example presents a single trace extracted from the radargram, and its time-frequency
distribution obtained by STFT with a 10 ns time window of Hann type. The computed spectrogram
indicates that at the earliest times, the spectral components in the range of 0 to ∼ 250MHz are dominant.
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Figure 5.12: The simulated fractal model by gprMax. Real and imaginary parts of relative permitivity, static conductivity and
loss tangent. The quantities on panels represent the mean value in the operating frequency 1.0 GHz.
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Figure 5.13: The variation of model’s loss tangent in the frequency range of 0.5-1.5 GHz.
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Figure 5.14: The produced radargram over the synthetic model presented in Figure (5.12). The background is removed using SVD,
excluding the first 3 eigenvalues. The bright reflection at ∼ 45 ns indicates the interface at depth 3 m.

Figure (5.16) displays an example of centroid frequency behavior as a function of time for processed
(left panel) and raw data (right panel). The centroid frequency is computed applying different values of
νUB and compared with the theoretical trend considering the average loss tangent value (tanδ = 0.013).
A general decreasing trend with time is obvious.
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Figure 5.15: A trace and its time-frequency distribution calculated by STFT with a 10 ns Hann window. Upper pannel is noise-free
trace and lower panel presents the same trace contaminated by a random noise.

The loss tangent tanδ and the nominal frequency ν0 are estimated by using a probabilistic inversion
approach using both forward formula introduced in equation (5.19) and (5.62) in different time intervals
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Figure 5.16: The theoretical and observed centroid frequency variation versus time for the 30 traces, considering various νUB and
tanδ = 0.013. Left panel obtained from processed data and right from raw data.

from 3 ns to a time delay tmax. Figure (5.17) and (5.18) illustrate the retrieved solutions as a function
of tmax for different upper boundary frequency values from processed and raw data, respectively. Note
that the estimated parameters indicates the average of all model parameters (ν0 and tanδ) over all
traces, and a priori information for the nominal frequency ν0 is incorporated into the inversion process
through a Gaussian probability density function with the mean value of 1 GHz and standard deviation
of 50 MHz (for detail see [66]). For appropriate values of νUB both centroid frequency shift approaches
determine a loss tangent value which is consistent with the average value (∼ tanδ = 0.013 ± 0.002) for
all time intervals whereas comparing the results from raw and processed data suggests that background
removal slightly impacts the solution, particularly in larger time delay. Maximum frequency shift analysis
underestimates the loss tangent. The upper boundary frequency has significant effect in the case of
amplitude inversion analysis, especially at larger time-depth where the noise content becomes prominent.
The estimated nominal frequency values ν0 by amplitude spectrum method are well consistent with the
true value (1 GHz) but those obtained by the power spectrum method are less accurate, particularly for
νUB < 2 GHz.

Figure 5.17: Processed data inversion. The results of simulated data inversion for absorption loss tangent and nominal frequency
from amplitude spectrum and power spectrum and maximum frequency shift analysis. The gray region shows the variability of loss
tangent estimated by the input dielectric model.
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Figure 5.18: Raw data inversion. The results of simulated data inversion for absorption loss tangent and nominal frequency from
amplitude spectrum and power spectrum and maximum frequency shift analysis. The gray region shows the variability of loss
tangent estimated by the input dielectric model.

The loss tangent values are estimated as a function of GPR position along track and compared with
the total loss Q−1 that is computed by a linear least-square fit of the amplitude decay in the time interval
3 − 40 ns (Figure (5.19)). The total loss Q−1 values are in general larger than the loss tangent values
that can be attributed to the additional scattering losses Q−1

s generated by the heterogeneity of the
investigated medium. To compute the loss tangent values, the upper boundary frequency is considered
as 2.0 GHz and 2.6 GHz in amplitude and power spectrum analysis, respectively.

Figure 5.19: Separation of total loss into its components for simulated medium. Upper panel shows the constituting terms of loss
along the track. The results are obtained considering tmax = 40 ns and νUB = 2.0, 2.6 GHz for amplitude and power spectrum
analysis. The gray region shows the variability of the loss tangent estimated by the input dielectric model. Dashed-lines present
the mean values of each quantity.
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5.3.4 Analysis of GPR Data Collected on Mount Etna, Italy
The GPR datasets were collected on volcanic deposit on Mount Etna Italy using 500 MHz and 1 GHz
antennas in transverse electric (TE) and transverse magnetic (TM) configurations. These datasets can
be considered as good analog of Martian and Lunar terrains. The data were acquired in reflection
mode (single offset) using a PulseEKKO ProTM bistatic system (Sensors & Software, Inc.). The data
processing includes Dewow and background noise removal. The presented radargram cross sections in
Figure (5.20) shows a complex stratigraphy composed of lava flow deposits. Several irregularly distributed
hyperbolic reflectors are detected all over the radar section, while there is not any prominent interface
across the entire radar profile. These hyperbolic reflectors are more visible in 500 MHz cross sections.
The radargrams suggest a medium that is composed of irregular scatterers. Such a volcanic deposit could
be a nice analog for Mars geophysical investigation. Since the higher frequency pulses are attenuate
more rapidly with distance, the 1 GHz radargrams present poor information at deep parts, whereas the
resolution of radar image at shallow parts is better than those provided by 500 MHz antenna.

The Average Time Amplitude (ATA) on the radar sections versus time in Figure (5.21) clearly shows
the signals drop to noise level at the time 40 ns and 20 ns for antennas 500MHz and 1GHz, respectively.
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Figure 5.20: Radar data acquired on Mount Etna: TM500 MHz, TM1 GHz, TE500 MHz, and TE1 GHz radar cross sections after
Dewow filtering and background removal. Radargrams are dominated by hyperbolic returns from small-scale scatterers, there is no
prominent discontinuity. A hyperbolic reflection is present in 20− 30 ns interval.

The loss tangent of the stratigraphy is computed by means of the described methods based on the centroid
frequency shift. All traces are interpreted at various time intervals with the starting time of 3ns for a
range of νUB . Figures (5.22)-(5.25), in detail illustrate the retrieved parameters from analysis of radar
section of antennas, in different time-depth intervals. The power spectrum solution seems to be less
dependent on the νUB which is due to more stability of this method relative to noise. The TE and TM
configurations with the same antenna yield basically similar results that only slightly differ in the details.

Finally, we performed a trace-by-trace analysis to compare Q−1 values with the loss tangent quantities.
The inverse quality factor Q−1 was estimated by performing a linear fit on the amplitude decay plots
in the time interval 3 − 16 ns. These values are reported in Figure (5.26) (solid black and gray lines)
and are compared to the loss tangent values computed with the amplitude and power spectrum methods
for the same time interval and upper boundary frequencies νUB = 1.4 GHz (red solid line at 500 MHz)
and νUB = 2.4 GHz (blue solid line at 1000 MHz). The plots reported in Figure (5.26) show that the
quality factors Q−1 are always larger than the loss tangent values, regardless frequency and antennas
configuration (Table 5.5). Moreover, Q−1 at 500 MHz is larger than that at 1000 MHz, whereas the loss
tangent is frequency independent. According to equation (5.59), the difference in Q−1 can be ascribed
to the scattering losses that are larger at 500 MHz, as also suggested by numbers and dimensions of the
features present in the radar sections.
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Figure 5.21: The average amplitude of all recorded signals over the cross section. The total loss tangent is estimated by linear
fitting to the segment in 3− 16 ns as: 0.136± 0.053, 0.147± 0.050, 0.090± 0.013, 0.090± 0.016, from TM500 MHz, TE500 MHz,
TM1 GHz and TE1 GHz, respectively.
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Figure 5.22: The results of TE500 MHz data inversion. (upper panel) Loss tangent estimated from amplitude spectrum and from
power spectrum. (lower panel) Nominal frequency estimated from amplitude spectrum and from power spectrum. In all cases the
time interval starts from 3 ns.
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Figure 5.23: The results of TM500 MHz data inversion. (upper panel) Loss tangent estimated from amplitude spectrum and from
power spectrum. (lower panel) Nominal frequency estimated from amplitude spectrum and from power spectrum. In all cases the
time interval starts from 3 ns.
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Figure 5.24: The results of TE 1000 MHz data inversion. (upper panel) Loss tangent estimated from amplitude spectrum and
from power spectrum. (lower panel) Nominal frequency estimated from amplitude spectrum and from power spectrum. In all cases
the time interval starts from 3 ns.
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Figure 5.25: The results of TM 1000 MHz data inversion. (upper panel) Loss tangent estimated from amplitude spectrum and
from power spectrum. (lower panel) Nominal frequency estimated from amplitude spectrum and from power spectrum. In all cases
the time interval starts from 3 ns.

Moreover, the total attenuation of each trace is estimated by performing the best fit to the amplitude
decay in the time interval 3 − 16 ns where it presents a linear behavior [see Figure (5.21)]. Such values
are compared with the loss tangent computed from power spectrum analysis in the same time interval
considering νUB = 1.4 GHz and νUB = 2.4 GHz, respectively, for the 500 MHz and 1 GHz antenna
(Figure(5.26)). Note that, the results obtained from amplitude spectrum method is not shown for brevity,
as they are well compatible to those retrieved from power spectrum method. The summary of results
in Table (5.5) evidently shows that the scattering loss tangent is dominant component of total loss.
Importantly, this term differs significantly for the 500 MHz and 1 GHz antenna as it is expected for
scattering loss.
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Figure 5.26: Total loss and loss tangent estimation from real data. (upper panel) total loss and loss tangent obtained from TM500
MHz and TM1 GHz antennas. (lower panel) total loss and loss tangent obtained from TE500 MHz and TE1 GHz antennas.
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Table 5.5: Summary of results obtained from real data analysis.

𝜀∞ 𝜀2 𝜎1, 𝜎2

< 𝑡𝑎𝑛𝛿𝑎 >
𝑁 𝜒𝑝 𝜏𝑝(𝑛𝑠)

3.5 × 10−5 × 10−2

2.0 × 10−4 × 10−1

𝝂𝒖𝒑 𝑴𝑯𝒛 𝒗𝟎 𝑴𝑯𝒛 𝒕𝒂𝒏𝜹𝒂

 

𝑣𝑈𝐵 𝑄−1 𝑄𝑠
−1 𝑡𝑎𝑛 𝛿 𝑡𝑎𝑛 𝛿

𝒗𝟎 𝑴𝑯𝒛 𝒕𝒂𝒏𝜹𝒂

 

5.3.5 Discussion
GPR attenuation is partially intrinsic (associated with the real conductivity and dielectric relaxation)
and partially scattering (associated with the medium heterogeneity). For GPR frequency range, the
polarization term of loss tangent for most of geological materials is frequency independent, while the
intrinsic attenuation will be a function of frequency if the contribution of conductivity σs is not negligible.
The introduced approaches assume the low loss media (σs < 1 mS/m) with attenuation coefficient that
is linearly depends on frequency (equation (4.13)), and hence, retrieve the polarization term of intrinsic
attenuation. For low value of static conductivity the attenuation coefficient is given by:

αi ≈
ω

2V tanδ = ω

2V (tanδp + tanδc) = ω

2V

(
ε′′

ε′
+ σs
ωε′

)
(5.96)

where very small static conductivity leads to

αi ≈
ω

2V tanδp = ω

2V
ε′′

ε′
(5.97)

In GPR frequency range permittivity components are almost frequency independent. This is a reliable
assumption for dry granular basaltic materials. Hence, the attenuation coefficient linearly depends on
the frequency and equation (5.97) can be written as:

αi(ν) = α0ν (5.98)

In this scenario, the frequency-shift approaches perform well and derive total loss tangent that is equiv-
alent to tanδp.

If the frequency-dependent term of loss tangent i.e., σs
ωε′ , is not negligible the medium no longer is

low loss:
αi(ν) ≈ πtanδp

V
ν + σs

2V ε′ = α0ν + α1 (5.99)

where as mentioned above α1 in GPR range of frequency is almost frequency-independent. In this case,
using the centroid frequency shift method only the polarization term of loss tangent (∼ α0) can be
extracted [also see section (4.4.3) and equation (4.13)], and the conductivity term (∼ α1) is skipped.

In addition, the main assumption to separate the scattering and intrinsic attenuation, is frequency-
dependent scattering, whereas this term can have both frequency dependent and frequency independent
components, with maximum contribution at wavelengths close to the scatterer sizes. Therefore, separation
of Q−1

i and Q−1
s is straightforward as long as the scattering attenuation exhibits a frequency independence

behavior. For example, in the case of scattering attenuation with a linear dependence on frequency, these
methods may overestimate the loss tangent.

5.3.6 Conclusion
Loss tangent estimation from GPR data in conditions where clear and continuous reflectors are absent
is not straightforward; many sites, especially in planetary environments, do not show significant dielec-
tric contrast between layers or materials and losses evaluation is complex. In these scenarios, centroid
frequency shift methods can be particularly useful; it was shown that centroid-frequency shift methods
utilizing amplitude and power spectrum techniques are both capable to retrieve the loss tangent in a
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material lacking dielectric interfaces. Moreover, the comparison between total losses, described by the
amplitude decay, and dielectric losses allows to evaluate the overall effect of the scattering due to the
random distribution of the inhomogeneities. In planetary exploration, loss tangent evaluation is impor-
tant to define the material composition, especially in terms of oxides, whereas the scattering component
allows to determine the properties of subsurface, e.g., a fractured basalt layer or the distributions of
ejecta material. Therefore, given the shortage of any in situ measurements, losses evaluation represents
a fundamental tool to reduce the uncertainty on geological nature of the site.



Chapter 6

Loss Tangent Estimation: Planetary
Prospecting

This chapter analyzes planetary radar-sounding data to estimate attenuation and provide new interpre-
tations of the probed subsurface media. The Part I discusses the data acquired by the Chinese Lunar
Penetrating Radar (LPR) on onboard the Yutu-2 rover of the Moon Chang’E 4 mission. After revisit-
ing some results already published, the developed methods in Chapter 5 are implemented to estimate
the loss tangent of lunar regolith-stratigraphy on the far side of the Moon from the observations (500
MHz channel) made by the LPR. The results can be able to obtain a more accurate description and
characterization of the subsurface.

Part II is dedicated to Advanced Radar for Subsurface and Ionosphere Sounding (MARSIS) data
studies at Ultimi Scopuli, located in SPLD, where very strong reflections beneath the ice layer and has
been observed. Accordingly, first, the theoretical framework of attenuation estimation from MARSIS
data is outlined. The loss tangent of SPLD at Ultimi Scopuli at 3, 4 and 5 MHz frequencies is retrieved
from the linear relationship based on the ratio between basal-surface echo intensities. Then, the recent
findings are presented that allow to better constrain the geological context of the investigated area by
providing an estimate of the loss tangent of the area, an upper limit of the temperature, and an estimate
of the dust content in the ice.

6.1 Lunar Penetrating Radar Data
6.1.1 Exploration of Moon’s Nearside and Farside
Till 2019 there were 20 landings on Moon, all on the nearside whereas there was no landing on the Moon’s
farside because of the difficulty of communication between Earth and the farside. Figure (6.1) shows all
the landing sites on the moons till 2019. The rover, Yutu-2, that carries Chang’E-4, was landed in the
Von Kármán crater on the floor of the South Pole-Aitken basin on 3 January 2019, by the Chinese Lunar
Exploration Program. The rover carries a landing camera, a terrain camera, a panoramic camera, a
visible and near infrared imaging spectrometer, and ground penetrating radar.

Figure (6.2) presents Landing-site images taken by the lander terrain camera and Yutu-2 panoramic
camera. The exploration of this region may address some fundamental questions, such as the nature of
the lunar mantle, and the cause of greater crustal thickness on the farside [150].
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Lunar farside to be explored by Chang’e-4
To the Editor — The Moon’s farside eluded 
human observation until 4 October 1959, 
when the Soviet Luna 3 spacecraft flew by. 
Luna 3 photographed a surface in stark 
contrast to the lunar nearside; subsequent 
orbital exploration confirmed that the 
farside is characterized by thicker crust1 and 
far fewer maria (volcanic plains)2. Despite 
this contrast, the 20 landings on the Moon 
before 2019 were all on the nearside (Fig. 1), 
because of the difficulty of communication 
between Earth and the farside. In 2018, 
a satellite (Queqiao) was successfully 
deployed to provide the communications 
relay capability for farside operations by 
the Chinese Lunar Exploration Program. 
This enabled the successful farside landing 
by Chang’e-4 on 3 January 2019, in the Von 
Kármán crater3 on the floor of the South 
Pole-Aitken basin (Fig. 1).

Because the South Pole-Aitken basin, 
approximately 2,500 km in diameter and 
13 km deep (refs. 4,5), is thought to have 
formed from an impact that penetrated 
through the Moon’s distinctive plagioclase-
rich crust, the basin may expose fragments 
of the lunar mantle4–7. It also contains 
some of the relatively few farside maria. 
Therefore, exploration of this region may 
address some fundamental questions, such 
as on the nature of the lunar mantle, the 
cause of the greater crustal thickness on the 
farside, and how farside maria differ from 

their nearside counterparts. Furthermore, 
better constraints of the age of this basin 
may inform our understanding of the early 
impact flux on the Moon, and therefore  
also on Earth.

The Chang’e-4 landing site3 is located 
at the eastern edge of the mare-containing 
Von Kármán crater, within the ejecta field 
of the nearby Finsen crater. This location 
was selected to optimize the likelihood 
of being able to investigate the crustal 
stratigraphy and regolith development, 
and to access material from farside maria, 
the deep crust, and possibly the mantle. 
Chang’e-4 and its rover, Yutu-2, carry 
a landing camera, a terrain camera, a 
panoramic camera, a visible and near-
infrared imaging spectrometer, and ground-
penetrating radar8. These instruments will 
enable analysis of the topography, regolith, 
shallow structure and rock and mineral 
compositions of the landing and roving 
sites. This information will be valuable for 
future farside missions, such as ones aiming 
to return samples. Preliminary analysis of in 
situ data from the first two lunar days reveals 
the morphological characteristics (Fig. 2) 
and underground structure of the landing 
site. The boundary between impact ejecta 
and underlying basalt is clearly identifiable, 
and there is potential evidence of excavated 
deep mafic material, which could reveal the 
mineralogy of the lunar mantle.

Chang’e-4 will also investigate the 
potential of the lunar farside as a platform 
for astronomical observations9, using a 
low-frequency radio spectrometer8. The 
Moon has only a thin ionosphere, so radio-
frequency measurements down to 500 kHz 
are possible at the surface during the day, 
and at even lower frequencies at night10. The 
farside is shielded from radio interference 
from Earth, as well as from solar emissions 
during the lunar night10, so it is expected to 
be an excellent location for low-frequency 
radio astronomy.

The scientific achievements of the 
Chang’e-4 mission will advance our 
understanding of both the Moon and the 
wider solar system. ❐
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Fig. 1 | Distribution of manned and unmanned landings on the Moon to date. Data (https://go.nature.com/2tT27ez) laid over a digital elevation model from 
Chang’e-2. China’s Chang’e-4 is the first lander on the lunar farside.
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Figure 6.1: Distribution of all landings sites on the Moon till 3 January 2019. (left) nearside; (right) farside. The subsurface
structure of the CE-4 landing site preserves a record of the sequence of major impact events of this region. Notably, there are
several younger large (>25 km) impact craters around the Von Kármán that may contribute ejecta materials to the local regolith
in the Von Kármán [150].
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Fig. 2 | Landing-site images taken by the Chang’e-4 lander terrain camera and Yutu-2 panoramic camera. a,b, Images of small craters around the landing site. 
c, Rover Yutu-2 exploring the surface. d, Close-up view showing rock debris in small craters (from Yutu-2). e, Small rocks near the traverse area (from Yutu-2). 
f, Unusually dark rocks near the landing site.
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Figure 6.2: Landing-site images taken by the chang’e-4 lander terrain camera and Yutu-2 panoramic camera. (a), (b), Images of
small craters around the landing site. (c), Rover Yutu-2. (d), Close-up view showing rock debris in small craters (from Yutu-2).
(e), Small rocks near the traverse area (from Yutu-2). (f), Unusual dark rocks near the landing site [150].

6.1.2 Lunar Penetrating Radar Onboard th CE-3 and CE-4
In 2014, Chang’E-3 (CE-3) mission started to survey the lunar subsurface at its landing site in northern
Mare Imbrium, in Moon’s nearside, by using the Lunar Penetrating Radar (LPR) onboard the Yutu
rover. It was the first ground penetrating radar that has operated on the Moon’s surface. The LPR is an
ultra-wideband carrier-free pulse radar with two channels. The first channel installed on the back of the
rover, operates at a center frequency of 60 MHz with a bandwidth of 40 MHz, while the second channel
installed on the underside of the rover, works at a central frequency of 500 MHz with a bandwidth of 500
MHz. The free space range resolutions are ∼ 50 cm and ∼ 25 m for 60 MHz and 500 MHz, respectively.
The LPR uses one transmitting and one receiving dipole antenna for 60 MHz, and one transmitting and
two bow-tie receiving antennas for 500 MHz that are attached to the bottom of the rover as shown in
Figure (6.3), ([153], [134], [34]).

In 2019, Chang’E-4 (CE-4) landed on the eastern floor of Von Kármán crater on the farside of the
moon. The Yutu-2 rover of CE-4 mission carried an LPR with the same configuration as CE-3 ([150], [71]).
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Figure (6.4), for example, presents the Yutu-2 route in the first 9 months. The time intervals between two
adjacent traces, recorded by CE-4 LPR, are 1.536 s at 60 MHz and 0.6636 s at 500 MHz. The velocity
of the rover is ∼ 5.5 cm/s , which gives an approximate step size of ∼ 3.6 cm for the 500 MHz and ∼ 8.5
cm for the 60 MHz [72]. Same as CH-3, the high-frequency system of CE-4 LPR is equipped with one
transmitting and two receiving bow-tie antennas (CH2A and CH2B) that are located at the bottom of
the Yutu-2 rover (∼ 0.3 m above the ground) and are separated ∼ 0.16 m from each other. The first
receiving antenna (CH2A) in the high-frequency system is affected by a strong cross-talk. In addition,
as in the CE-3 mission, the low-frequency (60 MHz) unsheilded-antennas that are installed on the back
of the CE-4 rover, leading to electromagnetic coupling with the rover’s metallic body, resulting in strong
disturbances that largely overlap the back-scattered signals from the subsurface. These disturbances
could easily be misinterpreted as subsurface reflectors [106]. Therefore, we analyze only the LPR CH2B,
500 MHz data, and other datasets are not studied here. At this frequency the structure and depth of
lunar regolith can be probed within 30 m, and the structure of lunar crust can be investigated to hundreds
of meters deep.1624 Y. Su et al.

Fig. 1 Illustration of the two radar channels on the LPR. This picture was taken by the descending
camera onboard the CE-3 lander when the Yutu rover was on the site denoted by point N0104. One
transmitting and one receiving dipole antennas for the firstchannel of 60 MHz are installed at the
back of the Yutu rover. For the second channel that operates at 500 MHz, one transmitting and two
receiving bow-tie antennas are attached to the bottom of theYutu rover.

the NASA Lunar Reconnaissance Orbiter (LRO), which have theprimary objective of searching for
water ice in permanent shadows at the lunar poles (Kirk et al.2010; Spudis et al. 2010). Mapping
the thickness of the regolith layer on the nearside of the Moon was carried out with Arecibo radar
data at a wavelength of 70 cm (Thompson 1987) and distributions of iron and titanium content were
derived from Earth-based optical data (Shkuratov et al. 1999). The average thicknesses were found
to be 5 m and 12 m respectively for maria and highlands (Shkuratov & Bondarenko 2001). In 1972,
the Apollo Lunar Sounder Experiment (ALSE) was the subsurface sounder experiment that flew on
the Apollo 17 mission to study the Moon’s surface and interior. Its working frequency was 5 MHz,
and the estimated depth of penetration was 1.3 km with range resolution of 300 m. The Lunar Radar
Sounder (LRS) onboard the Japanese KAGUYA spacecraft (SELENE) found that most nearside
maria have subsurface stratifications. The working frequency of LRS is 5 MHz, which enabled sub-
surface data to be obtained to a depth of several kilometers with a resolution of 75 m (Ono et al.
2010).

Chang’e-3 (CE-3) was launched on 2013 December 2, and it landed successfully on the Moon.
The CE-3 rover is called Yutu, and one of the scientific payloads it carries is Lunar Penetrating Radar
(LPR). It is the first ground penetrating radar that has operated on the lunar surface. Compared with
ALSE and LRS, LPR works at higher frequencies of 60 MHz and 500MHz (Fang et al. 2014). Thus
it can probe regions with shallower depth at higher range resolution. At these two frequencies, it can
measure the structure and depth of lunar regolith within 30 m, and investigate the structure of lunar
crust to hundreds of meters deep. The LPR transmits nanosecond pulses in the time domain with no
carrier frequency. Based on the analysis of radar echo signals, subsurface structures can be revealed.
The free space range resolutions are∼ 50 cm and∼ 25m for 60 MHz and 500 MHz respectively.
The LPR uses one transmitting and one receiving dipole antenna for 60 MHz which are installed at
the back of the rover. For the 500 MHz system, one transmitting and two bow-tie receiving antennas
are attached to the bottom of the rover, as shown in Figure 1.

Figure 6.3: The two radar channels, 60 and 500 MHz, on the LPR. This picture was taken by the descending camera onboard the
CE-3 lander. For the second channel that operates at 500 MHz, one transmitting and two receiving bow-tie antennas are attached
to the bottom of the Yutu rover [134].

between the methodologies relates to the depth of the proposed
layers, in the case of the LPR results, consistently deeper than
previous estimations19,21. Another new insight is that the vol-
canism within VK was punctuated and prolonged, with at least
four major infill events that can be interpreted from both the
radargrams and geological considerations. The radargram pro-
vides direct evidence of multiple lava-infilling events having
occurred within the VK crater, resulting in 12, 33, 34, and 96 m-
thick lava layers at the CE-4 site. The radargram also shows that
large-scale, multiple lava flooding occurrences were punctuated
by the arrival of ejecta from impacts of different sizes and origin.
In this work, we also derive an estimate for the average loss
tangent of mare basalts on farside is inferred as 0.0040-0.0061.

Methods
Lunar-penetrating radar data. CH-1 of LPR operates at the center frequency of
60MHz with a 40MHz bandwidth. The monopole antennas (12 mm in diameter
and 1150 mm in length) are located at the back of the rover standing about 60 cm
above the ground. In this work, we analyze LPR CH-1 data (file name list is given
in Supplementary Table 1) collected in the first 9 months by the Yutu-2 rover along
its 284.6 m-long exploration journey (see exploration path in Fig. 7).

Data processing. The radargram from the LPR CH-1 data was derived after
removing repetitive data and background noise, applying filtering and amplitude
compensation. Further processing details can be found in Supplementary Note 5
and Supplementary Figs. 6 and 7. The actual depth of the subsurface reflector, d, is
converted from the two-way traveling time t at the reflector and the relative per-
mittivity of lunar basalt, ɛ, using

d ¼ ct
2

ffiffi

ε
p ð1Þ

The permittivity of the Apollo regolith and basalt samples17,38, ε= 4.5(≤52 m)
and 6.5(>52 m) asured at 60 MHz is adopted in this work.

To identify the subsurface reflectors, not only the radargrams showing LPR data
collected in the motion state were used but also the data trace from each waypoint
(total 49 waypoints in this work, shown as yellow dots in Fig. 7) was generated by
aggregating all the acquired repetitive data (~400–1000 tracks) at the same location
to further reduce random noise and increase the signal-to-noise ratio. Furthermore,
the identified reflectors using CE-4 LPR CH-1 data were compared with those
derived from CE-3 data (Supplementary Note 6 and Supplementary Figs. 8–10) to
avoid signal artifacts caused by the inherent system noise39.

The trend surface analysis was performed with the reflector location of each
waypoint and low-order polynomial fitting40.

Radar signal simulation. To evaluate our geological interpretations based on the
LPR radargram, simulation of the proposed subsurface stratigraphy model was
conducted in the transverse electric mode with a two-dimensional finite-difference
time-domain method using gprMax41 and Gaussian noise set as the average signal
level below the LPR CH-1 detection limit was included in the simulation. The
detailed model and permittivity value of each layer are shown in Fig. 3 and Sup-
plementary Note 4.

Ejecta deposition estimation. Large volumes of ejecta were delivered to the CE-4
landing site by several impacts42. The ejecta thickness was estimated using

T ¼ 0:068Rt r=Ratð Þ�3 ð2Þ
where r is the distance from crater center to the landing site with the

consideration of the curvature of the Moon and Rat is the radius of a transient

cavity at the preimpact surface in meters43,44. For the complex craters,

Rat ¼ 0:4906 2Rð Þ0:85; R> 9:5 km ð3Þ
R is rim-to-rim radius of a final crater45. For the Imbrium and Orientale basins,

which were formed after the VK crater, Rat were obtained from Miljković et al.46.
The apparent radius of Ingenii crater is 114 km47. The thickness of ejecta delivered
to landing site is listed in Table 1.

The cratering efficiency (μ) is the ratio between the thickness of local material
excavated by the impact of ejecta and the ejecta. μ ¼ 0:0092r0:87gc (4) is adopted from
Petro and Pieters48, where rgc is the great circle distance. The thickness of ejecta
deposits including ejecta and local excavated materials can be obtained from
h ¼ T ´ ð1þ μÞ(5).

Data availability
CE-3 LPR data and CE-4 LPR data are available at Data Publishing and Information
Service System of China’s Lunar Exploration Program (http://moon.bao.ac.cn/). All the
LPR data IDs are listed in Supplementary Table 1. Data for Figs. 1 and 2 are available at
https://doi.org/10.5281/zenodo.3763355. Data sources of Figs. 4–6 are given in the
captions. Additional data related to this paper are available from the corresponding author
upon reasonable request.
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Figure 6.4: The Yutu-2 rover route during 9 months. The yellow dots represent way-points [59].

6.1.3 Data and Methods
The collected high-frequency radar data is processed by applying standard GPR signal processing steps
including background subtraction, dewow filtering and geometric spreading correction. To remove the
background, the mean of all traces in a moving window with a specific width is computed, and then, the
mean trace is subtracted from each individual trace in the window. Two moving windows with the widths
of 10 m and 50 m are chosen [53]. Comparing the final processed data, considering two window-widths,
indicates that the width of the window slightly affects the processed data, as shown in Figure (6.5) and
(6.6). Note that, the sequence of moving window does not have an overlap. Background subtraction
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suppresses ring-down response, and dewow filtering is used to reduce the low-frequency signal due to the
coupling between receiver and transmitter.

The average time amplitude (ATA) is computed for each dataset. The ATA plot in Figure (6.7)
presents the variation of amplitude versus time, so estimates the signal penetration (signal attenuation).
In addition ATA plot can detect the time-invariant coherent-noise level due to the so-called system
residual response. The ATA plot shows that the datasets have the identical overall decay versus time and
reach the noise level at around 500 ns. Several features are visible at the times about 270 ns, 330 ns and
430 ns.

Figure 6.5: Processing steps of LPR high frequency by the window width of 10 m. (a) Raw data; (b) Raw data after background
subtraction; (c) Raw data after background subtraction and dewow filtering; (d) Raw data after background subtraction, dewow
filtering and geometrical spreading compensation. The sampling interval is 0.3125 ns and the average trace interval is 3.75 cm.

Figure 6.6: Processing steps of LPR high frequency by the window width of 50 m. Raw data; Raw data after background
subtraction; Raw data after background subtraction and dewow filtering; Raw data after background subtraction, dewow filtering
and geometrical spreading compensation. The sampling interval is 0.3125 ns and the average trace interval is 3.75 cm.
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Figure 6.7: The average time amplitude (ATA) for raw and processed data.

For the first 100 meter of the track, the bulk loss tangent (intrinsic or electric loss) is estimated at
various time intervals by using the frequency shift methods described in the Chapter 5. The constraint
is imposed on the operating frequency by a priori Gaussian pdf that is centered at 500 MHz a width of
25 MHz (5 per cent of the operating central frequency). Since the two sets of processed data leads to
the same results, in the following only the solution of data processed by a window of the width 10 m is
presented. To exclude the direct air-waves and direct ground-waves effect, we start from the time-depth
of 60 ns, and consider 6 moving time-windows with the different widths in the range of wt = 30− 80 ns
(wt is the width of the time window) to select a section of the radargram to estimate the bulk loss tangent.
The time-windows sequentially shifts 10 ns in time-depth direction to cover all depths. Two sequential
windows have an overlap of (wt − 10) ns. Figure (6.8) presents the estimated intrinsic loss tangent. The
corresponding recovered operating frequency is shown in Figure (6.9), as well. Note that upper boundary
frequency value is 1.2 GHz and 2.0 GHz in amplitude and power spectrum analysis.

The imposed constraint is applied through 5 per cent uncertainty on frequency, however, the tests
show that imposed constraint has its prominent effects only on the estimated frequency and the loss
tangent is always almost invariant under the imposed constraint. For example, Figure (6.10) compares
the estimated loss tangent when the width of imposed a priori Gaussian pdf equals to 20 and 5 per cent
of centroid frequency. In addition, total loss is estimated from the linear least-square fit to the logarithm
of ATA plot in the same sections in the Figure (6.8) with the same moving time-window widths. Figures
(6.11) to (6.13) displays the estimated total loss and compares it with the loss tangent in Figure (6.8).
The independence of the two calculations may lead to peculiar situations, in which the total loss is lower
than the intrinsic loss [the most left part of Figures (6.11) to (6.13)]. These artifacts are possibly due to
either laterally coherent structures, interference, or noise which may cause the ATA to deviate from the
expected exponential decay.
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Figure 6.8: The bulk loss tangent estimated from the first 100 meters of track, at various time-depth intervals considering different
moving time-window width. The reported values for each interval is average of all loss tangent values obtained from the traces in
that section.
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Figure 6.9: The estimated operating frequency in correspondence of Figure (6.8).

Figure 6.10: Comparing the solutions for different constraints applied trough a priori Gaussian pdf on operating frequency.
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Figure 6.11: Comparing the total loss (blue) and loss tangent (intrinsic loss, red) in various time-depths for the first 100 meters
along the track. The loss tangent is obtained from centroid frequency shift, amplitude spectrum analysis approach.
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Figure 6.12: Comparing the total loss (blue) and loss tangent (red) in various time-depths for the first 100 meters along the track.
The intrinsic loss is obtained from centroid frequency shift, power spectrum analysis approach.

6
0
-9

0

8
0
-1

1
0

1
0
0
-1

3
0

1
2
0
-1

5
0

1
4
0
-1

7
0

1
6
0
-1

9
0

1
8
0
-2

1
0

2
0
0
-2

3
0

2
2
0
-2

5
0

2
4
0
-2

7
0

2
6
0
-2

9
0

2
8
0
-3

1
0

3
0
0
-3

3
0

3
2
0
-3

5
0

3
4
0
-3

7
0

3
6
0
-3

9
0

3
8
0
-4

1
0

4
0
0
-4

3
0

4
2
0
-4

5
0

4
4
0
-4

7
0

4
6
0
-4

9
0

6
0
-9

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

6
0
-1

0
0

8
0
-1

2
0

1
0
0
-1

4
0

1
2
0
-1

6
0

1
4
0
-1

8
0

1
6
0
-2

0
0

1
8
0
-2

2
0

2
0
0
-2

4
0

2
2
0
-2

6
0

2
4
0
-2

8
0

2
6
0
-3

0
0

2
8
0
-3

2
0

3
0
0
-3

4
0

3
2
0
-3

6
0

3
4
0
-3

8
0

3
6
0
-4

0
0

3
8
0
-4

2
0

4
0
0
-4

4
0

4
2
0
-4

6
0

4
4
0
-4

8
0

4
6
0
-5

0
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

6
0
-1

1
0

8
0
-1

3
0

1
0
0
-1

5
0

1
2
0
-1

7
0

1
4
0
-1

9
0

1
6
0
-2

1
0

1
8
0
-2

3
0

2
0
0
-2

5
0

2
2
0
-2

7
0

2
4
0
-2

9
0

2
6
0
-3

1
0

2
8
0
-3

3
0

3
0
0
-3

5
0

3
2
0
-3

7
0

3
4
0
-3

9
0

3
6
0
-4

1
0

3
8
0
-4

3
0

4
0
0
-4

5
0

4
2
0
-4

7
0

4
4
0
-4

9
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

6
0
-1

2
0

8
0
-1

4
0

1
0
0
-1

6
0

1
2
0
-1

8
0

1
4
0
-2

0
0

1
6
0
-2

2
0

1
8
0
-2

4
0

2
0
0
-2

6
0

2
2
0
-2

8
0

2
4
0
-3

0
0

2
6
0
-3

2
0

2
8
0
-3

4
0

3
0
0
-3

6
0

3
2
0
-3

8
0

3
4
0
-4

0
0

3
6
0
-4

2
0

3
8
0
-4

4
0

4
0
0
-4

6
0

4
2
0
-4

8
0

4
4
0
-5

0
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

6
0
-1

3
0

8
0
-1

5
0

1
0
0
-1

7
0

1
2
0
-1

9
0

1
4
0
-2

1
0

1
6
0
-2

3
0

1
8
0
-2

5
0

2
0
0
-2

7
0

2
2
0
-2

9
0

2
4
0
-3

1
0

2
6
0
-3

3
0

2
8
0
-3

5
0

3
0
0
-3

7
0

3
2
0
-3

9
0

3
4
0
-4

1
0

3
6
0
-4

3
0

3
8
0
-4

5
0

4
0
0
-4

7
0

4
2
0
-4

9
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

6
0
-1

4
0

8
0
-1

6
0

1
0
0
-1

8
0

1
2
0
-2

0
0

1
4
0
-2

2
0

1
6
0
-2

4
0

1
8
0
-2

6
0

2
0
0
-2

8
0

2
2
0
-3

0
0

2
4
0
-3

2
0

2
6
0
-3

4
0

2
8
0
-3

6
0

3
0
0
-3

8
0

3
2
0
-4

0
0

3
4
0
-4

2
0

3
6
0
-4

4
0

3
8
0
-4

6
0

4
0
0
-4

8
0

4
2
0
-5

0
0

0.002

0.004

0.006

0.008

0.01

0.012

0.014
0.016

Figure 6.13: Comparing the total loss (blue) and loss tangent (red) in various time-depths for the first 100 meters along the track.
The intrinsic loss tangent is obtained from maximum frequency shift, amplitude spectrum analysis.

6.1.4 Loss Tangent Estimation from the Inclined Interface
The distinct inclined interface that is visible on the radargram at distance 410 − 460 m along the track
(Figure (6.14)) can be used to estimate the loss tangent. We implement a procedure similar to that
used in Chapter 5. The loss tangent is estimated by using frequency shift method, considering an upper
boundary frequency of 1.2 GHz. Figure (6.15) presents the obtained probability distribution and the
marginal pdfs. Both approaches yield a loss tangent around 0.006 that is in consistency with those
already obtained.

To estimate the total loss, first the maximum amplitude-values around the interface, that are ap-
proximately determined by the white line in Figure (6.16, left panel), is extracted. For this purpose a
window centered on the white line with the width of 16 ns is used. The blue circles in the Figure (6.16,
right panel) present the maximum amplitude-values around the interface, and the total loss tangent is
estimated by best linear fit to these data. Figure (6.17) displays the computed total loss considering
various time intervals. The solutions shows that the evaluated total loss is very unstable respect with the
selected time interval.
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Figure 6.14: Radargram and the section including inclined interface.

Figure 6.15: The probabilistic approach to retrieve the loss tangent and operating frequency. Posterior probability distribution
and marginal PDFs determine the solutions.

410 415 420 425 430 435 440 445 450 455

75

100

125

150

175
10

20

30

415 420 425 430 435 440 445 450 455
20

25

30

35

maximum amplitude around white line

Figure 6.16: The reflection by interface and amplitude maximum value around the interface. The total loss is estimated by a linear
fit to the blue data. A time window with the width of 16 ns is used to extract the maximum amplitude.
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Figure 6.17: Total loss estimation from the inclined interface. The selected time interval (or selected part of interface) has
prominent effect on the solutions.

6.1.5 Loss Tangent Estimation Overall of the Radargram
The intrinsic and total loss map are produced across the entire radar profile. A moving window with the
width of 5 meter (∼120 traces) along the track is selected. Then, for each section that is specified by the
window position along the track, the loss tangent is estimated by using the same procedure as performed
in Figure (6.8). We choose a sliding time-window with the width of 30 ns, and with the starting time
from 60 to 470 ns. The mean value of all loss tangent estimated in a particular subsection that is defined
by the time-window and distance-window is reported as the loss tangent of that subsection. The intrinsic
and total loss are obtained from frequency shift and best fit to average amplitude, respectively. In the
case of total loss the sliding time-window width is 60 ns. Geometric spreading correction was applied in
total loss estimation. Figure (6.18) displays the loss maps.

Figure 6.18: The intrinsic and total loss maps obtained from analysis overall radargram cross section. The sliding time-window
width for producing intrinsic and total loss maps is 30 ns and 60 ns, respectively.

The absorption attenuation is almost constant along track while total loss presents a large variation
that is caused by inhomogeneities and scatters. In addition, the average loss tangent and total loss are
tanδ = 0.0039 ± 0.0023, Q−1 = 0.0049 ± 0.0020 that is consistent with evaluation in [72]. Comparing
the radargram with total and intrinsic loss maps indicates that there is some correlation between loss
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tangent and radargram (Figure (6.19)). Li et al., [72], applied a tomographic inversion algorithm to the
first 100 m of the radargram section to illustrate the internal structure of the deposit. Their resulting
image show that in the central part of the image, there is a lens of rather uniform and transparent
material (Figure 6.20). This structure is also visible on the produced image of loss tangent as presented
in Figure (6.21). In agreement with [72] the velocity is assumed a constant value of 0.16 m/ns.

Figure 6.19: The entire radargram section in comparison with the intrinsic (loss tangent) and total loss. Several feature observed
by radargram is visible also on the loss tangent image.

Figure 6.20: (upper panel)Tomographic reconstruction of the radar data, representing reflectivity due to electromagnetic con-
trast.(lower panel) Schematic of the stratigraphic sequence highlighting the contacts between units and the relevant thicknesses
based on the radargram and the tomographic reconstruction [72].
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Figure 6.21: The first 100 meters of (upper panel) radargram profile and (middle panel) the reconstructed image of loss tangent and
(lower panel) the image of total loss. The two way travel time is converted to depth assuming a constant velocity v = 0.16 m/ns.

6.2 MARSIS Data Analysis
6.2.1 Background
The presence of liquid salty water at a depth of ∼ 1.5 km below the surface of the SPLD at Ultimi
Scopuli was first inferred from MARSIS data [69] using an inversion method [97], from which two distinct
distributions of apparent permittivity values were retrieved: (1) a high value distribution, characterizing
the bright area, interpreted as evidence of basal brines; and (2) a low value distribution, detected for the
surrounding areas, which is typically attributed to dry and frozen rocks or soil. Figure (6.22) shows a
regional map of basal echo power normalized by the median of surface power computed along each orbit.
Bright reflections are localized around 193°E, 81°S in all intersecting orbits, outlining a well-defined, 20
km wide subsurface anomaly.

Following this study, other bright basal reflections were detected in the vicinity of the site: Lauro
et al., [68] applied a signal processing technique commonly used in terrestrial Radar Echo Sounding
(RES) investigations to discriminate between wet and dry subglacial basal conditions, which reinforced
the interpretation that the bright basal reflections were due to the presence of basal brines. Figure (6.23)
presents a basal intensity map and a basal acuity map in which a strong spatial correlation between two
quantities is visible. Then using a probabilistic approach in [69] the basal relative permittivity map is
computed in the area where significant number of samples are available (Figure (6.24)).

Knowledge of the physical and thermal properties of the South Polar Layer Deposits (SPLD) is key to
constrain the source of bright basal reflections at Ultimi Scopuli detected by the MARSIS radar sounder.
In this Part based on data acquired by MARSIS at 3, 4 and 5 MHz a detailed analysis of attenuation is
presented. It is shown that attenuation is frequency dependent and its behavior is consistent throughout
the entire region. This suggests that the SPLD are compositionally homogeneous at Ultimi Scopuli, and
the results are consistent with dust contents of 5 to 12 %. Using these values as input and plausible
estimates of surface temperature and heat flux, the basal temperatures is inferred around 200 K: these
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are consistent with liquid perchlorate brines within liquid vein networks as the source of the reflections.
Furthermore, extrapolation of the attenuation to higher frequencies explains why SHARAD (Shallow
Radar) has thus far not detected basal reflections within the SPLD at Ultimi Scopuli.

Orosei et al., Science 361, 490–493 (2018) 3 August 2018 3 of 4
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Fig. 3. Maps of basal topography and reflected echo power. (A) Color-
coded map of the topography at the base of the SPLD, computed with
respect to the reference datum. The black contour outlines the area in
which bright basal reflections are concentrated. (B) Color-coded map
of normalized basal echo power at 4 MHz. The large blue area (positive

values of the normalized basal echo power) outlined in black corresponds
to the main bright area; the map also shows other, smaller bright spots
that have a limited number of overlapping profiles. Both panels are
superimposed on the infrared image shown in Fig. 1B, and the value at
each point is the median of all radar footprints crossing that point.
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correspond to any model-predicted lake location and concluding 
that the bright reflector should be a hydraulically isolated patch of 
liquid rather than a subglacial lake. This conclusion is based on a 
well-established methodology55,56, but we note that it depends criti-
cally on the accuracy of the basal topography, as stated also in Arnold 
et al.54. Orosei et al.26 cautioned that the large size of the MARSIS 
footprint and the diffuse nature of basal echoes outside the bright 
reflectors prevent a detailed and accurate reconstruction of the 
basal topography: simple averaging of echo time delays in overlap-
ping footprints, which was used to estimate subglacial topography  

in both Orosei et al.26 and Arnold et al.54, cannot improve either 
horizontal or vertical resolution. By taking the vertical resolution 
of MARSIS (∼55 m in ice) as the nominal uncertainty on basal 
topography, it is found that the corresponding uncertainty in the 
hydraulic potential is about 1 MPa (Supplementary Fig. 2), which 
is larger than the variation of the hydraulic potential across the area 
surrounding the bright reflector, affecting the reliability of the local 
minima in the hydraulic potential.

Our methodological approach, applied to the expanded MARSIS 
dataset, reinforces Orosei et al.’s26 interpretation of the existence of a 
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acuity (from 0.3 to 0.6), and a lower northern area characterized by several patches of high signal intensity (from −3 to 4 dB) and acuity (from 0.65 to 1).
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Figure 6.23: Spatial distribution of normalized basal reflectivity and acuity. (left) Normalized basal reflectivity and (right)
normalized basal acuity. The quantities are computed from the radar data collected at 4 MHz. Both maps clearly show two distinct
areas: an upper southern area characterized by a very low and relatively constant signal intensity, -14 to -6 dB , and acuity, 0.3 to
0.6, and a lower northern area characterized by several patches of high signal intensity, -3 to 4 dB , and acuity, 0.65 to 1 [68].
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correspond to any model-predicted lake location and concluding 
that the bright reflector should be a hydraulically isolated patch of 
liquid rather than a subglacial lake. This conclusion is based on a 
well-established methodology55,56, but we note that it depends criti-
cally on the accuracy of the basal topography, as stated also in Arnold 
et al.54. Orosei et al.26 cautioned that the large size of the MARSIS 
footprint and the diffuse nature of basal echoes outside the bright 
reflectors prevent a detailed and accurate reconstruction of the 
basal topography: simple averaging of echo time delays in overlap-
ping footprints, which was used to estimate subglacial topography  

in both Orosei et al.26 and Arnold et al.54, cannot improve either 
horizontal or vertical resolution. By taking the vertical resolution 
of MARSIS (∼55 m in ice) as the nominal uncertainty on basal 
topography, it is found that the corresponding uncertainty in the 
hydraulic potential is about 1 MPa (Supplementary Fig. 2), which 
is larger than the variation of the hydraulic potential across the area 
surrounding the bright reflector, affecting the reliability of the local 
minima in the hydraulic potential.

Our methodological approach, applied to the expanded MARSIS 
dataset, reinforces Orosei et al.’s26 interpretation of the existence of a 
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Figure 6.24: Relative dielectric permittivity map computed by inverting the radar data considering all regions where the number
of samples is larger than 100. The map only shows the permittivity values retrieved from radar data having acuity values larger
than 0.5. Values larger than 15 suggest the presence of liquid water [68].
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6.2.2 Loss Tangent Estimation from MARSIS Data: Theoretical Aspect
Loss tangent is the fundamental parameter to estimate the SPLD dust content and signal attenuation. We
present here the theoretical aspect of loss tangent estimation from MARSIS data. The aim of the inversion
process is estimation of the materials composing the different detected interfaces, including any inclusion
of the SPLD and its percentage, by evaluation of the values of the permittivity that would generate
the observed radio echoes. The interpretation of MARSIS data requires the discrimination between
signals arising from subsurface interfaces and those coming from the surface topographic features, not
immediately below the radar, that have the same time delay between transmission and reception (surface
clutter) [107]. In the next section, the methodology described here, is applied to radar data, and validity
of the results is improved by taking into consideration constraints due to geology, local temperature, and
thermal conditions of the observed zones.

We recall that the loss tangent is given by two contributions that behave differently with temperature
and frequency. The dielectric response to an oscillating electric field (e.g., a radar wave) is described by
the complex effective dielectric permittivity of the medium as in Chapter 1:

εe = ε′ − j
(
ε′′ + σs

ω

)
= ε′e − jε′′e (6.1)

where as already defined σs is static conductivity, ω = 2πν is angular frequency. The real part of the
dielectric permittivity ε′ accounts for energy storage, and the imaginary part accounts for the energy loss
due to heat caused by the polarization process (ε′′) and free charge carrier migration (conduction, σs).
The total intrinsic loss is defined through the loss tangent factor tanδ which is the sum of polarization,
tanδp(ω), and the conductive, tanδc(ω), term (see Chapter 5):

tanδ(ω) = ε′′

ε′
+ σs
ωε′

= tanδp(ω) + tanδc(ω) (6.2)

In water ice admixed dust, at MARSIS frequencies, tanδc strongly depends on temperature (∝ e−EakT )
and decreases with frequency (∝ 1/ν), whereas tanδp is both frequency and temperature independent.
In case of a normally impinging wave propagating in a medium delimited by two interfaces (air-SPLD
and SPLD-basal material), the ratio between basal and surface echo intensities, Pb and Ps respectively,
can be written as (e.g., [69], [96], [107], [64]):

Pb
Ps

= χb
χs

[(
1− ρs2) ρb

ρs

]2

A (6.3)

where χb and χs account for basal and surface interface roughness, ρb and ρs are basal and surface Fresnel
coefficient, respectively, and A represents the attenuation factor given by:

A = exp
(
−2
∫ H

0
2α(z)dz

)
' exp

(
−2
∫ H

0

ω

V
tan δ (z) dz

)

= exp
(
−2
∫ H

0

ω

V
tan δc (z) dz − 2

∫ H

0

ω

V
tan δp (z) dz

)

= exp
(
−2
∫ H

0

σc(z)
V

dz − 2
∫ H

0

ω

V
tan δp (z) dz

)
= exp

(
−σSPLD

ε′
τ − ω tan δSPLDτ

)
(6.4)

and consequently equation (6.4) is written as:

Pb
Ps

= χb
χs

[(
1− ρs2) ρb

ρs

]2

exp
(
−τ σSPLD

ε′
− τω tan δSPLD

)
(6.5)

where z is the depth, H is the SPLD thickness, τ = 2H
V = 2H

√
ε′/ε0
c is the two-way travel time, tan δSPLD

and σSPLD are the overall SPLD loss tangent and conductivity, respectively.
Selecting only MARSIS data with high acuity (see next section) (> 0.6) the roughness terms can be

neglected: χb/χs ' 1; in addition, as the temperature expected for the SPLD is very low, conductivity
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losses are negligible (Figure 6.25). Under these assumptions, equation (6.5), in logarithmic scale, results
in a relation that linearly depends on frequency ν and time delay τ expressed as:

P̂n (ν, τ) ' P̂n0 − ξ ν tan δSPLD τ (6.6)

where P̂n (ν, τ) = 10 log10

(
Pb
Ps

)
, ξ = 2π 10 log10 e, and P̂n0 = 10 log10

(
(1−ρs2)ρb

ρs

)2
.

Equation (6.6) is used to estimate the loss tangent using a probabilistic approach. The forward
model is defined by the P̂n = g(m) where m is the model parameters m = (P̂n0, log10 tan δSPLD). The
estimation was carried out considering the data collected outside the bright areas [see Figure(6.26)], where
the time delay τ varies between 13 and 25 µs; the dataset P̂n was divided in 21 subsets (7 time delay
intervals for each frequency) having 2 µs width. For each subset, (νi, τj), the probability distribution, pij ,
of P̂n (νi, τj) is retrieved, and the posterior volumetric probability σM (m) is computed as the product
of the probability calculated for each subset pij :

σM (m) = pM (m)
∏
ij

√
det (gm +DtgdD)

det (gm) pij(P̂n = g (m)) (6.7)

where gm is the metric of the model parameters space, gd is the metric of the data space, Dkl = ∂gk/∂ml

and pM (m) is the prior probability of the model parameters. The loss tangent marginal volumetric
probability is computed as:

p (tan δSPLD) =
∫
σM (m) dP̂n0 (6.8)

considering that the prior probability on P̂n0 is described by a uniform distribution:

p
(
P̂n0

)
= const, P̂n0 ∈ [−4, 1], dB (6.9)

the range of P̂n0 was computed assuming a typical rock as basal material with permittivity values εb ∈
[8, 12] and water ice admixed with dust for the SPLD (εSPLD ∈ [3.1, 3.5]).

Acuity

Acuity is a term that is related directly to the local topography of the interface, and hence, can be used
to quantify the roughness and is defined as the ration between maximum power and aggregate power in
a time-depth interval [98]:

Ac =
max

{
y2
r(t)

}∑τ+T/2
t=τ−T/2 y

2
r(t)

(6.10)

where yr(t) is the received pulse generated by a reflector located at a time depth τ , and T determines
the time interval included in the aggregate.

Dust Volume Fraction Estimation

In an icy mixture, loss tangent value is strongly affected by the dust content and can be considered a
reliable parameter to estimate the amount of dust. Given the water ice/dust composition of the SPLD,
the overall complex permittivity εSPLD can be obtained by Maxwell-Garnett formula [128]

εSPLD = εice + 3fvεice
εd − εice

εd + 2εice − fv (εd − εice)
(6.11)

where εice is the complex permittivity of pure water ice at 200K, εd = 8.8×(1−j tan δd) (tan δd is dust loss
tangent) is the complex permittivity of the dust and, fv the dust volumetric fraction. The estimation
of fv is based on a probabilistic approach where the data are described by the estimated volumetric
probability p (tan δSPLD), the physical model by g (m) = Im {εSPLD} /Re {εSPLD} (equation 6.11) and
model parameters are m = (log10 (fv), log10 (tanδg)). The posterior probability is computed as:

σM (m) = pM (m)

√
det (gm +DtgdD)

det (gm) p(tanδSPLD = g (m)) (6.12)
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Figure 6.25: Effect of conductivity and dust loss tangent on the signal attenuation in the SPLD. Attenuation computed at 4 MHz
as function of the two-way travel time and basal temperature. (upper panel) SPLD attenuation computed using Maxwell-Garnett
mixing formula admixing pure water ice with 12 % dust having tan δd = 1.7× 10−2. (middle panel) SPLD attenuation neglecting
the dust loss tangent. (lower panel) SPLD attenuation neglecting the conductivity of water ice [65].

Given the paucity of dielectric properties measurements on Mars analogue solid samples, we considered
loss tangent values of solid lunar samples available in the literature [19] which allow us to establish a
lower and upper limit in the dust loss tangent values. In particular, we considered a uniform distribution
for the prior probability of the dust loss tangent p (tanδd) = const, tanδd ∈ [7× 10−3, 4× 10−2]. We note
that this range also includes the theoretical value (tanδd = 2× 10−2) of shergottite according to [90]. It
follows that the posterior volumetric probability of fv is given by:

p (fv) =
∫
σM (m) d tan δd (6.13)

The provided procedure and information are specifically used to explain MARSIS’ bright reflections.

6.2.3 Attenuation
MARSIS acquires data at three different frequencies 3, 4 and 5 MHz, which allows the investigations of
the frequency behavior of the signals propagating through the SPLD and reflected by the basal material.
Absorption of radar signals propagating through a medium causes reduction of the signal intensity (at-
tenuation) that depends on the frequency of traveling signal, length of the path, and the type of material
through which the signal propagates. This parameter can be computed by two different approaches,
which are dictated by the radar performance and the subsurface properties. In Radio Echo Sounding
(RES) studies, attenuation is usually estimated from the measurements of the intensity of the signal
reflected by internal layering [79], [77]. This method was tested on MARSIS [10] and SHARAD [119]
data. Another technique measures the variation of echo power from a single subsurface interface observed
at different depths. Here we combine the latter method with a procedure introduced by Picardi et al.,
[107] based on MARSIS data acquired at the three operating frequencies, 3, 4, and 5 MHz.
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Along the same track, MARSIS simultaneously collects radar data as 3 and 4 MHz pairs, or 4 and 5
MHz pairs, generating two radar profiles for each observation (i.e., each radar track). The dataset used
in the present analysis consists of 132 MARSIS raw observations, acquired at Ultimi Scopuli between
2010 and 2019 (Figure (6.22)): 36 at 3 MHz, 132 at 4 MHz and 96 at 5 MHz. Such observations have
been collected on a large region, were both bright and non-bright areas were detected [68].

Figure 6.26: Mars Orbiter Laser Altimeter topographic map of the investigated area at Ultimi Scopuli. Dotted lines are MARSIS
observations. The blue region indicates the geographic location of the main bright area. The observations in the light-gray shadowed
area have not been used for data inversion, as they cross high and low basal reflectivity areas and cannot be assigned neither to
bright nor to non-bright datasets. Black dotted lines refer to observations plotted in Figure (6.23): 2654 (V), 10737(II), 12685(III),
12780(VI), 14967(I), 19392(IV). Two tracks (II and III) across the central part of the main bright area, are shown by the same
black dotted line on the map. The map is created using MATLAB software and MOLA data [65].
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Figure 6.27: Basal normalized echo power measured at two frequencies. The plots refer to observations collected very close (I) or
inside (II, III) and outside the main bright area (IV, V, VI) of Fig. 1, after applying an along track average. Note that plots II and
III do not totally overlap and start/end at different locations. The difference in basal power between frequencies is approximately
constant along track and does not appreciably change between observations, aside from a small segment in observation III.
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Regardless of the location, inside or outside the bright areas, the echoes collected at the higher
frequency have smaller amplitude than those collected at the lower frequency (Figure (6.27)). This
frequency-dependent behavior can be due to: (1) the properties of the SPLD, which affect the propagation
of the signals, and/or (2) to the properties of the basal interface, which control the intensity of the
reflection. The latter depends on the interface roughness and the dielectric contrast between the SPLD
and the underlying material. The contribution of the interface roughness can be evaluated through the
computation of the signal acuity, defined as a parameter that measures the smoothness of the interface.
We found that the calculated acuity values are uncorrelated (correlation coefficient <0.1) to the values
of the difference in echo power between two frequencies: this implies that the roughness effect on the
frequency behavior of the reflected signal is actually negligible. Furthermore, because the difference in
basal echo power at two frequencies is constant both within and outside the bright areas (Figure (6.27)),
we can also exclude a frequency effect due to the basal dielectric contrast, concluding that the frequency
behavior of MARSIS data is primarily controlled by the properties of the SPLD.

At the MARSIS operating frequencies, the signal attenuation in water ice is frequency independent
[104], unless the ice contains impurities [80], such as mineral inclusions, in which case the attenuation
of signal in the mixture reflects the frequency-dependent behavior of the impurities [solid lines in Figure
(6.28)]. Vice versa, while attenuation in pure water ice is temperature dependent, presence of dust
modifies such behavior, so that attenuation of the radar signal in the mixture becomes temperature
independent at low temperatures. Attenuation, A, in the ice-dust mixture that composes the SPLD is
given by two contributions, as expressed by equation (6.5):

A = AσSPLDAtanδSPLD = e−
σSPLD

ε′ τe−2πν tanδSPLDτ (6.14)

The first exponential gives the attenuation due to the conductivity of the SPLD (AσSPLD ) [cyan dashed
line in Figure (6.28)]; it is temperature dependent and frequency independent. The second exponential
gives the attenuation due to the polarization phenomena and it is expressed by the loss tangent of the
mixture (AtanδSPLD ) [Black dashed lines in Figure (6.28)]; it is temperature independent and frequency
dependent.
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Figure 6.28: Attenuation in an ice/dust mixture at MARSIS frequencies. Solid lines are computed using Maxwell-Garnett mixing
formula assuming a 12% dust content and tanδd = 1.7 × 10−2, admixed with pure water ice. Black dashed lines are computed
using the same mixing formula and negligible ice conductivity. The cyan dashed line is computed assuming negligible dust loss
tangent. All curves refer to 17.5 µs two-way travel time [65].

6.2.4 Loss Tangent and Dust Estimation
The best conditions to invert equation (6.14) and retrieve the loss tangent, are realized outside of the
shadowed area (Figure (6.26)): here the two-way travel time τ of the basal reflector varies between 13 µs
and 25 µs and the number of samples is large at all frequencies (Figure (6.29)). Moreover, we can
assume that the dielectric contrast between the SPLD and the basal material is relatively constant. This
assumption is supported by the fact that dry materials have comparable dielectric permittivity.
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Figure 6.29: Analysis of MARSIS data collected outside the bright areas. Normalized basal power distributions at three frequencies
measured for different two-way travel times, in the range 13− 25 µs [65].

The calculated tan δSPLD values range between 1.5 × 10−3 (25th percentile) and 2.6 × 10−3 (75th
percentile), with the highest probability density (Figure (6.30)). In the dataset collected in the bright
areas (gray shadowed area in Figure (6.26)) the basal reflectivity changes abruptly along track (Figure
(6.27)), as discussed in detail in [68] and the two-way travel time τ remains essentially constant. In these
conditions it is not possible to apply the method described above, however the subset of data collected
in the main bright area [blue region in Figure(6.26)], where the basal reflectivity is quite constant, can
still be used to estimate the loss tangent from the difference in echo power at two frequencies [107]. We
found values of the same order of magnitude to those estimated outside the bright areas but distributed
within a larger range (1.6 × 10−3 to 5.8× 10−3).
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Figure 6.30: Volumetric probability of the estimated SPLD loss tangent obtained by analysis of MARSIS data collected outside
the bright areas. The 25th percentile (tan δSPLD = 1.5× 10−3) and 75th percentile (tan δSPLD = 2.6× 10−3) is used to calculate
loss tangent [65].

Moreover, we detected a very peculiar radar feature inside the main bright area [Figure (6.31) to
(6.35)]: a strong multiple reflection visible in several MARSIS observations. In terrestrial radar data
strong multiple reflections are caused by very large dielectric contrasts, such as those between ice and
liquid water or brines [88]. These features cannot be produced by dielectric contrasts of smaller magnitude,
for example at the interface between water ice and frozen soil or solid rocks. Such multiple reflections
have been used to compute the loss tangent from the difference in echo power at two frequencies [Figure
(6.34) and (6.35)]. The estimated values range between 1× 10−3 and 4× 10−3, that are similar to those
computed outside and inside the main bright area.

Assuming a possible range of dust loss tangent, 10−4 − 1, and dust volumetric fraction 0.1 − 100%
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the probability distribution is computed (Figure (6.36)). Dust volumetric fraction can be obtained from
the median of probability distribution. For this purpose, assuming a dust loss tangent ranging between
7×10−3 and 4×10−2 which are typical values for terrestrial and lunar basalt and shergottite, we estimate
that the amount of dust in the water ice is between 5% (25th percentile) and 12% (75th percentile) as
displayed in Figure (6.37). In our calculations we did not consider any fraction of CO2 ice in the SPLD
which, even if present, would have no effect on our estimate of the dust content, owing to the fact that
the CO2 ice loss tangent is in the order of 10−3, as shown in Figure (6.38).
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Figure 6.31: Radargram along track 10711. Multiple reflections are visible on the radar images at both frequencies.
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Figure 6.32: Radargram along track 14879. Multiple reflections are visible on the radar images at both frequencies.
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Figure 6.33: Plots of MARSIS traces collected inside the main bright area. The radar traces are extracted from two observations
(10737 and 14879) collected at and 4 and 5 MHz. The multiple reflections are clearly visible at a time depth of about 35 µs, which
is double the two-way travel time of the basal reflections (17.5 µs).
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Figure 6.34: The loss tangent estimation from multiple reflections along track 10711. Such multiple reflections have been used to
compute the loss tangent from the difference in echo power at two frequencies.
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Figure 6.35: The loss tangent estimation from multiple reflections along track 14879. Such multiple reflections have been used to
compute the loss tangent from the difference in echo power at two frequencies.

Figure 6.36: Probability distribution of dust loss tangent-dust volumetric fraction. The lower panel shows the extracted percentiles.
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Figure 6.37: Dust volumetric probability obtained from analysis of MARSIS data collected outside the bright areas. The range
5− 12%, corresponding to same percentiles which tan δSPLD is estimated [see Figure (6.30)].

Figure 6.38: Effect of CO2 ice on the estimation of the dust content in the SPLD. Estimation of dust content for a three-phase
system (H2O ice, CO2 ice, mineral dust) where εCO2 = 2.2× (1− j10−3). The image represents the volumetric probability where
dashed black lines indicate the range of dust as a function of the CO2 content, for 25th, 50th and 75th percentiles. Note that the
amount of dust only weakly depends on the CO2 content.

6.2.5 Basal Permittivity Estimation
The loss tangent values estimated here are larger than that previously recognized [68], [97] implying a
higher attenuation in the SPLD, which requires new calculations of the values of apparent basal permit-
tivity. In [97], these were frequency dependent, with medians of 30, 33, 22 inside the bright area and
9.5, 7.5, 6.7 outside the bright area, at 3, 4 and 5 MHz respectively. To calculate the revised values of
apparent basal permittivity, we applied the inversion procedure published by [69], filtering the data for
an acuity value > 0.6 to mitigate the effect of the roughness of the base, consistently with what discussed
in [68]. Here, we report the results obtained considering different thermal scenarios for the SPLD and the
basal material, assuming a linear temperature increase inside the SPLD, from a fixed surface temperature
(160 K) to a variable value at the base of the ice (160− 270 K). Figure (6.39) presents the probability
distribution of basal permittivity-basal temperature in a wide range of permittivity and temperature,
inside and outside the bright area, with the marginal pdfs shown in Figure (6.40).
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Figure 6.39: Basal permittivity-basal temperature probability distribution.
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Figure 6.40: Basal permittivity marginal probability density function outside and inside bright area.

Figure 6.41: Apparent basal permittivity inside and outside the bright area as a function of basal temperature. Solid color lines
are the median values at three frequencies, and the color bands indicate the 25th− 75th percentile range of apparent permittivity
values. Above 230 K the median values estimated for both areas increase towards very high values.



6.2. MARSIS DATA ANALYSIS 143

Apparent basal permittivity inside and outside the bright area as a function of basal temperature is
presented in Figure (6.41). The permittivity values are generally constant at temperatures between 160
and ∼ 210 K, step slightly upward beyond 210 K, and increase abruptly at a T ≥ 230 K. Outside the
bright areas, the apparent permittivity values range from 7 (25th percentile) to 12 (75th percentile) with
a median of 10, regardless of frequency. Inside the main bright area [blue region in Figure (6.26)], the
median of the distribution is ∼ 40 at all frequencies, with values ranging between 20 (25th percentile) and
120 (75th percentile). The attenuation computed here appears reliable because it corrects the apparent
permittivity values computed at three frequencies and makes those values consistent, as they should be
once the frequency effect is accounted for. This correction works well both inside and outside the bright
areas, and it is evident that the SPLD are compositionally and thermally homogeneous in Ultimi Scopuli.
We note that in both areas, the trend of the apparent permittivity with temperature, diverges at values
larger than 230 K. Above such temperature the attenuation of the SPLD becomes progressively larger
(Figure (6.28)) thus a higher basal apparent permittivity is required to produce the same intensity of
the echo. Such high value, estimated outside the bright areas, appears to be unreliable when compared
to those typical of dry and cold rocks. We thus conclude that the temperatures of the SPLD at Ultimi
Scopuli cannot exceed 230 K, which can then be taken as the upper limit value of basal temperatures.

6.2.6 Discussion
The attenuation estimated in this work shifted upward the apparent permittivity values [see Figure
(6.41)] retrieved by MARSIS data inversion with respect to previous calculations [97]. Inside the main
bright area, the median of the apparent permittivity distribution is 40 and outside is 10, regardless
the frequency. Moreover, in the range 160 − 210 K, these values are constant. To identify potential
candidates as SPLD basal materials, we compared the apparent permittivity values retrieved at 200 K
with those computed from literature data (Figure (6.42)) relevant to subglacial lithologies suggested in
recent papers. Each material is represented by a range of values which reflects the variability of data
present in the literature, aside from 300mM Ca(ClO4)2 brines which are new data. Where possible,
we reported values collected around 200 K however, terrestrial basalts were mostly measured at higher
temperatures (around 300 K), often with poorly controlled moisture content, and must be considered an
overestimation of the corresponding values for Martian temperatures. In fact, in agreement with dielectric
behavior of rocks, if such values were measured at lower temperatures (200 K) the entire range would shift
leftward towards smaller apparent permittivity values, <15. The comparison clearly highlights that 75%
of the apparent permittivity distribution outside the bright areas is compatible with materials having
apparent permittivity lower than 15, like terrestrial/lunar basaltic rocks or clay sediments, at Martian
temperature. Conversely, 75% of the apparent permittivity distribution inside the main bright area is
only compatible with the 300 mM Ca(ClO4)2 brines, which have reported values of apparent permittivity
larger than 20.

104103102101100

Apparent permittivity

Main Bright Area

Ca(ClO4)2 - 300 mM

Clay

Terrestrial Basalt (@ 300 K)

Lunar Basalt

Basaltic sand

Hydrated salts

Saline Ice

Outside Bright Areas

Figure 6.42: Apparent permittivity of various materials compared to those retrieved by MARSIS at Ultimi Scopuli. The box plots
indicate the basal apparent permittivity retrieved inside the main bright area (blue) and outside the bright areas (red), where the
whiskers represent the minimum and maximum values, the box extremes the lower and upper quartiles, and the center line the
median of the data distributions. The grey bars indicate the range of apparent permittivity values for proposed basal materials
measured at MARSIS operating frequencies 3,34,38-39,53-56,58-61: calcium perchlorate at 196− 200 K; clays at 200 K; terrestrial
basalts at 300 K; lunar basalts at 200 K; hydrated salts jarosite and meridianite at 200 K; saline ices at 200 K-; and basaltic sand
at 200 K.
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As an aside, our estimation of the attenuation in the SPLD suggests a plausible explanation as to
the reason why SHARAD has thus far not been able to penetrate through the full depth of the deposits
to detect the basement. Considering a loss tangent of the order of 1.5 − 2.6 × 10−3, and neglecting
the conductive term due to the low temperature at the base of the SPLD, equation (6.14) can be used
to compute the attenuation at SHARAD frequency (20 MHz), which ranges between −14 and−25 dB.
Given such values and the dynamic range of SHARAD, the presence of any additional scattering loss due
to the structure of the SPLD may prevent the propagation of the signal at large depth, thus explaining
why SHARAD cannot see the bright reflectors at Ultimi Scopuli and, more generally, the basal interface
below the SPLD [see Appendix C].



Conclusion

In this thesis, a review of the fundamentals of electromagnetic wave propagation in materials, the physics
of EM wave propagation, and basic approaches to evaluating electromagnetic wave attenuation from
measured georadar data were presented, along with some novel approaches to estimate the attenuation of
electromagnetic waves in lossy media. The problem of retrieving attenuation parameters from reflections
was addressed by using synthetic GPR data, as well as real data obtained from Earth and planetary
bodies (Moon and Mars). Following is a summary of the key conclusions:

1. The estimation of attenuation from reflection data is a challenging problem because scattering and
variation of reflection coefficient due to heterogeneity adversely affect received pulse amplitudes.
The introduced methodologies could mitigate the effects of scattering and interface heterogeneity by
focusing on the frequency-dependent component of attenuation. A statistical inversion approach was
used to determine the attenuation parameters from measured data. In addition, the uncertainties
in data, which are required for the process of inversion, were evaluated mathematically, while the
uncertainty estimates in analysis of geophysical data are often lacking.

2. To improve the reliability of georadar data interpretation, particularly in planetary crusts, it is
necessary to know the electromagnetic properties of shallow deposits and analyze signal attenuation.
Additionally, these studies are highly dependent on the optimal processing and interpretation of
radar echoes, which in turn depend on the dielectric properties of planetary crust.

3. It is possible to map the stratigraphy of planets’ subsurface by detecting dielectric discontinuities
associated with compositional or structural discontinuities, which can be very relevant for under-
standing the dynamics and history of the first meters to kilometers.

4. The approaches and techniques presented in this thesis can be also relevant for the quantitative
interpretation of radar-sounding data on the Mars, Venus, and satellites similar to the Earth system,
such as the Moon, and icy moons. Since access to the site and radar acquisition geometries is limited,
these studies are inherently challenging. The results, however, may provide some insights into
the description and characterization of the lunar subsurface to better understand its stratigraphy.
In general, obtaining the full set of dielectric parameters, such as permittivity, polarization, and
conductivity, can greatly improve the interpretation of composition of the planetary subsurface.

5. In terms of comparative planetology, it is well established that Mars exploration is of great signif-
icance for a better understanding of the Earth. Present and future Mars missions will primarily
use ground penetrating radars to examine the subsurface of the planet. Using such a technique,
a number of fundamental questions about the history and evolution of Mars, including finding
and locating water, mapping the stratigraphy of various regions on Mars (polar caps, sedimentary
deposits, volcanic terrains, etc.), and finding evidence of past or present life may be answered.

6. It was shown that the probabilistic inversion approach is a robust strategy to retrieve the unknowns
from GPR data and provides several statistical information.

7. The developed techniques were applied to Chang’E-4 Lunar Penetrating Radar (LPR) data. The
results proposed that absorption attenuation (loss tangent) is almost constant along track while
total loss presents a large variation that are caused by inhomogeneity and scatters. The average
loss tangent and total loss of the investigated deposit were estimated tanδ = 0.0039 ± 0.0023,
Q−1 = 0.0049± 0.0020, respectively.
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8. A different strategy based on the ratio between surface and subsurface power was presented to
estimate SPLD loss tangent, using data acquired by MARSIS at 3, 4, and 5 MHz frequencies,
resulting in the loss tangent in tanδSPLD = 1.5 × 10−3 − 2.6 × 10−3. This value shifted upward
the previously reported values of the apparent permittivity. The median of apparent permeability
distribution at Ultimi Scopuli is 40 and 10, respectively, inside and outside the main bright area. It
was shown that these values are constant and independent of frequency in the temperature range
160-210 K. The SPLD at Ultimi Scopuli were found to be compositionally homogeneous, with dust
contents between 5 and 12 per cent. Using these values as input and plausible estimates of surface
temperature and heat flux, the basal temperatures were inferred around 200 K.

9. The use of radar experiments is being considered for future missions to asteroids, Mars, Moon, and
the icy moons of giant planets, as well as Venus. Despite this, there is still relatively less knowledge
associated with this technique than other remote sensing methods like spectroscopy. Our ability to
retrieve quantitative information about the planetary subsurface’s electrical nature still needs to be
improved, and the problems associated with analyzing, interpreting, and inverting radar-sounding
data have to be dealt with in deep.



Appendix A

Time-Frequency Distribution

In geophysical data analysis, the concept of a stationary time series is a mathematical idealization that
never holds true in reality and is not particularly useful in the detection of signal arrivals. The standard
Fourier transform provides the frequency information averaged over the entire signal time interval, how-
ever, for non-stationary signals in which frequency components of the signal vary over time and the signal
has an obvious oscillatory manner, this information will not be adequate, and the dynamic spectrum or
local spectral nature of the observations is required to analyze. Consequently, in our study that involve
non-stationary signals, to compute the frequency variation versus time, the time-frequency distribution
of data has to be analyzed. Several techniques of examining the time-varying nature of the spectrum
have been proposed in the past (e.g., [15]); among them are the S-transform (ST) and short-time Fourier
transform (STFT).

S-transform (ST): The S−transform is an extension of the continuous wavelet transform and is
based on a moving and scalable localizing Gaussian window. The S−transform is obtained by convolving
a signal with a scaled and shifted wavelet, which is a function that oscillates and decays rapidly in time
and frequency. The resulting time-frequency distribution reveals the energy of the signal as a function
of time and frequency. The S−transform provides frequency-dependent resolution while maintaining a
direct relationship with the Fourier spectrum. The continues S−transform of a time series h(t) is defined
as [132]:

ST {h[t]} (ν, τ) = 1√
2π

∫ +∞

−∞
h(t)|ν|e−(τ−t)2ν2/2e−j2πνtdt (A.1)

The S−transform has been used in various fields such as speech recognition, medical signal process-
ing, and geophysical signal analysis. For example, in speech recognition, the S−transform can be used
to analyze the frequency content of a speech signal over time, which can be useful for tasks such as
phoneme recognition and speaker identification. In medical signal processing, the S−transform can be
used to analyze the frequency content of a biological signal such as an electroencephalogram (EEG) or
an electrocardiogram (ECG), which can be useful for diagnosing medical conditions.

Short-Time Fourier Transform (STFT): STFT provides the time-localized frequency information
for a signal whose frequency components vary over time. The STFT is obtained by dividing a signal
into overlapping segments of equal length, applying the Fourier transform to each segment, and then
calculating the magnitude of the resulting frequency spectrum. By applying the Fourier transform to
overlapping segments of the signal, we can observe how the frequency content changes over time. The
STFT of a time series h(t) is given by (e.g., [113]):

STFT {h[t]} (ν, τ) =
∫ +∞

−∞
h(t)w (t− τ) e−j2πνtdt (A.2)

where w(t) is referred to time analysis window, STFT {h[t]} (ν, τ) is a complex function representing the
phase and magnitude of the signal over time-frequency and shows the local behavior of h(t) as viewed
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through the sliding window w(t−τ). The STFT determines the time interval in which certain frequencies
occur. There is a trade-off between time and frequency resolution. A wide-width time window leads to the
better frequency resolution but poor time resolution, and conversely, narrow-width transform results in
a better resolution in time in the expense of resolution in frequency. Therefore, increasing the frequency
resolution results in a reduction in time resolution and vice versa. In addition, time-window needs to
be narrow enough to make sure that the portion of the signal falling within the window is stationary,
accordingly, the width of time window must be set appropriately. Window types of Gaussian and Hann
perform well in our study.

The STFT has many applications in fields such as audio and speech processing, image processing,
and vibration analysis. For example, in audio processing, the STFT can be used to analyze the frequency
content of a sound signal over time, which can be useful for tasks such as speech recognition, music
analysis, and noise reduction. In image processing, the STFT can be used to analyze the frequency
content of an image over time or space, which can be useful for tasks such as image compression and
feature extraction.



Appendix B

Chirp Radar and Pulse Compression

A chirped signal has an instantaneous frequency that changes linearly with time, and is reffered to as
linear frequency modulation (FM). For a time harmonic pulse it is obtained by the substitution:

ejω0t −→ ejω0t+ 1
2 jω̇0t

2
(B.1)

hence, for an electric field
E(t) = ejω0t+ 1

2 jω̇0t
2

(B.2)

where ω̇0 is called chirping parameter and represents the rate of instantaneous frequency variation. The
chirping parameter is constant and can be positive or negative values that results in an increasing or
decreasing frequency, respectively. A chirped Gaussian pulse is obtained by modulating a chirped sinusoid
(equation (B.1)) by a Gaussian envelope (e.g., [94]):

E (t) = e(jω0t+ 1
2 jω̇0t

2) exp
[
− t2

2τ2
0

]
= ejω0t exp

[
− t2

2τ2
0

(
1− jω̇0τ

2
0
)]

(B.3)

where τ0 is the effective width of Gaussian input pulse. Equation (B.3) in time and frequency domain
can be written in the forms:

E (t) = ejω0t exp
[
− t2

2τ2
chirp

]
⇐⇒ E (ω) =

√
2πτ2

chirp exp
[
−τ2

chirp

2 (ω − ω0)2

]
(B.4)

where τ2
chirp is an equivalent complex-valued width parameter.

In radar, the propagation medium is assumed to be non-dispersive (e.g., air), hence, it introduces only
a propagation delay. Chirping is used to increase the bandwidth of the transmitted radar pulses, while
keeping their time-duration long. The received pulses are processed by a dispersion compensation filter
that cancels the frequency dispersion introduced by chirping and results in a time-compressed pulse. The
basic system is shown in Figure (B.1). The technique effectively combines the benefits of a long-duration
pulse (improved detectability and Doppler resolution) with those of a broadband pulse (improved range
resolution).

A typical pulsed radar sends out sinusoidal pulses of some finite duration of T seconds. A pulse
reflected from a stationary target at a distance R returns back at the radar attenuated and with an
overall round-trip delay of td = 2R/c sec. The range R is determined from the delay td. An uncertainty
in measuring td from two nearby targets translates into an uncertainty in the range, ∆R = c ∆td/2.
Because the pulse has duration T , the uncertainty in td will be ∆td = T , and the uncertainty in the
range, ∆R = cT/2. Thus, to improve the range resolution, a short pulse duration T must be used. On
the other hand, the detectability of the received pulse requires a certain minimum value of the signal-to-
noise ratio (SNR), which in turn, requires a large value of T .

Linear FM Signals
It is possible, nevertheless, to have a waveform whose envelope has an arbitrary duration T while its
spectrum has an arbitrary width B, at least in an approximate sense. The key idea in accomplishing
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Fig. 3.9.4 Snapshots of pulse propagating through regions of different group velocities.

numerical details for this example are outlined in Problem 3.10. Fig. 3.9.4 shows a se-
ries of snapshots. The short vertical arrow on the horizontal axis represents the position
of the peak of an equivalent pulse propagating in vacuum.

At t = −50 (in units such that c = 1), the forward tail of the gaussian pulse has
already entered the absorbing medium. Between 0 ≤ t ≤ 120, the peak of the pulse
has entered the absorbing medium and is being attenuated as it propagates while it lags
behind the equivalent vacuum pulse because vg < c.

At t = 120, while the peak is still in the absorbing medium, the forward tail has
passed through the middle vacuum region and has already entered into the gain medium
where it begins to get amplified. At t = 180, the peak has moved into the middle vacuum
region, but the forward tail has been sufficiently amplified by the gain medium and is
beginning to form a peak whose tail has already exited into the rightmost vacuum region.

At t = 220, the peak is still within the middle vacuum region, but the output peak
has already exited into the right, while another peak has formed at the right side of the
gain medium and begins to move backwards with the negative group velocity, vg < 0.
Meanwhile, the output peak has caught up with the equivalent vacuum peak.

Between 230 ≤ t ≤ 260, the peak within the gain medium continues to move back-
wards while the output vacuum peak moves to the right. As we mentioned earlier, such
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output peaks that have exited before the input peaks have entered the gain medium,
including the backward moving peaks, have been observed experimentally [275].

A MATLAB movie of this example may be seen by running the file grvmovie1.m in the
movies subdirectory of the ewa toolbox. See also the movie grvmovie2.m in which the
carrier frequency has been increased and corresponds to a superluminal group velocity
(vg > c) for the gain medium. In this case, which is also described in Problem 3.10, all
the peaks are moving forward.

3.10 Chirp Radar and Pulse Compression

Pulse Radar Requirements

The chirping and dispersion compensation concepts discussed in the previous sections
are applicable also to chirp radar systems. Here, we give a brief introduction to the main
ideas [320] and the need for pulse compression.

In radar, the propagation medium is assumed to be non-dispersive (e.g., air), hence,
it introduces only a propagation delay. Chirping is used to increase the bandwidth of the
transmitted radar pulses, while keeping their time-duration long. The received pulses
are processed by a dispersion compensation filter that cancels the frequency dispersion
introduced by chirping and results in a time-compressed pulse. The basic system is
shown in Fig. 3.10.1. The technique effectively combines the benefits of a long-duration
pulse (improved detectability and Doppler resolution) with those of a broadband pulse
(improved range resolution.)

A typical pulsed radar sends out sinusoidal pulses of some finite duration of, say, T
seconds. A pulse reflected from a stationary target at a distance R returns back at the
radar attenuated and with an overall round-trip delay of td = 2R/c seconds. The range
R is determined from the delay td. An uncertainty in measuring td from two nearby
targets translates into an uncertainty in the range, ΔR = c(Δtd)/2. Because the pulse
has duration T, the uncertainty in td will be Δtd = T, and the uncertainty in the range,
ΔR = cT/2. Thus, to improve the range resolution, a short pulse duration T must be
used.

Fig. 3.10.1 Chirp radar system.
Figure B.1: Chirp radar system (Taken from [94]).

this is to have the instantaneous frequency of the signal vary-during the duration T of the envelope-over
a set of values that span the desired bandwidth B. Such time variation of the instantaneous frequency
translates in the frequency domain to a spectrum of effective width B. The simplest realization of this
idea is through linear FM, or chirping, that corresponds to a linearly varying instantaneous frequency.
More complicated schemes exist that use nonlinear time variations, or, using phase-coding in which the
instantaneous phase of the signal changes by specified amounts during the duration T in such a way as
to broaden the spectrum. A chirped pulse is given by:

E(t) = F (t) ejω0t+ 1
2 jω̇0t

2
(B.5)

where F (t) is an arbitrary envelope with an effective duration T , defined for example over the time
interval −T/2 ≤ t ≤ T/2. The envelope F (t) can be specified either in the time domain or in the
frequency domain by means of its spectrum F̂ (ω):

F̂ (ω) =
∫ ∞
−∞

F (t) e−jωtdt⇐⇒ F (t) = 1
2π

∫ ∞
−∞

F̂ (ω) ejωtdω (B.6)

Typically, F (t) is real-valued and therefore, the instantaneous frequency of equation (B.5) is:

ω(t) = ω0 + ω̇0t (B.7)

During the time interval −T/2 ≤ t ≤ T/2 it varies over the band ω0 − ω̇0T/2 ≤ ω(t) ≤ ω0 + ω̇0T/2,
assuming that ω̇0 > 0. Hence, the effective total bandwidth is:

B = ω̇0T

2π (B.8)

Thus, given T and B, the chirping parameter can be chosen to be ω̇0 = 2πB/T . It can be proved that the
spectrum of chirped signal E(t) is effectively confined in the band |ν − ν0| ≤ B/2. The received signal
reflected from a target is an attenuated and delayed copy of the transmitted signal E(t), that is,

Erec(t) = aE(t− td) = aF (t− td) ejω0(t−td)+ 1
2 jω̇0(t−td)2

(B.9)

where a is an attenuation factor determined from the radar equation to be the ratio of the received to
the transmitted powers a = (Prec/Ptr)1/2, and td is time delay. This signal is then processed by a pulse
compression filter that will compress the waveform to a shorter duration.

For an arbitrary envelope F (t), one can derive the following fundamental result that relates the output
of the compression filter to the Fourier transform, F̂ (ω), of the envelope, when the input is:

E(t) = F (t) ejω0t+ 1
2 jω̇0t

2
(B.10)

Ecompr(t) =
√
jω̇0

2π ejω0t− 1
2 jω̇0t

2
F̂ (−ω̇0t) (B.11)
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For example, in the case of a rectangular envelope of duration T :

F (t) = rect

(
t

T

)
⇒ E(t) = rect

(
t

T

)
ejω0t+ 1

2 jω̇0t
2

(B.12)

Therefore, the output of the compression filter will be:

Ecompr(t) =
√
jω̇0

2π ejω0t− 1
2 jω̇0t

2
[
T

sin (−ω̇0tT/2)
−ω̇0tT/2

]
(B.13)

noting that ω̇0T = 2πB, we obtain:

Ecompr(t) =
√
jBT

sin (πBt)
πBt

ejω0t− 1
2 jω̇0t

2
(B.14)

In a plain language, a chirp signal, also known as a linear frequency modulated (LFM) signal, is a
signal in which the frequency of the signal changes with time. The frequency of the signal increases or
decreases linearly with time, resulting in a signal that appears to sweep through a range of frequencies.
A chirp signal can be represented by the equation

s(t) = A sin[2π(ν0t+ kc
2τ2 )] (B.15)

where A is the amplitude, ν0 is the initial frequency, kc is the chirp rate, and τ is time. The chirp rate
determines how quickly the frequency of the signal changes over time. If the chirp rate is positive, the
frequency of the signal increases with time, while if the chirp rate is negative, the frequency of the signal
decreases with time.

Chirp signals have many applications in fields such as radar, sonar, and communications. In radar
and sonar, chirp signals are used to determine the distance and velocity of objects by analyzing the time
delay and frequency shift of the reflected signal.



Appendix C

Alternative Hypothesis to Martian
Subglacial Lake at SPLD

Detailed in Chapter 6, anomalously bright basal reflections have been detected in a 20 km wide area
centered at 193 oE, 81 oS (Ultimi Scopuli) at the South Polar Layered Deposits (SPLD) of Mars by the
Mars Advanced Radar for Subsurface and Ionosphere Sounding (MARSIS) onboard the Mars Express
spacecraft [97], [68], (Figure C.1). Bright radar returns that are typically produced by materials of high
permittivity, led to the initial interpretation that multiple subglacial water bodies are present at the base
of the SPLD, whether in a water bearing material or through a coherent water body [97], [68].
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Fig. 3. Maps of basal topography and reflected echo power. (A) Color-
coded map of the topography at the base of the SPLD, computed with
respect to the reference datum. The black contour outlines the area in
which bright basal reflections are concentrated. (B) Color-coded map
of normalized basal echo power at 4 MHz. The large blue area (positive

values of the normalized basal echo power) outlined in black corresponds
to the main bright area; the map also shows other, smaller bright spots
that have a limited number of overlapping profiles. Both panels are
superimposed on the infrared image shown in Fig. 1B, and the value at
each point is the median of all radar footprints crossing that point.
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Fig. 2. Radar data collected by MARSIS. (A) Radargram for MARSIS
orbit 10737, whose ground track is shown in Fig. 1B. A radargram is a bi-
dimensional color-coded section made of a sequence of echoes in which the
horizontal axis is the distance along the ground track of the spacecraft,
the vertical axis represents the two-way travel time of the echo (from a
reference altitude of 25 km above the reference datum), and brightness is a
function of echo power. The continuous bright line in the topmost part of
the radargram is the echo from the surface interface, whereas the bottom

reflector at about 160 ms corresponds to the SPLD/basal material interface.
Strong basal reflections can be seen at some locations, where the basal
interface is also planar and parallel to the surface. (B) Plot of surface and
basal echo power for the radargram in (A). Red dots, surface echo power;
blue dots, subsurface echo power. The horizontal scale is along-track
distance, as in (A), and the vertical scale is uncalibrated power in decibels.
The basal echo between 45 and 65 km along-track is stronger than the
surface echo even after attenuation within the SPLD.
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Figure C.1: (Upper panel) Radargram for MARSIS orbit 10737. The bottom reflector at about 160 µs corresponds to the
interface between the SPLD and bedrock. (Lower panel) Surface and basal echo power for the radargram [97].

Recently, in several papers, different scenarios, other than presence of liquid water body, have been
proposed to explain the source of anomalous bright radar reflection observed in Ultimi Scopuli, categorized
as follows:
(1) Clay, metal-bearing minerals, hydrated salts, and saline ices having no negligible conductivity in base
of SPLD. A main focus of this hypothesis is a too cold basal temperatures of the SPLD.
(2) The presence of CO2 deposits within the ice.
Other hypotheses doubt the presence of subglacial lake in term of surface geology context:
(1) no geologic unit nor surface feature consistent with the water body hypothesis is evident Ultimi
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Scopuli;
(2) bright reflections of SPLD are attributed to Martian terrain. Another criticism concerns the presence
of stable liquid water at the base of the SPLD since the estimated heat flux and basal temperature on
Mars are too low to explain the melting of ice.

The following sections summarize the alternative critiquing hypotheses and provide responses to them
from recent publications.

C.1 Alternative Hypothesis to Liquid Water
C.1.1 Hypothesis by Smith et al., (2021) [130]
The findings of Sori and Bramson [131] and Ojha et al., [89] suggest that maintaining liquid water
beneath the SPLD is unlikely due to the required amount of salt and heat (a localized heat source with
the geothermal flux ∼ 72 mW/m2). Accordingly, Smith et al. [130] propose an alternative hypothesis
emphasizing the role of electrical conductivity (or the imaginary component of permittivity) of basal
material in explaining bright reflections: hydrated and cold clay-rich deposits at the base of SPLD can
create the observed radar response. Noting that, the smectite clays (a variety of hydrous clay) are known
to be present on Mars. Further, Smith et al. [130] demonstrate that the loss tangent and hence imaginary
permittivity of 0 for basal material (tanδ = 0; ε′′b = 0) is unrealistic. To take into account higher loss
tangents consistent with smectite properties, they describe that lower basal real permittivity values
ε′b = 13, 14, 18 can be adequate to explain the MARSIS observations, and attribute these lower values
ε′b to the following factors:

I. Lower basal temperature: Assuming a basal temperature of 175 oK that is obtained from
the thermal modeling with a geothermal flux of 10 − 30 mW/m2 [131], the modeled overlying ice
will have a lower attenuation, hence the real permittivity ε′b of basal must be lower to match the
modeling.

II. High-loss nature of the smectite clay: The reflectivity of a material depends on both the real
and imaginary parts of the permittivity, even for a single-simple interface. Therefore, a contrast in
either real or imaginary component of permittivity can result in the reflection. Materials with non-
negligible conductivity (imaginary component of permittivity) and lower real permittivity values can
produce the strong reflections. By including the loss tangent in modeling, Smith et al., concluded
that the lossy materials with low ε′b values can produce the bright reflections in SPLD.

As a conclusion, they suggest that thin layers of hydrated smectites at cryogenic temperatures 1 are
sufficient to produce the bright reflections observed in MARSIS data, without the need for a heat source,
salt, or melting hysteresis, as is the case with hypersaline liquid brines. Smith et al., further support this
theory by pointing out that semectites are abundant on Mars, even at the margin of the SPLD.

C.1.2 Hypothesis by Bierson et al., (2021) [8]
For an ice layer of 1.3 km thickness and conductivity 10−6 S/m, Bierson et al.,’s modeling with multiple
frequency modes suggests that if bright reflections are caused by contrasts in dielectric permittivity, all
frequency modes would have the same reflection power (left most region of Figure C.2). However, if it is
due to a conductivity contrast, the 5 MHz return should be 1 dB weaker than the 4 MHz return (boxed
region on Figure C.2), that matches the difference between the median reflection strengths measured by
Orosei et al. [97].

Another proposed process that could produce a frequency-dependent return strength without a dif-
ference in the basal reflector, is attenuation within the SPLD itself. A decrease in the strength of higher
frequencies is preferentially caused by attenuation, that is consistent with the trend in MARSIS observa-
tions. The main problem with this interpretation is that if the attenuation is strong enough to produce
a 1 dB difference between the 4 and 5 MHz modes, it would be too strong for any basal reflection to
be brighter than the surface reflection. In addition, the authors extend their modeling to the SHARAD
frequency modes, 15-25 MHz, resulting in the reflection strength 8 dB weaker than that of 4 MHz. In



C.1. ALTERNATIVE HYPOTHESIS TO LIQUID WATER 154

Figure C.2: Reflection power as a function of the conductivity of the basal layer [8].

this context, it is important to consider how significant is the lake of detection by SHARAD. Afterwards,
Bierson et al., propose three candidate configurations for conductive basal interfaces; (1) hypersaline
brines, (2) saline ice, and (3) conductive minerals. Then the candidate 1 and 2 are excluded by following
reasoning: according to Sori and Bramson [131] even for a hypersaline brine to be present, under the most
favorable compositional considerations, there must be a localized and recent heat source with a geother-
mal heat flux of Q = 72 mW/m2, while there are no evidences suggesting that this heat source is present.
Rather, a global average of Q = 19 mW/m2 with regional variations between Q = 14 − 25 mW/m2 is
calculated. This range of geothermal heat flux on Mars, estimates ∼ 171− 176 K for basal temperature
of SPLD. According to them, at too cold temperatures saline ice may not be sufficiently conductive to
explain the observed reflection power, hence the saline ice scenario is not plausible .

Finally, Bierson et al., conclude that conductive minerals with low real permittivity values can produce
the bright radar reflections observed by MARSIS. The authors point out that if the reflection is solely
due to a difference in permittivity, the difference in power between the MARSIS observing frequencies
could still be explained by frequency-dependent attenuation in the SPLD.

C.1.3 Hypothesis by Lalich et al., (2022) [61]
A one-dimensional radar sounding model developed by Lalich et al., demonstrates how thin layer inter-
ferences can produce strong reflections similar to those observed by MARSIS without requiring liquid
water, brines or any materials uncommon on Mars. Their layered model is composed of four materials:
free space, water ice, CO2 ice and basalt (Figure C.3). A laboratory-measured permittivity is assigned
to each layer. The dusty water ice thickness in their simulation is 1.4 km with the 10 % of basaltic dust
volume fraction in consistency with SPLD in the region including bright reflectors. The lowest layer is
composed of basaltic rock that is semi-infinite half-space.

Since a large region of SPLD is composed of solid CO2 ice up to a few meters thick, a 2 m thick layer
of surfacial CO2 ice is included in layered model as well. However, the simulation results propose that
such a surficial CO2 ice layer has little effect on reflections observed by MARSIS in the bright region.
The simulation shows that a single CO2 ice layer at the base of SPLD could produce a powerful reflection
similar to those observed in bright region observed by MARSIS at 4 and 5 MHz frequencies. However, a
single CO2 ice layer at the base cannot explain the brightest observed reflections. The authors assume a
basal temperature 175 oK in the simulation that is lower than that used by Orosei et al. [97] i.e., 205 oK.
At lower temperature the overlying ice absorbs less energy resulting in more powerful reflections from

1Very low temperatures defined as from −150 oC to −273 oC
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the base.
Their three-basal layer model could create reflections with local maxima. This leads the authors to

conclude that constructive interference between multiple subsurface layers with much lower permittivities
than liquid water cause the strong reflection. Finally, it is suggested by Lalich et al. that this phenomenon
can explain the bright reflections observed by MARSIS without requiring liquid water.

In any case, the authors acknowledge that their interpretation could be weak due to a requirement
for specific layer thicknesses and relatively uncommon materials although still known to present in the
polar cap. matters Arising NaTure AsTronomy

deposit, potentially resulting in stronger subsurface reflections. The 
region where bright reflectors were originally mapped4 is not located 
below the south polar residual ice cap, but is subject to seasonal CO2 
frost cover, which can reach a similar thickness. To explore how the 
presence of surficial CO2 ice impacts basal reflectivity, we ran simu-
lations for each scenario described above both with and without a 
2-m-thick layer of CO2 ice inserted at the surface.

Our simulated waveforms bear a strong qualitative resemblance 
to the observed MARSIS waveforms (Fig. 2). There is no obvious 
distinction between simulation results for multi-layer scenarios and 
for the wet scenario proposed in previous work. Thus we did not 
expect to be able to differentiate between the two hypotheses on the 
basis of echo shape alone.

For each simulation we recorded the ratio between the basal 
(subsurface) and surface reflection power (Pss/Ps), referred to as the 
normalized basal echo power. It is this quantity that Lauro et al.4, as 
well as other previous studies, measured directly from the data and 
then inverted to estimate basal permittivity under the assumption 
of a single simple boundary2,3. Table 1 summarizes our results. The 
median normalized basal echo power measured inside the bright 
region is between 0.08 and 2.52 dB depending on the MARSIS 
centre frequency (dashed lines in Fig. 3). Note that although these 
values are broadly consistent with the results of Lauro et al.4, they 
may vary slightly due to differences in how the bright region was  
defined (Methods).

Despite the fact that the inclusion of a surficial CO2 ice layer 
increased the normalized basal echo power, the effect was not large 
enough on its own to account for the enhanced reflection power 
observed by MARSIS in the bright region, and made little impact 
on the overall results. This finding confirms a similar conclusion 
drawn by Orosei et al.2. Unlike that study, we found that a single 
CO2 ice layer at the base of the SPLD could produce a powerful 
reflection similar to those seen in the bright region in both the 4 and 
5 MHz data (top panel of Fig. 3). The primary difference between 
our respective simulations is the choice of basal temperature. Orosei 
et al.2 chose a relatively warm 205 K, whereas our simulations were 
run assuming a basal temperature of 175 K, which is more in line 
with estimates made under typical Mars conditions8 but may still 
be an overestimation for the south polar region9. At lower tempera-
tures, the overlying water ice absorbs less energy, resulting in more 
powerful reflections from the base.

Although a single CO2 ice layer can produce basal echoes con-
sistent with most observed values, it cannot explain the brightest 

observed reflections. In contrast, our three-layer simulations were 
able to produce such reflections easily (bottom panel of Fig. 3). For 
some layer thicknesses, we were able to produce normalized basal 
echo powers over 4.5 dB. If we assumed that the basal reflection is 
caused by a single boundary between the SPLD ice and the under-
lying material (an erroneous assumption in this case) and applied 
a simple inversion method for retrieving basal permittivity20, the 
strongest simulated echo powers would correspond to permittivities 
in excess of 50. Normally, such high permittivities are only observed 
in the presence of liquid water, but in the simulated scenario none 
is present. Instead, the strong reflection is the result of constructive 
interference between multiple subsurface layers with much lower 
permittivities.

It is important to stress that our simulations are by no means 
comprehensive. The shape and thickness of the SPLD are such that 
much of the underlying material does not outcrop at troughs or 
scarps15,16, meaning that any number of basal scenarios are possible. 
The layer thicknesses chosen for our simulations were in line with 
previous measurements of outcropping layers15,17, and large slabs of 
CO2 ice are known to be present in the SPLD21,22. Recent work has 
also shown that the base of the north polar layered deposits con-
sists of alternating layers of sand and water ice, which may be rem-
nants of older, more extensive polar caps23. It has been suggested 
that similar deposits may exist below the SPLD24. Therefore, while 
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Fig. 1 | Schematic diagrams of the three simulated scenarios. Simulations 
were run both with and without the surface CO2 ice for each scenario. Note 
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scenario proposed by Orosei et al.2 and included no subsurface layering 
(left column in Fig. 1). A basal permittivity consistent with that of a brine 
was used for the bottom half-space.

Table 1 | Summary of simulation results

Basal layering 
scenario

Maximum normalized basal echo power at each 
centre frequency

3 MHz 4 MHz 5 MHz

No basal layering −3.57 (−3.42) −3.69 (−3.42) −3.73 (−3.33)

Single CO2 layer 1.91 (2.05) 1.81 (2.10) 1.80 (2.23)

Two CO2 layers and 
one dusty ice layer

4.44 (4.57) 4.34 (4.65) 4.57 (4.99)

Results are shown for simulations including both a water ice surface and a CO2 ice surface (in 
parentheses).

Nature Astronomy | www.nature.com/natureastronomy

Figure C.3: Schematic diagrams of the three simulated scenarios by Lalich et al., [61].

C.1.4 Hypothesis by Khuller and Plaut, (2021) [57]
Khuller and Plaut generate detailed maps of elevation, topography, and reflected radar power of the basal
interface by using around 44,000 points. These maps are used to determine the volume and thickness
(ranging from 0 to 3.7 km) of the SPLD. In the produced maps, they indicate that areas with a basal echo
power greater than surface power are not located only in Ultimi Scopuli but are distributed throughout
the SPLD, and hence, attribute the anomalous bright basal reflections to the processes that are not
limited only to Ultimi Scopuli. Additionally, some bright reflectors on the computed maps are near the
surface where the average annual surface temperature is too low to permit even supercooled perchlorate
brines to remain liquid. These findings lead Khuller and Plaut to debate the possibility of presence a
stable subglacial water body in Ultimi Scopuli.

C.1.5 Hypothesis by Grima et al., (2022) [41]
Grima et al. [41] propose a forward approach with the aim to infer what would be the ratio of subsurface
to surface power Pss/Ps if the existing Martian terrains, as measured by MARSIS, were covered by an
ice sheet with a thickness similar to the SLPD at the location of the bright basal reflector. Their results
show 0.3% − 2% of the surface, some of them located in volcanic-related terrains, could produce basal
reflections of magnitude similar to the SPLD measurements (Pss/Ps > 5 dB), assuming 10% impure ice.
They dispute the water-bearing material or subglacial lake as the polar basal material, suggesting that
the bright reflection of SPLD results from Martian terrains. Most of these bright regions are subdivisions
of larger volcanic structures, but they are not limited to a specific geologic period.

C.1.6 Hypothesis by Landis and Whitten, (2022) [62]
Landis and Whitten map the surface of the SPLD immediately above and surrounding the putative lakes
in order to provide a geologic context for the interpretation of bright basal reflectors. The authors use
Thermal Emission Imaging System daytime IR, Context Camera, and High Resolution Imaging Science
Experiment data to characterize geologic units and typical surface roughness. They found evidence of
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multiple geologic units containing features caused by CO2 and aeolian-related processes, but no geologic
unit or surface feature appears to be uniquely associated with the mapped SPLD subglacial lake.

C.2 Disputing the Critiquing Hypotheses
C.2.1 Disputing the Hypothesis by Bierson et al. (2021), [8]
Mattei et al., [81] based on published data, simulations, and new laboratory measurements demonstrate
that at MARSIS frequencies and Martian temperatures highly conductive material, clay, hydrated salts,
and saline ices do not generate strong basal reflections, hence, suggesting perchlorates and chlorides brines
as plausible candidates that exhibit a strong dielectric response at much lower temperatures than other
materials. This study is summarized as follows:

Firstly, Figure( C.4) shows that in areas where hydrated minerals have been discovered and/or where
they are particularly abundant, data collected by MARSIS and SHARAD, do not present any indication
of bright reflections coming from the surface.

Next, temperature has a dominating effect on the dielectric properties of clay and clay sediments.
This is confirmed by a set of measurements conducted on some good analogs for Martian clays, including
clay sediments at different water content, clay content, and different mineralogy. Figure (C.5, left) reports
the experimental results as apparent permittivity vs. temperature at 4 MHz, allowing a direct comparison
with the basal apparent permittivity retrieved by MARSIS [97]. It is obvious that the MARSIS threshold
value is only obtained at high temperatures (≥ 250o K). All clay samples show a similar trend at 200o K
and the apparent permittivity ranges between 4.0 and 6.4 and slightly increase up to 224o K, at which
point the values start to diverge. At about 230o K, values of apparent permittivity range between 6 and
10. MARSIS threshold values are reached at temperatures from 252o K to 268o K for different samples.
At a temperature of 290o K the apparent permittivity reaches values ranging between 102−103. It follows
that very low temperatures, such as those commonly inferred at the base of the SPLD (≤ 200o K), are
totally inconsistent with the hypothesis that clay sediments can generate a dielectric contrast with the
SPLD large enough to obtain bright basal echoes. Thus, The hypothesis that clay sediments are capable
of generating dielectric contrasts with the SPLD, large enough to produce bright basal echoes is totally
inconsistent with extremely low temperatures, such as those commonly inferred at the base of the SPLD
(≤ 200o K).

Figure C.5: (left) Apparent permittivity computed from real and imaginary parts measured at 4 MHz as a function
of temperature on four smectite-rich (Sm) and two chlorite-rich (Ch) sediments having different water content. (right)
Apparent permittivity of smectite sample Sm4 versus temperature for different water contents. Dry sample shows an
apparent permittivity value around 3.0 which does not appreciably change with temperature. Black dashed line indicates
the threshold retrieved by MARSIS, and blue dashed line shows the SPLD ice permittivity value (εice ≈ 3.5) used to
compute the apparent permittivity.

The low water content (2.3−3.1 wt % H2O) and cold temperatures on Mars have made clay minerals
a concern for radar attenuation, but not as a strong surface reflector, capable to prevent radar signals
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Figure C.4: Distribution of clays on Mars. Crustal clays mostly contain Fe-Mg smectite and chlorite as evidence of bedrock
alteration (taken from [81], mapped based on data [28] and [27]).

penetrating through the surface. These observations are in good agreements with literature data and
with the experimental results in Figure (C.5, right), which show that hydrated salts and dry or low
water content clay, do not generate strong radar reflections on the Martian surface or at the base of
SPLD (Table C.1). Consequently, even if large quantities of hydrated salts or dry clay are present in the
basal sediments, the apparent permittivity will be similar to or even lower than that of the SPLD ice
(Figure (C.5), right). Up to 230o K, samples with 3.5, 5.6 and 14% water content exhibit the same value
of apparent permittivity. Note that the discontinuity between 220o K and 230o K is due to the fact that
in this temperature range the reflection coefficient approaches 0 since the permittivities are almost equal
(Figure (C.5), right).

Table C.1: Real and imaginary parts of permittivity of some hydrous minerals of interest for Mars [81].

𝜺′𝒓 𝜺′′𝒓

~0

~0

~0

In addition, dielectric measurements of Mg(ClO4)2 and CaCl2 brines at Martian subglacial conditions
exclude salty ice as a source of MARSIS bright reflections. Totally, frozen brines having high concentration
of salts exhibit very low apparent permittivity, because salt grain inclusions do not appreciably change
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the dielectric properties of the ice at MARSIS frequencies (Figure C.6A). The apparent permittivity
at low salt concentration (100 mM) does not exceed 10 − 15 at the eutectic temperature. However,
the results (Figure C.6, B) suggest that a few 100 s mM of salt would probably be enough to reach the
MARSIS threshold value. Vice versa, given the very large apparent permittivity values measured for both
Mg(ClO4)2 and CaCl2 brines at high salt concentrations (Figure (C.6, A)), it is likely that a few tens
percent of liquid brine volume fraction in the ice or in the soil would enhance the apparent permittivity
well above the value obtained from MARSIS (Figure (C.6, A) and Figure (C.7)). MARSIS bright basal
reflections observed in Ultimi Scopuli [97], [68] can therefore be explained by Mg(ClO4)2 and CaCl2 brines
alone, based on their dielectric behavior. It was argued that the eutectic temperatures of brines are too

Figure C.6: Apparent permittivity of brines at 4 MHz as a function of temperature.

Figure C.7: Effect of brines contents on the apparent permittivity of a soil from CRIM simulations at 4 MHz.

high to explain the presence of liquid water at the base of the SPLD [131]. Previous studies have found
that salts with large freezing point depressions also have large metastable eutectic temperatures that can
be 10s of degrees lower than their eutectic temperature [115], [140]. Additionally, measurements have
proven that a mixture of Ca and Mg perchlorate has eutectic temperature well below those of the single
salts [87], and the brines can remain in a supercooled state at temperatures as low as 150 K [141]. Other
than metastability, the thermal conductivity of SPLD deposits is another poorly constrained parameter
that directly affects basal temperatures estimates: Sori and Bramson [131] argue that: under the current
(and most likely) value of heat flux at the south polar region of Mars, the temperature at the base of
the SPLD in Ultimi Scopuli is ≤180 K. Their model, however, relies on a highly conductive SPLD that
has yet to be demonstrated, conclusively. In fact, small variations in estimated values of conductivity
of the SPLD materials could dramatically increase basal temperatures to values equal to or even above
those of perchlorate brine eutectics. It was subsequently suggested that a high geothermal gradient,
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such as that produced by a magmatic chamber at depth, is required to reach the eutectic temperatures
of concentrated salt solutions at the base of the deposits [131]. There is, however, no evidence of an
anomalous geothermal gradient in the region, so this scenario is disputed [68].

Concept of Apparent Permittivity
MARSIS data lack the information on the signal polarity, and therefore, MARSIS reflectivity data cannot
separately compute the real and imaginary parts of the complex permittivity. Assuming that the loss
term of the first layer (here, SPLD) is negligible (ε′′1 ≈ 0, ε1 ≈ ε′1) it is possible to estimate the dielectric
properties of the second layer introducing the concept of the apparent permittivity under the assumption
that the permittivity of the second layer is larger than that of the first layer. The apparent permittivity
that is a real quantity is expressed as [81]:

εa = ε1

[
1+ | Γ12 |
1− | Γ12 |

]2
= ε1

ε1+ | ε2 | +
√
ε2

1+ | ε2 |2 −2ε1ε′2

ε1+ | ε2 | −
√
ε2

1+ | ε2 |2 −2ε1ε′2
(C.1)

where ε1 is a real value presenting permittivity of first layer (SPLD), and ε′2 real part of second layer
complex permittivity and | ε2 | is modulus of second layer complex permittivity. It is important to point
out that the apparent permittivity is a real quantity that accounts for both polarization and conductive
processes and fully describes the dielectric properties of a material.

C.2.2 Disputing the Hypotheses by Khuller A. R. and Plaut J. [57], Grima
et al. (2022), [41]

The bright basal echoes could result from the presence of a CO2 ice layer on the surface, as well [97].
The bright reflections exist several places beneath the SPLD, but they have never been investigated in
detail. Most probably the largest cluster of bright echoes, in particular the bright area at top left of the
pole in the residual cap area in [57] is not real and could result from the presence of a CO2 ice layer on
the surface. Indeed, there, surface CO2 ice lowers reflectivity and enhances basal reflections by contrast.
Further Grima et al. has suggested other location of high-surficial reflectivity. However, Lauro et al., [65]
demonstrate that this is an artifact caused from interpreting on board processed MARSIS data.

In effect, these two interpretations rely on data processed on board the spacecraft contrary to [97] and
[65] that use raw data in the specific area of interest. Processed data are averages of groups of 100–300
raw echoes after compensating for the vertical motion of the spacecraft. On board processed observations
at Ultimi Scopuli are at least an order of magnitude more numerous than raw data and are less reliable
than raw data to perform quantitative analysis [65].

C.2.3 Disputing the Hypothesis by Lalich et al. (2022), [61]
As previously mentioned, Lalich et al. [61] use a one-dimensional numerical model of electromagnetic
propagation within a plane parallel stratigraphy and demonstrate that echoes from one or two CO2 ice
layers between bedrock and dusty water ice (SPLD) with varying thickness, could produce the strong
radar echoes consistent with those observed by MARSIS. Additionally, a surficial CO2 ice layer ranging
from 0 to 2 m in thickness is considered.

Nevertheless, these phenomena either require very specific physical conditions or do not produce
strong basal reflections. Based on the same mathematics employed by Lalich et al., Orosei et al. [95]
comprehensively simulate electromagnetic wave propagation at three operating frequencies of MARSIS
under a variety of different configurations of thin layers of solid CO2, H2O ice, and varying basal temper-
atures, dust content, and basal permittivity. The modeling indicates that no scenarios involving CO2 ice
layers can reproduce the strongest echoes detected by MARSIS over the bright areas in Ultimi Scopuli,
and that the decrease of echo power with increasing frequency observed in measurements could not be
produced by such modeling.

It is described that basal temperature, dust content and basal permittivity are three parameters that
control the attenuation within the SPLD and the intensity of the reflection at the bottom of the SPLD.
The results show that even for low amounts of dust and basal temperatures, the observed strong basal
echos require a high basal reflectivity. Furthermore, the decrease in echo power with increasing frequency
observed in the Ultimi Scopuli region both within and surrounding the high-reflectivity zone could not be
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reproduced. The observed frequency dependence of reflections is associated with attenuation caused by
dust within the overlaying SPLD. According to [65] the presence of a significant fraction of dust within
the SPLD causes increasing attenuation, and thus a high basal permittivity is required to produce the
observed echoes.

Nature Astronomy
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of 2.1 ± 0.04 as the real part of the permittivity of CO2 ice, and no value 
for the imaginary part. The only information about the loss was given in 
terms of d.c. conductivity for a powdered sample of CO2 ice (a porous 
material with 1.4 real part of permittivity) at 1 MHz.

Materials and geology
Lalich et al.1 state that the results of their simulations, combined with 
other papers (presumably, refs. 6, 7; not directly cited in ref. 1), question 
the liquid brines interpretation. We point out that interpretations of 
the bright basal reflections as caused by alternative materials have been 
already examined and critiqued by ref. 8, and that our own laboratory 
experiments (ref. 9) demonstrate that clays and hydrated salts do not 
have dielectric properties consistent with the magnitude of the MARSIS 
reflections observed at Ultimi Scopuli.

Lalich et al.1 also mention that the location of the bright reflec-
tions is not consistent with locations predicted by calculations of the 
hydraulic potential at the base of the SPLD10. This issue has been already 
extensively discussed by ref. 3, although some essential points are 
worth repeating here. Reference 10 used the subsurface echo time delay 
data by ref. 2 to reconstruct the basal topography around the wet area 
detected by MARSIS. The resulting SPLD bed elevations were then used 
to calculate the subglacial hydraulic potential surface. It was concluded 
that the high reflectivity area does not match any location predicted 
by the hydraulic model, and, therefore, the bright reflector should be 
a hydraulically isolated patch of liquid water rather than a subglacial 
lake. This conclusion is based on a well-established methodology, but 
we note that it depends critically on the accuracy of the basal topog-
raphy estimation, a point also clearly made by ref. 10. The large size of 

and real MARSIS observations of Ultimi Scopuli (see Supplementary 
Fig. 1 in ref. 3).

We replicated Lalich et al.1 configuration 3 models, except for the 
fact that we did not include a surficial layer of CO2 ice, because this is 
absent at Ultimi Scopuli (see Materials and geology).

In Fig. 2, we report the results of our simulations for scenario 3, 
showing the variation in NPEB at each MARSIS frequency in relation 
to layer thicknesses of up to 30 m, which corresponds to the range 
of thicknesses for which the NBEP values are highest (Fig. 3 in ref. 1).

The values of the first maxima at the three frequencies reported in 
our Table 1 (values in bold) are comparable to those reported in Table 1, 
bottom row, in ref. 1. However, in our table, we also show that the NBEP 
value at each frequency is obtained for only a specific layer thickness. 
There is no common thickness that concurrently maximizes the NBEP 
values at all three MARSIS frequencies.

In addition, the median values computed from MARSIS data 
(dashed lines in Fig. 3 of ref. 1) exhibit a decreasing trend with fre-
quency, with an almost constant separation between NBEP values 
(1.3 dB between 3 MHz and 4 MHz, and 1.1 dB between 4 MHz and 
5 MHz). Conversely, the simulated data reported for each layer’s thick-
ness in our Table 1 (columns) do not show a similar behaviour, neither 
in terms of the trend with frequency nor in terms of the difference 
between NBEP values. In fact, for the same layer thickness, the dif-
ference between NBEP values computed at different frequencies is 
variable and can be very large (up to 6 dB). These variations are typical 
of resonance phenomena but cannot explain the regular frequency 
trend exhibited by the three MARSIS median values. Conversely, such 
a frequency trend could be explained by considering larger losses 
in the SPLD ice/dust mixtures with respect to those assumed in the 
simulations that resulted in a linear dependence of signal attenuation 
with frequency (Fig. 1).

Dielectric properties
In their Methods section ‘Layer permittivity’, Lalich et al.1 attribute the 
CO2 ice value of complex permittivity (2.2i × 10−4–4.5i × 10−4, where i is 
the imaginary unit) to measurements performed in ref. 5. We point out 
that no such value is reported in that paper. In fact, ref. 5 estimated the 
real part of permittivity (that is, the apparent permittivity) of CO2 ice 
at frequency >500 MHz by the time domain reflectometry method 
from the signal velocity inside the sample. That paper reports a value 
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Table 1 | NBEP values at MARSIS frequencies for different 
layer thicknesses

MARSIS 
frequencies

Layer thickness 
15.4 m

Layer thickness 
11.4 m

Layer thickness 
9 m

3 MHz 4.60 dB 1.74 dB −3.69 dB

4 MHz −1.19 dB 4.57 dB 2.50 dB

5 MHz 1.02 dB 1.74 dB 4.48 dB

Figure C.8: Attenuation as a function of frequency in the SPLD. Attenuation is computed at 175 K and 205 K, in water
ice with different content of of shergottite grains [67].

In addition, foundlings in Lalich et al. show that the local maxima at one MARSIS operating frequency
do not match those at the other operating frequency. Any model aiming at reproducing MARSIS results
should consider results concurrently obtained at all frequencies and be validated simultaneously at 3
MHz, 4 MHz, and 5 MHz. It means a layer stack producing constructive interference at one frequency
does not produce the same effect at the other frequencies, which is inconsistent with MARSIS real data.
Thus bright basal reflections at Ultimi Scopuli cannot be explained by constructive interference by basal
layers.
More recently, [67] discard the hypothesis in term of three critical aspects in the Lalich et al. simulations:
electromagnetic model, dielectric values, materials and geology.
Electromagnetic model: Lauro et al., [67] demonstrate that the normalized basal echo power (NBEP)
value at each frequency is only obtained for a specific layer thickness, and there is no single layer-thickness
that maximizes the NBEP values at all three MARSIS frequencies simultaneously. It is also shown that
for the same layer thickness, the difference between NBEP values computed at different frequencies is
variable and can be very large. These variations are typical of resonance phenomena but cannot explain
the regular frequency trend exhibited by the three MARSIS median values. In particular, scenario 2 by
Lalich et al. suggests that the assumption of basal temperature of, 175 K, lower than that considered in
[97],[68] (205 K), explains the difference between their scenario 2 results and those published in [97],[68].
Lauro et al. describe that the difference in basal temperature is irrelevant, as presented in Figure (C.8).
It is clear that temperature has a negligible effect on attenuation (∼ 0.01 dB km), when compared with
the effects of frequency and dust content.
Dielectric properties: Lalich et al. attribute a wrong value (2.2 − j4.5 × 10−7) to CO2 complex
permittivity while the correct value reported in literature is 2.1 ± 0.04 with no value for the imaginary
part.
Materials and geology: Lauro et al. criticize the interpretations of the source of the bright basal
reflections in terms of alternative materials, and by addressing several references, they demonstrate that
such materials do not have dielectric properties consistent with the magnitude of the MARSIS reflections
observed at Ultimi Scopuli.

Finally, they conclude that constructive interference model is not able to reproduce the real dataset
collected by MARSIS at Ultimi Scopuli.
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C.2.4 Basal Temperatures of Ultimi Scopuli
Heat flow and thermal conductivity of the SPLD heavily influence the estimated basal temperature at this
location. Lauro et al. [65] demonstrate that basal temperatures of ∼ 171 − 176 K calculated with heat
flow ranges of 14− 25 mW/m2 [131] are probably underestimated. According to their results, a broader
spectrum of dust and ice environmental conditions leads to higher basal temperatures (∼ 193 K), which
are much closer to perchlorate brines eutectic temperatures (∼ 198 K). Using one-dimensional Fourier’s
law of heat conduction, Q = k∇T , Lauro et al. [65] calculate the temperature at the base of SPLD by
assuming Q as the heat flux at the base of ice deposits, k the thermal conductivity of the deposits, and
∇T the temperature gradient.

The local surface temperatures are considered 160 K and 170 K where the latter is obtained averaging
the summer and winter temperatures calculated from the thermophysical properties of water ice at these
latitudes. The local heat flux at the Mars surface varies from Q = 22 mW/m2 to Q = 28 ± 5 mW/m2

based on geochemical criteria while radar, gravity and topography data applied to a flexural loading
model suggest values Q < 23.5 mW/m2. There is little constraint on the SPLD’s thermal conductivity,
since it is highly dependent on the nature and abundance of the materials forming the bulk of the deposits
i.e., water ice and dust.

Taking into account the effect of ice porosity, the estimated basal temperatures range from 176 K to
193 K for varying combinations of heat flux (Q = 22, 30 mW/m2), surface temperature (160, 170 K),
and dust fraction 5 − 12%. The maximum value is are only ∼ 5 K below the eutectic temperature of
calcium perchlorate. Note that, ice porosity leads to a decrease in thermal conductivity of the SPLD,
and consequently, a higher temperature at the base of ice is expected. The temperatures could be even
higher if a thermally insulating surficial layer of dust is included. In their computations of the content
of dust the possible CO2 ice in the SPLD is not accounted. By including CO2 ice layers in calculations,
the total proportion of water ice is reduced, leading to a further reduction in thermal conductivity, which
results in an increase in estimated basal temperatures.

Finally, Lauro et al. concluded that the values of basal temperatures ∼ 171 − 176 K published in
some of the literature (e.g., [131]) are likely to underestimate the temperature at the base of the SPLD,
and suggest that ∼ 200 K is a reasonable representation of the actual base temperature.

C.2.5 Surface topography in Ultimi Scopuli
Landis M.E., and Whitten J.L., [62], used infrared data as well as high-resolution images to analyze the
surface topography above the bright reflection area, but found no evidence of surface modification linked
to postulated lakes. A Subglacial lakes is large water basins located beneath the ice sheet, whose origin
is linked to a specific condition where the basal temperature is maintained at the pressure melting point
of ice. Radio-echo sounding (RES) is the primary method for detecting terrestrial subglacial water on
the earth. There are several alternative methods for detecting subglacial water: 1. Surface topography
analysis, 2. Surface height changes, 3. Gravity survey, and 4. Seismic investigations.

Recently Arnold N. S. et al., [4] described an anomaly in the surface topography similar to those
found above terrestrial subglacial lakes of comparable size. In addition, Sulcanese D. et al., [136] find the
subglacial zone in Ultimi Scopuli using topographical analysis.

In surface topography analysis, it has been observed that surface areas directly above the subglacial
water body can be remarkably flat and featureless. In general, this happens when ice is deposited in a
hydrostatic equilibrium condition over subglacial lakes or saturated terrains that extend more than 4 km
in length [125]. Despite this, the presence of an anomalous flat area on the surface of the icy deposits is
not necessarily proof of subglacial liquid water. Furthermore, it is also possible that there is no flat area
at the surface where subglacial liquid water is located. Therefore, on Earth, RES and altimetry data are
combined to provide detailed information about Antarctic subglacial lakes.
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Figure C.9: Map of the south polar layered deposits, showing the region containing the high reflectance area argued to be
subglacial liquid by Orosei et al. (2018). The surface topography is taken from the Mars Orbiter Laser Altimeter (MOLA)
topographic dataset.

In this regard, Sulcanese D. et al. perform a topographical analysis of the surface right above Ul-
timi Scopuli (20 km wide) using three different Digital Elevations Models (DEMs) derived from: (1)
MOLA (Mars Orbiter Laser Altimeter), (2) photogrammetric processing of the High-Resolution Stereo
Camera (HRSC) images and (3) SHARAD radargrams. In each case, a flat and smooth area was found
corresponding to a possible subglacial water zone. Similar to the observations above large terrestrial
subglacial lakes, this indicates a condition of hydrostatic equilibrium of the ice. In conjunction with the
high reflection observed by MARSIS radar data, the surface topography is consistent with the presence
of subglacial bodies of liquid water at Ultimi Scopuli’s base. based on the high radar reflectivity at the
base and the flat topography at the surface, they conclude that an underglacial water body is likely to
exist beneath the study area.



Glossary

Antarcitic ice sheet: One of the two polar ice caps of Earth that covers about 98 % of the Antarctic
continent and is the largest single mass of ice on Earth, with an average thickness of over 2 kilometers.
Aquifer: A body of permeable rock or regolith saturated with water through which groundwater moves.
Asteroid: A sub-planetary object orbiting the Sun. The orbits of most asteroids lie between the orbits
of Mars and Jupiter.
Attenuation: Energy reduction factor of electromagnetic waves propagating through a dissipative
medium.
Basalt: A fine-grained igneous rock of mafic composition.
Brine: Salt water, particularly a highly concentrated water solution of common salt (sodium chloride).
Natural brines occur underground, in salt lakes, or as seawater. Brine is formed naturally due to evapo-
ration of ground saline water but it is also generated in the mining of sodium chloride.
Clay: The smallest clastic particles in sediment. The term is also used for a family of minerals.
Complex dielectric permittivity: Complex parameter, relating the electric field to current density,
which considers both the storage and dissipation of energy associated to the polarization process.
Complex magnetic permeability: Complex parameter, relating the magnetic field to magnetic induc-
tion, which considers both the storage and dissipation of energy associated to the magnetization process.
Conductivity: A real coefficient relating electric field to current density in materials.
Crater: The depression at the summit of a volcano or a depression that is produced by a meteorite
impact.
Crevasse: A deep, gaping crack in the upper surface of a glacier.
Dispersive behavior: Dependence of complex permittivity and permeability (and thus the wave veloc-
ity) on frequency.
Drainage basin: The land area that contributes water to stream.
Eutectic system: A homogeneous mixture that has a melting point lower than those of the con-
stituents.
Eutectic temperature: The lowest possible melting point over all of the mixing ratios of the con-
stituents.
Geometric spreading: Inverse square law reduction of power density which occurs along a transmitter-
receiver radio path.
Glacier: A thick mass of ice originating on land from the compaction and recrystallization of snow that
shows evidence of past or present flow.
Glacier: A permanent body of ice, consisting largely of recrystallized snow, that shows evidence of
down-slope or outward movement, due to the stress of its own weight.
Hydrate: Any compound that contains water in the form of H2O molecules, usually, but not always,
with a definite content of water by weight. The best-known hydrates are crystalline solids that lose their
fundamental structures upon removal of the bound water.
Ice cap: A mass of ice that covers mountain highlands, or low-lying lands in high latitudes.
Ice sheet: Continent-sized mass of ice that covers nearly all the land surface within its margins.
Igneous rock: Rock formed by the cooling and consolidation of magma.
Low-loss material: Material with a low value of the imaginary part of effective complex permittivity.
Meteorites: Naturally occurring objects that originate on a planetary body. There are three groups of
Martian meteorite: shergottites, nakhlites and chassignites.
Moraine: A moraine is material left behind by a moving glacier which is usually soil and rock.
North and south polar layered deposits (NPLD and SPLD): Layered domes of dusty water ice on
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Martian poles, several kilometers thick that consist predominantly of a mixture of water ice, dust, and
seasonal CO2 deposits and reach a maximum thickness at the highest latitudes.
Perchlorate: A chemical compound containing the perchlorate ion, ClO4. Most perchlorates are color-
less solids that are soluble in water. Perchlorate are present in Martian soil. Based on the temperature
and pressure conditions on present-day Mars at the Phoenix lander site, conditions would allow a per-
chlorate salt solution to be stable in liquid form for a few hours each day during the summer.
Permafrost: Sediment, soil, or bedrock that remains continuously at a temperature below 0°C for an
extended time.
Permeability: A measure of how easily a solid allows a fluid to pass through it.
Polarization: Displacement of bound charges in atoms and molecules (atomic or ionic polarization) or
reorientation of existing dipoles under the effect of applied field.
Porosity: The proportion (in percent) of the total volume of a given body of bedrock or regolith that
consists of pore spaces.
Reflection: The redirection of some waves back to the surface when waves hit a boundary between
different Earth materials.
Regolith: The layer of rock and mineral fragments that nearly everywhere covers Earth’s land surface.
Regolith is a blanket of unconsolidated, loose, heterogeneous superficial deposits covering solid rock. It
includes dust, broken rocks, and other related materials and is present on Earth, the Moon, Mars, some
asteroids, and other terrestrial planet.
Relaxation process: Phenomenon associated with non instantaneous polarization response of a mate-
rial to the applied electric field.
Remote sensing: Continuous or repetitive collection of information about a target from a distance.
Rock: A consolidated mixture of minerals.
Salinity: The proportion of dissolved salts to pure water, usually expressed in parts per thousand (g/kg).
Scattering: A reflection phenomenon that involves the dispersal of radiation in all directions by tiny
particles, droplets, and gas molecule.
Sediment: Unconsolidated particles created by the weathering and erosion of rock by chemical precip-
itation from solution in water, or from the secretions of organisms, and transported by water, wind, or
glaciers.
Shale: Soft finely stratified sedimentary rock that formed from consolidated mud or clay and can be split
easily into fragile plates. Shale is the most abundant of the sedimentary rocks, accounting for roughly 70
percent of this rock type in the crust of the Earth.
Shergottite: The shergottites are the most abundant and the most diverse of the Martian meteorite
subgroups. They are commonly divided into three types: basaltic, lherzolitic, and olivine–phyric sher-
gottites.
Smectites: A class of lightly weathered hydrous phyllosilicate minerals with multiple hydration states
and properties.
Soil: A combination of mineral and organic matter, water and air; The portion of the regolith that
supports planet growth.
Static conductivity: Real coefficient relating electric field to current density in ice at frequencies lower
than Debye relaxation.
Strata: Parallel layers of sedimentary rock.
Stratigraphy: The Study of strata.
Subglacial lakes: Large water basins located beneath the ice sheet, whose origin is linked to a specific
condition where the basal temperature is maintained at the pressure melting point of ice.
Wave refraction: A change in direction of waves as they hit a boundary between two different materi-
als.
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