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Abstract

We consider an axion-like particle produced via Vector Boson Fusion (VBF) at
Belle2 in both its possible decay states, visible and invisible. We start from a
theoretical tractation of the VBF, computing the full cross section and comparing it
to the Equivalent Photon Approximation (EPA) in order to check its goodness. We
find that usual methods of integration via polar coordinates are insufficient for a fully
analytical calculation, so we refer to the technique of Gram Determinants. Once all
properties of EPA and VBF are studied, we put them to use in the phenomenological
section. Firstly we consider the visible decay channel for the ALP a→ γγ. In this
case the detector acceptance at Belle II is too small for the VBF to be competitive;
we then propose a simple upgrade to the detector, allowing for mostly collinear
leptons to be visible, which greatly improves the sensitivity to a VBF produced ALP
decaying into photons. Finally, we consider the invisible decay channel, proposing a
nearly background-free search. This search leverages dedicated kinematic variables,
whose behaviour and performance we test under a simplified, yet realistic, treatment
of detector effects. We find that at the Belle II experiment the e+e− + invisible
channel has the potential to be as sensitive as mono-γ for all the ALP mass range
that can be probed by Belle II and can significantly improve the bounds expected
for O(GeV) ALP mass. This demonstrates that new searches based on high signal
purity channels can give comparable or better bounds than searches based on more
traditional large-background final states.
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Chapter 1

Introduction

1.1 Beyond the Standard Model

The discovery of the Higgs boson in 2012 [1, 2] marked a crucial point for our
comprehension of elementary particle physics. The observation of a scalar resonance
by the experiments ATLAS and CMS has been another confirmation of the Standard
Model (SM) [3, 4, 5], and completed the picture of one of the most successful theories
in particle physics. There are, however, still questions that remain unanswered
within the SM. Some of those come from experimental results, most notably the
nature of Dark Matter, that composes the vast majority of all matter content of the
universe, or the neutrino masses, which are predicted to be zero in the SM. Some
other are more theoretical, regarding unsatisfactory explanations for the values
of some observables; some examples are the hierarchy problem, referring to the
unexplained strong hierarchy of fermion masses, and the strong CP problem, which
will be discussed in the following subsection.
Whichever the reason, it is clear that the SM is not the end of the story: these
shortcomings are strong hints that New Physics (NP) is needed; the absence of any
signals from the LHC points to this NP living at very high energies, or being very
weakly coupled to the SM, or both.

In this thesis we will study the production of Axion Like Particles (ALP) at
Belle II, in Japan. We will investigate if the Vector Boson Fusion (VBF) production
channel is justifiably neglected in current literature, and we will propose new results
for the exclusion bounds of the ALP couplings in both the visible and invisible decay.
More in detail, section 1.2 will be dedicated to a concise introduction and to the
motivations for using ALPs in our SM extension; in chapter 2 we will discuss the
validity of the Equivalent Photon Approximation and how the properties of VBF
reflect on ALP production processes; in chapters 3 and 4 we respectively consider
the case of an ALP decaying into visible SM particles or invisible particles (possibly
Dark Matter).

1.2 Axions and Axion-Like Particles

In order to describe the axion properties, one needs to understand why the axion
was proposed in the first place. The so called strong CP problem stems from the
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apparent absence, in the SM lagrangian, of the CP violating term

L /CP ⊃ θ
g2

s

32π2G
a,µνG̃a

µν , (1.1)

where Ga
µν is the gluon field strength, gs is the strong coupling and θ is a parameter

determining the strength of this CP violating term. Since this operator contributes
to the electric dipole moment of the neutron [6], one can estimate the value of θ
in the SM from the measure of the neutron electric dipole moment (EDM), finding
θ < 10−10. Since θ is a free parameter, there is no "natural" explanation for its
smallness.
A possible solution to the strong CP problem comes from the axion. We will not
give here a full review of the history and the properties of this particle, since it
goes beyond our goal; we will instead quickly show its main properties and explain
why this kind of particle is especially interesting. For the interested reader, some
complete reviews are [7, 8].
The axion was first proposed by Peccei and Quinn in [9] as pseudo-Goldstone bosons
of a spontaneously broken U(1)P Q symmetry. This particle could dinamically solve
the strong CP problem in QCD [10, 11], hence why it is also referred to as the
QCD-axion. In short, the effective lagrangian of the axion field is

La = 1
2(∂µa)2 + L(∂µa, ψ) + g2

s

32π2
a

fa
GG̃, (1.2)

where we have the usual kinetic term, an interaction term between the axion and
fermions and an interaction term with gluons. fa is an energy scale, called the axion
decay constant; this lagrangian is endowed with a quasi shift symmetry a→ a+κfa

(more details in [7]), which leaves the action invariant up to the term

δS = g2
sκ

32π2

∫
GG̃. (1.3)

Since κ is a free parameter, it can be chosen to remove the θ term of the SM
lagrangian, thus solving dinamically the strong CP problem.
From chiral perturbation theory, one is also able to find the predicted value of the
axion mass [10], namely

ma ∼ 5.7
(

1012 GeV
fa

)
µeV. (1.4)

From its inception, a number of different axion models were proposed, the most im-
portant of which are the Kim [12] Shifman-Vainshtein-Zakhariv [13] (or KSVZ) and
the Dine-Fischler-Srednicki [14] Zhitnitsky [15] (or DFSZ) models. The difference
in these models only stems from which couplings are allowed to the axion.
The KSVZ model extends the SM with a heavy vectorlike quark Q = QL +QR and
a complex scalar ϕ, singlet under all the SM groups. The KSVZ lagrangian reads

LKSV Z = |∂µϕ|2 + Q̄i /DQ− yQQ̄LQRϕ− λϕ

(
|ϕ|2 − ⟨ϕ⟩

2

2

)2

+ h.c., (1.5)
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where the last term denotes that a spontaneous symmetry breaking by the scalar
potential. This lagrangian features the U(1)P Q symmetry

ϕ→ eiαϕ, Q→ e−iαγ5Q. (1.6)

If we write the scalar field ϕ in its non linear realization,

ϕ = 1√
2

(va + ρa)eia/va , (1.7)

the axion field a corresponds to the Goldstone mode. One can check that an axial
transformation of the type

Q→ e−iγ5
a

2vaQ (1.8)

causes a shift in the action which is

δSKSV Z = g2
s

32π2
a

va

∫
GG̃, (1.9)

exactly what is needed to cancel the θ term. In this model, the axion can only
couple to quarks.
The DFSZ model instead includes two Higgs doublets Hu, Hd and a SM singlet
complex scalar ϕ. In these model, the axion comes from the diagonalization of the
full scalar potential, since in principle the Goldstone modes of all scalars contribute
to the physical axion. In fact, one can write the three scalar field in their non linear
realization (neglecting radial modes that do not contain the axion) as

Hu ⊃
vu√

2
ei au

vu

(
1
0

)
, Hd ⊃

vd√
2
e

i
ad
vd

(
0
1

)
, ϕ ⊃ vϕ√

2
e

i
aϕ
vϕ , (1.10)

and one gets for the physical axion [7]

v2
a = v2

ϕ + v2(sin 2β)2, (1.11)

with v = 246 GeV, vu/v = sin β, vd/v = cosβ. Of course, if vϕ ≫ vu,d, the
axion basically comes only from ϕ. The axion couplings to fermions is obtained by
substituting the non linear forms of the scalars in the Yukawa lagrangian; for this
reason, both quark and leptons can couple directly to the axion. For the full details
on these models, we point to the reviews in [7, 8].
In all these years of existence, experiments have shut down a large fraction of the

parameter space allowed to the axions, as shown in figs. 1.1 and 1.2 [16], mostly
due to the fact that its couplings to matter are correlated. In particular, the most
common probe to the axion sector, gaγγ is related to the axion mass via the relation
gaγγ ∼ 1/fa.

If one takes inspiration from the QCD axion but breaks the correlation between
couplings (and does not care about solving the strong CP problem), one can define
a new particle, called Axion-Like-Particle (ALP in short). In this case, the ALP
lagrangian reads

LALP ⊃
1
2M

2
aa

2 + gaγγ

4f aF F̃ , (1.12)
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Figure 1.1. Excluded regions for the axion mass ma and photon coupling gaγγ from
different experiments [16].

Figure 1.2. Excluded regions for the axion mass ma and photon coupling gaγγ from
different experiments with future predicted exclusions [16].
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where the ALP mass Ma and the energy scale f are completely unrelated (and
different from the axion parameters ma, fa).
ALPs retain all the interesting properties of the QCD axion, but it’s not constrained
in an extremely narrow parameter space; for this reason, ALPs have been part of
a lot of different UV completions of the SM. For example, low mass ALPs (Ma <
1MeV) are particularly interesting for cosmology [17], being proposed as a viable
cold Dark Matter (DM) candidate [18, 19] or as a portal to a DM particle [20, 21, 22]
that can satisfy both freeze-out and direct detection bounds; they can affect Big
Bang Nucleosynthesis (BBN) and the Cosmic Microwave Background (CMB) [23];
they have been also proposed to explain how some classes of stars cool down over-
efficiently [24]. For higher masses (Ma in the MeV to GeV range), ALPs are mostly
irrelevant for astrophysics, but have some interesting applications in particle physics
[25, 26, 27, 28, 29, 30, 31, 32, 33], in particular for explaining the anomalous magnetic
moment of the muon [32, 34, 35], as a possible solution to the hierarchy problem
[36] via the relaxation mechanism, gaining the name relaxion [37] . Beyond that
range, ALPs also can emerge from string theory [38] or supersymmetric theories
[39].

In this work we will consider the same ALP interactions of [40], where the ALP
only couples to electroweak gauge bosons. Explicitly, the Lagrangian reads

L ⊃ 1
2∂µa∂

µa− 1
2M

2
aa

2 − cB

4fa
aBµνB̃µν −

cW

4f aW
µν
i W̃ i

µν , (1.13)

where
B̃µν = 1

2ε
µνρσBρσ, (1.14)

and analogously for W̃µν . Ma and f stand for the ALP mass and decay constant,
which are independent from one another. This Lagrangian does not contain all of
the terms one would expect from a general EFT description of the ALP interactions;
however, we will not consider ALP interactions with SM fermions or gluons.1 Those
interactions usually lead to tightly constrained flavour changing processes [20, 33],
while ALPs mainly coupled to EW bosons are not. Couplings to the Higgs boson are
also not included; those come in the form of dimension 6 operators, which would be
already suppressed; moreover, since we will work at Belle II energies (

√
s ∼ 10 GeV)

those interactions are effectively non-existent.
After electroweak symmetry breaking, the Lagrangian becomes

L ⊃ −gaγγ

4 aFµνF̃µν −
gaγZ

4 aFµνZ̃µν −
gaZZ

4 aZµνZ̃µν −
gaW W

4 aWµνW̃µν , (1.15)

with

gaγγ = cB cos θW
2 + cW sin2 θW

fa
, gaγZ = sin 2θW (cW − cB)

fa
, (1.16)

where θW is the weak mixing angle. From eq. (1.16), if cB and cW are independent
parameters, one can find the interesting case cB ≈ cW , which means gaγγ ≫ gaγZ .

1This is only true at tree level. Interactions with SM fermions will appear at one loop, and
interactions with gluons is generated at two loops. However, these couplings are too small to
contribute to our study.
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In this case the ALP couples mainly with photons, and this is the situation we will
consider throughout this work. For the sake of simplicity, we will also explicitly put
gaγZ = gaZZ = gaW W = 0. Once again, given the centre of mass energy available at
Belle II this approximation is acceptable since Z and W production is effectively 0.
The aγγ coupling is especially important since it determines the lifetime of the ALP.
In our model, in fact, the photon is the only SM particle the ALP can decay to,
with its width equal to

Γa =
g2

aγγM
3
a

64π . (1.17)

It is worth noting that for very small values of gaγγ ≪ 10−3 GeV−1 and Ma ≪ 1 GeV
this decay width can become extremely small, meaning that the decay length can
become larger than the detector. Using some benchmark values, we can express the
ALP decay length in terms of its lifetime as

cτa ≃ 0.4 mm
[1 GeV
ma

]3
[

10−5 GeV−1

gaγγ

]2

. (1.18)

For sufficiently light ALP masses (O(0.1 GeV)), this distance becomes quickly
macroscopic; for reference, the shortest distance between the interaction point and
the electromagnetic calorimeter (ECL) at Belle II is about 1 m [41]. That case can-
not be included with the a→ γγ decay, but will be included in the "invisible" ALP
decay (chapter 4). Indeed, we will assume in that case that the ALP is coupled
directly to Dark Matter, with a lagrangian of the form

L = 1
2(∂µa)2−m

2
a

2 a2− gaγγ

4 aFµνF̃
µν + i

2 χ̄γ
µ∂µχ+Mχ

2 χ̄χ+ gaχχ

2 Mχaχ̄γ5χ , (1.19)

where χ, the Dark Matter particle, is a Majorana fermion.
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Chapter 2

Validity of EPA

Since the main objective of this work is to investigate the possibility of studying
ALP production via Vector Boson Fusion (VBF) at Belle II, we will dedicate this
first chapter to review some of the most important properties of such processes,
and show some original results in the field of the Equivalent Photon Approximation
(EPA).

2.1 EPA state of the art
The Equivalent Photon Approximation is a useful tool that allows to compute scat-
tering amplitudes involving virtual photons emitted by the initial state by approx-
imating them with real photons.
The first appearance of this concept goes all the way back to Fermi [42], who was
investigating the excitation and ionization of atoms due to bombardment of high
energy electrons. He compared this effect to the effect of shining light onto an atom,
which would ionize if the photon frequency was high enough.
Let us briefly review Fermi’s results. Consider a particle with electric charge q,
moving with velocity v⃗; taking a point in space P, we want to compute the spectral
distribution of the electric field in P (see image 2.1). For simplicity, let us assume
that the particle is moving along the x axis; the minimal distance from the point
P will be called b, and we will say that this point will be reached at t = 0. After
some time t, we can compute the components of the electric field E⃗ in P:

Ex = qvt

(b2 + v2t2)3/2 , Ey = qb

(b2 + v2t2)3/2 . (2.1)

We can expand Ex and Ey in Fourier series considering times T/2 ≤ t ≤ T/2, with
T that will eventually go to infinity. We then get

Ex =
inf∑

n=0
an sin 2πn t

T , Ey =
inf∑

n=0
bn cos 2πn t

T , (2.2)

where

an = 2qv
T

T/2∫
−T/2

dt
t sin 2πn t

T

(b2 + v2t2)3/2 , bn = 2qb
T

T/2∫
−T/2

dt
cos 2πn t

T

(b2 + v2t2)3/2 . (2.3)
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Figure 2.1. A charged particle with electric charge q moving with velocity v⃗. b is the
smallest distance from the point P.

Fermi noticed that the Fourier decomposition of Ex, the component collinear to
the motion of the electrically charged particle, was equal to the electric field of a
light wave with intensity c

4π
a2

n
2 and frequency ν = n

T , and then used this result
to compute spectral lines and ionization of various atoms. We will not report
those results, but it is important to note that, even with classical calculations, it is
possible to approximate the effect of a fast charged particle with the flux of photons
distributed in a spectrum of frequencies.
About a decade later, Weizsacker [43] and Williams [44] developed this concept,
utilizing it to compute the cross section in interactions of relativistic particles; in
their semiclassical calculation, they find the equivalent photon spectrum n(ω). The
same results were then obtained by use of Feynman diagrams [45], and the range of
validity of this approximation was discussed at length in [46] by Budnev et al. We
will now derive explicitly the EPA following this last review. Following the classical
presentation, we concentrate on a Deep Inelastic Scattering (DIS) process of the
form

e−p→ e− +X. (2.4)

Since EPA treats virtual photons as real, the requirements for this approximation
to hold are that the photon is almost on mass shell and that the contribution of the
longitudinal polarization to the cross section is negligible. Let us call q the four-
momentum of the photon, and define Λ as a process dependent cutoff such that for∣∣q2∣∣ < Λ2 the EPA is a good approximation 1. We can write the cross section of the
e−p scattering as

dσep = 4παEM

4
√

(pP )2 − p2P 2M
∗νMµ ρ

µν

−q2 (2π)4δ(4)(p+ P − p′ −K)dΓ d3p′

2E′(2π)3 , (2.5)

1The requirement of
∣∣q2
∣∣ < Λ2 is only there to remind us that the virtuality of the photon

should be small for the effective approach to work. Assuming this condition is met, all results do
not depend on the explicit value of Λ.
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X1

X2

Xn

e− e−

p
qγ

p p′

P

(a) Full process

X1

X2

Xn

p

q

γ

P

(b) Equivalent photon approximation

Figure 2.2. Depiction of the full process of an electron recoiling against a nucleus (left)
and the EPA process (right). The virtual photon of the full process is approximated to
a real photon that interacts with the nucleus.

where Mµ parametrizes the photon-nucleus interaction, Γ is the phase space of all
the produced particles with total momentum K and

ρµν = 1
−2q2 Tr

[
(/p+me)γµ(/p′ +me)γν

]
= −

(
gµν − qµqν

q2

)
− (2p− q)µ(2p− q)ν

q2 .

(2.6)
The cross section in 2.5 is written in a way that makes clear the introduction of the
EPA. In fact, one can think of the collision of photons with the protons, and then
the number of photons in a volume d3q = d3p′ will be proportional to ρµνd3q/q2,
which is why we refer to ρµν in eq. 2.6 as the density matrix of the virtual photon.
Integrating out the produced particles, we are left with a tensor Wµν defined as

Wµν = 1
2

∫
M∗νMµ(2π)4δ(4)(q + P +K)dΓ; (2.7)

according to the optical theorem, this quantity is the absorptive part of the γp
forward amplitude. This tensor can only depend on qµ, Pµ and gµν ; to take gauge
invariance (qµWµν = Wµνqν = 0), it is useful to introduce the following linear
combinations:

Qµ =
√

−q2

(pP )2−p2P 2

[
Pµ − qµ (qp)

q2

]
, q ·Q = 0, Q2 = 1; (2.8)

Rµν = Rνµ = −gµν + (qP )(qµP ν+qνP µ−q2P µP ν−P 2qµqν)
(qP )2−q2P 2 ; (2.9)

qµRµν = QµRµν = 0. (2.10)

Rµν and Qµ are related to the virtual photon polarizations: in fact, in the γp centre
of mass frame, when q⃗ = −P⃗, we find that

ε(0)µ = iQµ, ε∗µ(+)εν(+) + ε∗µ(−)εν(−) = Rµν(q, P ), (2.11)

with ε(0,±) respectively the scalar and transverse photon polarizations.
Now we can write

Wµν = RµνWT (q2, qP ) +QµQνWS(q2, qP ),

WS,T = 2
√

(qP )2 − q2P 2 σS,T ,
(2.12)
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where we can explicitly separate the transverse and scalar absorption cross sections.
Plugging all this into 2.5, we find

dσ = αEM
4π2|q2|

√
(qP )2 − q2P 2

(pP )2 − p2P 2 (2ρ++σT + ρ00σS)d3p′

E′ , (2.13)

with

2ρ++ = ρµνRµν = (2pP −qP )2

(qP )2−q2P 2 + 1 + 4me
q2 , (2.14)

ρ00 = ρµνQµQν = 2ρ++ − 2− 4me
q2 . (2.15)

In order to understand clearly which is the dominant term in section 2.1, let us
make a final change of variable, which is especially useful in the Lab frame (where
P⃗ = 0):

ω = qP

mP
, E = pP

mP
. (2.16)

In the lab frame, in fact, E coincides with the electron energy and ω with the pho-
ton energy.
Since Wµν is regular for q2 → 0, given the definition of Qµ that is overall propor-
tional to qµ/q2, we must impose

WS ∝ σS ∼ q2; (2.17)

for small values of q2, the scalar cross section decreases while the transverse cross
section σT approaches the real photon absorption cross section. This gives us the
opportunity to approximate σ ≃ σT at low q2. While |q2| ≪ ω2, from section 2.1

2ρ++ = (2E − ω)2

ω2 + 1 + 4m2
e

q2 ; (2.18)

moreover, if we call q = xp, where x is the momentum fraction carried by the
photon, we also have ω = xE; we can find the dominant term in section 2.1 by
introducing x in eq. (2.18):

2ρ++ =
(

2E
ω − 1

)2
+ 1 + 4me

q2 = (2x− 12) + 1 + 4m2
e

q2 = 2 + 4m2
e

q2 − 2x+ 4x2, (2.19)

and this implies

ρ00 = 2ρ++ − 2− 4m2
e

q2 = −2x+ 4x2. (2.20)

This shows how the transversal term is actually dominant for small x, and we can
approximate the ep cross section with that of a real photon interacting with a proton
times a probability density function:

dσep = σγp(ω)dn(ω, q2), (2.21)

dn = α

2πE2 ρ
++ωdωd

(
−q2)
|q2|

= α

4πE2

[
(2E − ω)2

ω2 − q2 + 1 + 4m2

q2

]
ωdωd

(
−q2)

|q2|
.

(2.22)
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Once again we repeat that this approximation is accurate up to terms of order
O
(

|q2|
Λ2

)
. Integrating over q2, we get

N(ω)dω
ω

=
q2

max∫
q2

min

dn(ω, q2), (2.23)

N(ω) = α

π

[(
1− ω

E
+ ω2

2E2

)
ln q

2
max
q2

min
−
(

1− ω

2E

)2
ln ω

2 + q2
max

ω2 + q2
min
− m2

eω
2

E2q2
min

(
1− q2

min
q2

max

)]
,

(2.24)

where

q2
min = m2

eω
2

E(E − ω)

[
1 +O

((
m2

e

(E − ω)2

))]
≤ −q2 ≤ q2

max ≤ 4E(E − ω). (2.25)

The explicit value for q2
max comes either from the experiment, or is imposed by the

hard cutoff Λ.
A more precise treatment of the integration boundary of q2 was studied in [47].
They trade the electron energy with the quantity

y = P · q
P · p

= 1− P · p′

P · p
, (2.26)

which is just the fraction of longitudinal momentum carried by the photon. Defining
θ as the electron deflection angle, knowing that it is small when the EPA is valid,
they find

q2 = −m
2
ey

2

1− y −
E(1 + β)(A2 −m2

e)2

4A3 θ2 +O
(
θ4
)
, (2.27)

with β =
√

1− 4m2
e/E

2, A = E(1 + β)(1 − y). The integration extrema are now
easily found: the value of q2

max is obtained by taking θ = 0, while q2
min is obtained

when θ equals its maximum value, θc. Assuming θc ≪ 1, we have

q2
max = −m

2
ey

2

1− y , (2.28)

q2
min = −m

2
ey

2

1− y − E
2(1− y)θ2

c +O
(
E2θ4

c ,m
2
eθ

2
c ,
m4

e

E2

)
. (2.29)

We can rewrite eq. 2.22 in terms of y as

f (e)
γ (y) =αEM

2π

{
2(1− y)

[
m2

ey

E2(1− y)2θ2
c +m2

ey
2 −

1
y

]

+1 + (1− y)2

y
log E

2(1− y)2θ2
c +m2

ey
2

m2
ey

2 +O
(
θ2

c ,m
2
e/E

2
)}

. (2.30)

This equation can be interpreted as the probability density function of a photon
of longitudinal momentum fraction y inside an incoming electron of energy E. We
should note that this result was obtained by assuming a collinearity between the
incoming and outgoing electron (or the incoming electron and the virtual photon);
for this reason we cannot increase a priori the critical angle θc.
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e−

e+

a
e−

e+

p1

p2
pγ1

γ1

pγ2

γ2

p4

p5

p3

(a) s-channel

e− e−

a

e+ e+

p1 p3

pγ3 γ3

pγ4 γ4

p4

p5p2

(b) t-channel

Figure 2.3. The two Feynman diagrams involved in the process e+e− → e+e−a.

2.2 Where does the EPA hold?

We now come to our original contribution to the topic, which is to explore the
boundaries of the EPA, and to see exactly when it breaks down, specifically in
ALP production. Since we are ultimately interested in ALP production via photon
fusion at Belle 2, we will limit ourselves to studying the VBF process e+e− →
e+e−a. In order to see when this approximation stops working, we need to have
a handle on the full cross section (hence why we need to specify a process), so
that we can compare this result with the one obtained by means of EPA. However,
this hypothesis does not depend in any way on the Lorentz nature of the particles
involved. In fact, we could assume to have a completely scalar theory, with only
trilinear couplings allowed; the diagrams appearing in the process are the same, but
now each propagator will be simplified to 1

p2−m2 , and the trilinear couplings become
dimensional. This trick can be justified also thinking back to the computation
by Fermi, of fig. 2.1. In fact, in that case we never needed to impose that the
equivalent photon was a spin-1 particle. This choice of only using scalar makes
all the computations easier and more concise; in the end, we are not interested in
complications, we wanto to explore the properties of the EPA and of collinearity.
Let us call this toy model the "scalar Standard Model" (sSM), and let us compute
the ALP production cross section in this simplified setting. In the center of mass
reference frame, the initial momenta will be

p1 =


√

s
2
0
0√
s

2 β

 , p2 =


√

s
2
0
0

−
√

s
2 β

 , β =

√
1− 4m2

s
, (2.31)

where m denotes the electron mass.
For the outgoing momenta, we can always rotate the axes around the beam direc-
tion in order to have one of the outgoing particles with a null component of the
momentum in either the x or y direction; the other two particles must be instead
the most general ones, with the constraint that the sum of their three-momenta
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must vanish due to the conservation of the four-momentum (the initial state is at
rest in this reference frame). Since in all our calculation the particle representing
the ALP is always integrated away (we are interested in differential cross sections
for the final electrons) we write only the final momenta for the final electrons, and
the remaining momentum can be obtained from four-momentum conservation:

p3 =


E3
0

p3 sin θ3
p3 cos θ3

 , p5 =


E5

p5 sin θ5 sinϕ
p5 sin θ5 cosϕ
p5 cos θ5

 , pi =
√
E2

i −m2. (2.32)

Now we can write the amplitude for each of the channels (the couplings are left
implicit):

Ms = 1
(p1 + p2)2

1
(p3 + p5)2 , Mt = 1

(p1 − p3)2
1

(p2 − p5)2 ; (2.33)

finally, the cross section will be

σ =
∫ d3p3

2E3

d3p4
2E4

d3p5
2E5

1
2s(2π)5 |M|

2δ4(pin − pout), (2.34)

where M =Ms +Mt and all the couplings are left implicit for ease of notation.
Let’s start by considering only the dominant contribution to the total cross section,
the t-channel. This diagram represents exactly the process in which the EPA can
work; if the produced particle mass is no longer small (M ≲

√
s), q2 becomes larger

and larger. This can conflict with the approximation of small q2, one of the basis
of the EPA. For this reason, let us focus on this mass region, to see if there are still
collinearity effects. In particular, we want to go to the extreme point, in which the
mass of the ALP is so close to the energy threshold that the final state electrons
are non-relativistic; if even in this region the collinearity approximation still holds,
then we can conclude that there are no problems in using it "carelessly" in all of the
phase space.
Suppose then Ma ∼

√
s, or more explicitly, Ma =

√
s− 2m(1 + α): α is basically a

measure of how much phase space is left after all the final state is produced at rest.
If α ≪ 1, the ALP is certainly non relativistic (some more precise calculations are
needed for the electrons); instead, if we let α grow much larger than 1, we go back to
the more usual case of a massive ALP but not necessarily a non relativistic one. Let
us restrict to the situation in which α≪ 1: of course, since the remaining energy is
much smaller than the ALP mass, we can write the non relativistic expansion for
the energy of the ALP:

Ea = E4 =
√
p2

4 +M2 ≈M + p2
4

2M . (2.35)

Then, when we integrate the three-momentum delta in eq. (2.34), we will have
p⃗4 = −(p⃗3 + p⃗5), and we can rewrite 2.35 as

Ea ≈M + (p3 + p5)2

2M · m
2

m2 = M

(
1 + (p3 + p5)2

2m2
m2

M2

)
. (2.36)
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Since in the following we will consider also the leptons to be non relativistic, and
we will then expand in the small parameter p3/m, it is clear that the correction to
the ALP energy due to its momentum is much much smaller than any reasonable
order of expansion in p3/m, given the presence of the term m2/M2 2. So, every
time we encounter Ea, we can substitute directly M and the error we are making
is much smaller than the ones we will introduce in the following.
With this in mind, integrating the δ3(p⃗in − p⃗out), we are left with

σ =
∫ d3p3

2E3

d3p5
2E5

1
2s

1
2M |Mt|2δ(Ein − Eout)

=
∫ 1

16sM(2π)5
1

(2m2 −
√
s(E3 − cos θ3p3β))2

1
(2m2 −

√
s(E5 + cos θ5p5β))2×

× δ(
√
s−M − E3 − E5)d3p3

E3

d3p5
E5

(2.37)
Then, using the usual substitution to "spherical coordinates", we rewrite d3p =
p2dpd cos(θ)dϕ = pEdEd cos θdϕ, to get to

σ = 1
16sM(2π)4

∫
d cos θ3d cos θ5dE3dE5δ(2m(1 + α)− E3 − E5)×

× p3
(2m2 −

√
s(E3 − cos θ3p3β))2

p5
(2m2 −

√
s(E5 + cos θ5p5β))2 =

=
∫

d cos θ3d cos θ5dE3
p3
√

(2(α+ 1)m− E3)2 −m2

256π4s (
√
s− 2(α+ 1)m) (2m2 −

√
s(E3 − β cos θ3p3))2×

× 1(
2m2 −

√
s
(
β cos θ4

√
(2(α+ 1)m− E3)2 −m2 − E3 + 2(α+ 1)m

))2 ,

(2.38)
where we first integrated in ϕ (integrates to 2π since it does not appear in the
integrand) and then we integrated the delta of the energy, substituting E5 = 2m(1+
α)−E3. Even with all of the simplifications we introduced, this integral is far from
trivial. In fact, it turns out that it is not possible to obtain a fully analytical result
in this way, due to the fact that whatever variable we choose to integrate next will
give rise to elliptical integrals which are only known numerically. Approaching the
calculations in spherical coordinates is rather typical. Therefore we have invested
some time and effort to show that elliptical integrals are inevitable. Appendix A
gives a rather complete exposition of our attempts in spherical coordinates, for the
interested reader.

2.3 Introduction to Gram determinants for analytical
cross section

In order to regain control over the analiticity of the result, it is clear that we cannot
use standard methods of integration that relies on a change to spherical coordinates.

2Numerically, for Belle-II,
√

s ∼ 10.58 GeV, so this factor is less than 10−8.
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Instead, we will make use of a different technique, introduced in the ’60s [48, 49, 50]
that is generalized Mandelstam variables (GMV). These in turn are strictly
related to mathematical objects, called Gram Determinants, which can describe in
a very compact way the boundary of the phase space of any process.
Let us start from some useful definitions. Given a vector space, and two sets of
elements in this space {p1, . . . , pn}, {q1, . . . , qn}, we can define the Gram matrix as

M

(
{p1, . . . , pn},
{q1, . . . , qn}

)
=

p1 · q1 . . . p1 · qn
...

...
...

pn · q1 . . . pn · qn

, (2.39)

where the · denotes the scalar product in such vector space. A Gram Determinant
(GD) is the determinant of a Gram matrix:

G

(
{p1, . . . , pn},
{q1, . . . , qn}

)
= detM

(
{p1, . . . , pn},
{q1, . . . , qn}

)
. (2.40)

If the two entries are the same, we are dealing with a symmetric Gram Deter-
minant

∆n({p1, . . . , pn}) = G

(
{p1, . . . , pn},
{p1, . . . , pn}

)
, (2.41)

and we call n the dimension of ∆n. In our case, the vector space will be the
Minkowski space, and the set of vectors will be four-momenta.

2.3.1 Gram Determinants as area of generalized triangles

These mathematical quantities are not completely abstract; they are in fact linked
to the area of hypertriangles. For example, ∆2 is the area of a triangle. In order to
see so, we need Hero’s formula for the area of a triangle of sides length x, y, z

A = 1
4

√
−λ(x2, y2, z2), (2.42)

where λ is nothing more than the triangular λ function appearing in phase space
calculations

λ(x, y, z) := x2 + y2 + z2 − 2xy − 2xz − 2yz. (2.43)
One can check that choosing appropriately x, y, z, ∆2 and λ(x, y, z) are related:

x := m4
1 + (p1 · p2)2, y := m4

2 + (p1 · p2)2, z := (m2
1 − p1 · p2)2 + (m2

2 − p1 · p2)2

⇒ 4∆2(p1, p2)2 = −λ(x, y, z). (2.44)

In the same way, with some more work, we can relate ∆3 to the area of a tetrahedron.
First we need to define another quantity introduced by Tartaglia to compute the
area of a general tetrahedron given its edges:

G(x, y, z, u, v, w) :=



∣∣∣∣∣∣∣∣∣∣∣

0 1 1 1 1
1 0 u y v
1 u 0 w x
1 y w 0 z
1 v x z 0

∣∣∣∣∣∣∣∣∣∣∣
.

 (2.45)
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Once again, if we take the vertices of a tetrahedron to be 3

v1 = (0, 0, 0); (2.46)
v2 = (0, 0, u); (2.47)

v3 = y(sin θy, 0, cos θy); (2.48)
v4 = v(sin θv cosϕ, sin θv sinϕ, cos θv), (2.49)

with θv, θy, ϕ solutions of the equations

w = ∥v2 − v3∥ (2.50)
x = ∥v2 − v4∥ (2.51)
z = ∥v3 − v4∥, (2.52)

∆3 can be related to the area of the tetrahedron G:

∆3(p1, p2, p3) = −1
2G((p1 + p2)2, (p1 − p3)2, (p1 + p2 − p3)2,m2

1,m
2
2,m

2
3). (2.53)

2.3.2 From polar coordinates to Gram Determinants

Take some four-momenta pi in polar coordinates, with mass mi, energy Ei, polar
angle θi and azimuthal angle ϕi. Define their sum as p0, with mass m0, and suppose
to be in the rest frame of p0. Then, one gets

mi =
√

∆1(pi) (2.54)

|p⃗i| =
√

−∆2(p0,pi)
m0

(2.55)

|sin θij | = m0

√
∆3(p0,pi,pj)

∆2(p0,pi)∆2(p0,pj) (2.56)∣∣∣sinϕ(ij),(ik)

∣∣∣ =
[

∆4(p0,pi,pj ,pk)∆2(p0,pi)
∆3(p0,pi,pj)∆3(p0,pi,pk)

] 1
2 , (2.57)

where θij is the angle between pi and pj , while ϕ(ij),(ik) is the angle between the
(pi, pj) and (pi, pk) planes. From these equations, one also gets the following condi-
tions for the Gram determinants:

∆1(pi) ≥ 0 (2.58)
∆2(pi, pj) ≤ 0 (2.59)

∆3(pi, pj , pk) ≥ 0 (2.60)
∆4(p0, pi, pj , pk) ≤ 0. (2.61)

How can we define the boundary of integrations after this change of variables? With-
out going into further details, which can be found in [48, 49], Gram determinants
are especially useful in this situation too. It can be shown, in fact, that the full
phase space boundary is defined by all the nodes of the largest Gram Determinant
one can define in a given scattering. This set of points is called the Kibble curve.

3An attentive reader may note that these vertices could be the three momenta of particles
coming from a decay or a scattering; that is exactly what we are going to use in the following
discussion.
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2.3.3 Generalized Mandelstam variables

Mandelstam variables are introduced in any QFT book ([51] for example) since they
are extraordinarily effective in describing 2→ 2 scatterings. In fact, for a scattering
like p1 + p2 → p3 → p4, the usual definition of Mandelstam variables is

s = (p1 + p2)2, t = (p1 − p3)2, u = (p1 − p4)2; (2.62)

from four-momentum conservation, one gets also the property

s+ t+ u = m2
1 +m2

2 +m2
3 +m2

4 =: K. (2.63)

In a 2 → 2 scattering, the largest Gram Determinant we can build is ∆3, which,
as we have seen in eq. (2.53), can be also expressed as G(s, t,m2

4,m
2
1,m

2
2,m

2
3). The

scattering phase space will be defined by G ≥ 0, while the Kibble curve (its bound-
ary) by the equation

−2G = stu− (αs+ βt+ γu) = 0, (2.64)

with

Kα = (m2
1m

2
2 −m2

3m
2
4)(m2

1 +m2
2 −m2

3 −m2
4), (2.65)

Kβ = (m2
1m

2
3 −m2

2m
2
4)(m2

1 +m2
3 −m2

2 −m2
4), (2.66)

Kγ = (m2
1m

2
4 −m2

2m
2
3)(m2

1 +m2
4 −m2

2 −m2
3). (2.67)

A depiction of the Kibble curve and of the allowed phase space is in fig. 2.4. The
area identified by G = 0 is a disconnected union of four regions. Three of these
correspond to each channel of the 2 → 2 scattering; for example, the s region is
located in the portion of the s, t plane with s ≥ (m1 +m2)2, t ≤ (m1 −m3)2. The
central pink region instead represents the phase space of the 1→ 3 decay, and it is
nothing else than the allowed phase space of a Dalitz plot.

If we go back to our 2→ 3 scattering, we can still utilize Mandesltam variables,
but this time we need 5 of them since there are 5 degrees of freedom. Given the
scattering p1 + p2 → p3 + p4 + p5, with p2

i = m2
i , we have

s = (p1 + p2)2, s1 = (p3 + p4)2, s2 = (p4 + p5)2 (2.68)
t1 = (p1 − p3)2, t2 = (p2 − p5)2. (2.69)

This is not the only choice possible, and in fact it is useful to define other variables
(that are of course combinations of s, s1, s2, t1, t2) like

u1 = (p3 + p5)2, u2 = (p1 − p5)2, u3 = (p2 − p3)2, (2.70)
u4 = (p2 − p4)2, u5 = (p1 − p4)2. (2.71)

With these variables, the matrix elements in 2.33 become

Ms = 1
su1

, Mt = 1
t1t2

. (2.72)

The phase space allowed in this case is determined by the equation ∆4 ≤ 0.
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Figure 2.4. Allowed phase space and Kibble curve in the s, t plane for masses m1 =
8,m2 = 7,m3 = 5,m4 = 3 in arbitrary units. We divided the asymptotes in two figures
for ease of visualization. The red dots are tangency points; the central pink region is
the allowed phase space for a 1→ 3 scattering; the other infinite regions are the allowed
phase space for the s, t, u channel respectively.
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Let us now go back to eq. 2.34, and see why we introduced all these notions.
We can easily integrate away p4 using the Dirac δ (since it does not appear in the
matrix element):

∫ d3p4
2E4

δ(4)(p1 + p2 − p3 − p4 − p5) = (2.73)∫
d4p4δ(p2

4 −m2
4)θ(p0

4)δ(4)(p1 + p2 − p3 − p4 − p5). (2.74)

This leaves us with a one dimensional δ(f), where the argument is explicitly

f = (p1 + p2 − p3 − p5)2 −m2
4 = (2.75)

= s− 2
√
s(E3 + E5) +m2

3 +m2
5 + 2(E3E5 − |p⃗3||p⃗5| cos θ35), (2.76)

and cos θ35 = cos θ3 cos θ5 + sin θ3 sin θ5 cosϕ.
This function is linear in cosϕ; we can get rid of the integration in dϕ then by using
the properties of the δ function, obtaining∫

dϕδ(a cosϕ− b) = 1

|a|
√

(1−
(

b
a

)2 . (2.77)

Notice that the δ is verified if cosϕ = b/a; then, the expression under the square
root is none other than sin2 ϕ, for which we can use the definition of eq. 2.57 and
obtain

a2
[
1−

(
b

a

)2]
= −4∆4
λ(s,m2

1,m
2
2)
. (2.78)

Now let’s change all the other variables to the generalized Mandelstam set:

dE3dθ3dE5dθ5 = ds1ds2dt1dt2|J | (2.79)
|J | = 1

16λ(s,m2
1,m2

2) . (2.80)

Finally, the cross section can be rewritten in terms of Mandelstam variables (ignor-
ing the couplings) as

σ =
∫

ds1ds2dt1dt2
1

32(2π)4f
√
λ(s,m2

1,m
2
2)

θ(−∆4)√
−∆4

|M|2, (2.81)

where
|M|2 = |Ms|2 + |Mt|2 +MsM∗

t +M∗
sMt. (2.82)

We can now proceed to integrating. We will stick to the sSM case, so that the
matrix element is very simplified; a more general discussion goes beyond the scope
of this thesis. The s channel integration is not particularly difficult, and in fact can
be done even in spherical coordinates; for this reason, all the following discussion
relates to the integration of the t-channel only.
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t-channel integration

The first integration we want to make is that of s2; we know the t-channel does not
depend on it, so we only need to compute

Is2 =
∫

ds2
θ(∆4)√
−∆4

. (2.83)

∆4 is a polynomial in s2, more specifically a parabola; it is useful to rewrite it in
terms of its roots s±

2 :

∆4 = as2
2 + bs2 + c = a(s2 − s−

2 )(s2 − s+
2 ). (2.84)

Following the procedure of [48], we can write the discriminant of this equation as

b2 − 4ac = 64∆3(p1, p2 − p5, p5)∆3(p1, p2 − p5, p3) (2.85)
= 4G1(s, t2, s1,m

2
2,m

2
1,m

2
5)G2(t1, s1, t2,m

2
3,m

2
1,m

2
4), (2.86)

and this means that the following integration boundaries will be dictated by G1,2 ≤ 0
in order for the solution to exist.
We refer to the tabulated integrals in [52] to compute the integral in 2.83 (or one
can check with Mathematica); the result is surprisingly simple, and is

Is2 = π√
a
. (2.87)

Then we only need to recover the coefficient of the second degree term of s2 in ∆4;
one can easily check that

a = λ(s1, t2,m
2
1)

16 . (2.88)

Limiting ourselves to the t-channel cross section, in whichMt = 1
t1t2

eq. 2.81 reads

σt = C

∫ dt1dt2
t21t

2
2

ds1
θ(−G1)θ(−G2)√
λ(s1, t2,m2

1)
, (2.89)

where the Heavyside θ are needed to ensure the existence of a solution, and we
collected all constant factors inside C. Let us write explicitly the expressions for
G1,2 since they will be useful later:

G1 = m2
es2

1
2 − s1

( st2
2 +m4

e

)
+ 1

2
[
m6

e − 3m2
est2 + st2(s+ t2)

]
, (2.90)

G2 = t1s2
1

2 −
1
2s1
(
M2

a + 2m2
e + t2 − t1

)2 +
+1

2
[
M4

am
2
e +m4

et1 +m2
et2(t2 − t1) +M2

a (t1t2 −m2
e(t1 + 2t2))

]
, (2.91)

and we remark that in general G1,2 are quadratic functions of t1 (and of any other
s and t).
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Figure 2.5. d2σt

dt2ds1
for two benchmark values of Ma. We can see how the maximal contri-

butions come from the regions of minimal s1 and maximal t2.

Differential cross sections

Let us first compute d2σt
dt2ds1

, by integrating in t1, in order to get an idea of where
the cross section will be pointing to. Since only G2 depends on t1, the domain of
integration is

G2 = s2
1
2 (t− t−1 )(t− t+1 ) ≤ 0, t−1 ≤ t1 ≤ t

+
1 ≤ 0. (2.92)

Once again, t±1 are the roots of eq. 2.91 while solving for t1. Explicitly, they read

2s1t
±
1 = s1t2 − s2

1 +M2
a (s1 − t2) +M2

e

(
M2

a + 2s1 + t2
)
−M4

e +

±
√
λ (s1,M2

e ,M
2
a )λ (s1, t2,M2

e ).
(2.93)

Notice that the possible divergence t1 = 0 is always excluded. In fact, it would
need t2 = M2

a > 0, which is not possible, since t2 ≤ 0. The same argument can be
repeated for t2, for symmetry reasons. Our cross section then becomes

σt = C
∫ dt2ds1

t2
2

θ(−G1)√
λ(s1,t2,m2

e)

∫ dt1
t2
1
θ(−G2)

= C
m2

e

∫
dt2ds1θ(−G1)λ(s1,M2

a ,m2
e)

t2
2(t2−M2

a)2 , (2.94)

where in the last equality we have integrated t1 between its boundaries (defined by
θ(G2)) t−1 ≤ t1 ≤ t+1 . We can plot this doubly differential cross section to have an
idea of which regions of the phase space contribute the most. The most important
regions for the cross section, independently from the mass, are the ones with small
s1 and maximal t2.
The expressions obtained thanks to the Gram Determinants, while not completely
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formal, allows us to carry out more analytical integrations. Indeed, we can integrate
s1 and obtain dσ/dt1. From eq 2.90, the domain of s1 is

s+
1 ≤ (m2

e +M2
a ) ≤ s1 ≤ s−

1 ≤ (
√
s−me)2, (2.95)

and the integration yields

dσt

dt2
= C

M2
e

1
t22 (t2 −M2

a )2

[
1
2

√
λ
(
s−

1 ,M
2
a ,m

2
e

) (
s−

1 −
(
M2

a +m2
e

))

−2 (Mame)2 log


√
λ
(
s−

1 ,M
2
a ,m

2
e

)
+ s−

1 −
(
M2

a +m2
e

)
2Mame


 .

(2.96)

We are able to compute analytically the differential cross section, which can be
extremely useful to compare to experimental data. Moreover, it does not usually
happens that one is able to get a closed form for a 2 → 3 scattering cross section
while considering explicit masses.

Let us shift our attention to d2σt
dt1dt2

, which is the most interesting distribution
for the t-channel.
Starting from eq. 2.89, we need to first integrate s1:

∫
ds1θ(−G1)θ(−G2) =

g(t1,t2)∫
f(t1,t2)

ds1. (2.97)

Both G1,2 in fact depend on s1; the first task is to find what the integration boundary
is. To do so, we need to simultaneously satisfy Gi = 0, i = 1, 2. We will extend the
procedure carried out for massless particles in [48] to the case of massive particles,
with m1 = m2 = m3 = m5 = me and m4 = Ma.
Define s±

1,i the roots of Gi when solved for s1. We have

s±
1,1 = 2m4

e + st2 ±
√
λ (s,m2

e,m
2
e)λ (t2,m2

e,m
2
e)

2m2
e

s±
1,2 = M2

a t1 + 2m2
et1 − t1t2 ±

√
λ (s,m2

e,m
2
e)λ (t1, t2,M2

a )
2t1

.

(2.98)

Which of thee solutions are acceptable? As in [48], on the boundary at least one of
the following conditions is true:

s+
1,1 = s−

1,2, (2.99)
s+

1,2 = s−
1,1, (2.100)

t1 = max t1 = (m1 −m3)2, (2.101)
t2 = max t2 = (m2 −m5)2, (2.102)
λ(t1, t2,m2

4) = 0. (2.103)

Eq. 2.103 needs at least one of t1, t2 to be positive, which is not possible. Eqs (2.101)
and (2.102) also lead to unphysical results: when substituting t1 = t2 = 0 in the
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boundary conditions Gi = 0, one gets

G1(t2 = 0) = m2
e

2 (s1 −m2
e)2 (2.104)

G2(t1 = 0) = m2
e

2 (t2 −M2
a )2. (2.105)

In both cases we are outside the boundary defined by the Heavyside θ. This only
leaves (2.99) and (2.100). Looking explicitly at G1,2 as a polynomial in s1, it can be
shown that both functions only have one positive root in s1. Explicitly,

G1 = m2
es

2
1

2 − s1

(
st2
2 +m4

e

)
+ 1

2
(
m6

e − 3m2
est2 + st2 (s+ t2)

)
G2 = t1s

2
1

2 − 1
2s1

(
M2

a + 2m2
e + t2 − t1

)
+ 1

2
(
M4

am
2
e +m4

et1 +m2
et2 (t2 − t1) +M2

a

(
t1t2 −m2

e (t1 + 2t2)
))

;

(2.106)

to find which solution is acceptable, we can expand in the small parameter ϵ = me√
s
,

finding the two solutions

s−
1,1 = s+ t2 +O

(
ϵ2
)
, (2.107)

s+
1,1 = −s− t2 +O

(
ϵ2
)
. (2.108)

So the only true condition on the boundary is eq. 2.100. Let us write also the
approximate value of s+

1,2:

s+
1,2 = M2

a

2 +m2
e +

√
4m2

e − t1
√
M4

a − 4M2
a t1

2
√
−t1

+O(ϵ). (2.109)

For each value of t2, t1 will be bounded by some values depending on t2; tmin
1 (t2)

and tmax
1 (t2) come from the two solutions to the equation s−

1,1 = s+
1,2; in fig. 2.6 we

see that s−
1,1 ≥ s+

1,2 for all t2. Integrating in s1, assuming that the matrix element
does not depend on it, yields

d2σ

dt1dt2
∝ |M|2

4
√
λ(s,m2

1,m
2
2)

log

s−
1,1 − t2 −m2

1 +
√
λ(s−

1,1, t2,m
2
1)

s+
1,2 − t2 −m2

1 +
√
λ(s+

1,2, t2,m
2
1)

. (2.110)

Even if it does not seem like it, this function is symmetrical under the exchange
t1 ↔ t2. A depiction of what regions are the most important for the cross section
is given in fig. 2.7. It is clear that the most important contribute to the cross
section comes from the region of the phase space closest to the divergence; it is also
clear that a kinematical cut on final particles (in energy or in angle) can drastically
cut the cross section by making impossible for the top-right region of 2.7 to be
populated. This same cut would have little to no effect in the s-channel; this is
one of the reasons why VBF processes at Belle II have not been considered in the
literature (more details in the following chapters).
An interesting point to make is to find out which configuration of four-momenta
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Figure 2.6. A plot showing s−
1,1 ≥ s+

1,2. The two intersection points define the boundary
of integration. This specific configuration assumes s = 100 GeV2, Ma = 1 GeV, me =
0.5 GeV, t1 = −20 GeV2.

Figure 2.7. log10
d2σt

dt1dt2
. The parameters used are s = 112 GeV2, Ma = 3 GeV, me =

0.511 MeV. The clearly preferred direction is the one that minimizes both |t1| and |t2|.
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corresponds to the "maximal" contribution to the cross section, the top-right corner
of 2.7. Take the usual four-momenta pi, each with velocity βi and Lorentz factor
γi. In the centre of mass frame,

β⃗1 = −β⃗2 = β⃗; γ1 = γ2 = γ. (2.111)

We can rewrite explicitly t1,2 in terms of these quantities:

t1 = (p1 − p3)2 = 2m2
e

[
1− γγ3(1− β⃗ · β⃗3)

]
(2.112)

t2 = (p2 − p5)2 = 2m2
e

[
1− γγ5(1 + β⃗ · β⃗5)

]
. (2.113)

The only way for t1 = t2 is β⃗3 = −β⃗5 = β⃗F , which implies γ3 = γ5 = γF . Four-
momentum conservation will then imply

β⃗4 = 0, γF =
√
s−Ma

2me
: (2.114)

the most favorable region is the one in which the ALP is produced at rest, while the
leptons are back to back, with polar angle θ as close to the beam axis as possible.

2.4 Asymmetry and collinearity

Now that we were able to finally compute the analytical cross section for the (scalar)
VBF process, it is time to see when the approximation of collinearity fails. Until
now, the results we showed were already mostly known in the literature; the fol-
lowing discussion is a completely new contribution to answer our original question:
when does the approximation of collinearity between the incoming electron and the
virtual photon stops working?
In the series of pictures of fig. 2.8 we show the behaviour of d2σt

dE5d cos θ5
; this is none

other than d2σt
ds1dt2

of section 2.3.3 recast back into polar coordinates. This is not just
an academic exercise: it helps us show that there exist some region of the phase
space in which the collinearity does not exist at all. What we see is that even for
very high ALP masses, very close to

√
s, as long as the final leptons can still be

ultra-relativistic, they will tend to be collinear to the beam axis. At some point
however, the ALP becomes so massive that the final leptons become non relativis-
tic, and the ALP being basically still means that the 2 → 3 process becomes a
quasi-2→ 2 process, which of course is isotropic in the polar angle of the leptons.
Another interesting quantity we can define is the asymmetry: given a function
f(cos θ, x⃗), monotonic in cos θ and with x⃗ any other variable,

A = f(c+, x⃗)− f(c−, x⃗)
f(c+, x⃗) + f(c−, x⃗) , (2.115)

where c± are respectively the maximum and minimum value of cos θ allowed. If A is
close to ±1, f is anisotropic, with the privileged direction identified by c±. Instead
A → 0 means that f is isotropic.
Since we have seen how collinearity is lost for Ma ≃

√
s, we can estimate, using the
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(a) Ma = 3 GeV ≪
√
s. Strong preference

for cos θ5 → −1.

(b) Ma = 9.98 GeV. Even if Ma ≲
√
s, the

electrons are ultra-relativistic. Still clear
preference for cos θ5 → −1.

(c) Ma =
√
s − 3me. Non relativistic final

leptons, no longer a clear preference for
cos θ5 → −1

(d) Ma =
√
s− (2 + 10−3)me. Non relativis-

tic final leptons,the phase space is almost
completely closed. No privileged direc-
tion.

Figure 2.8. log10
d2σt

dE5d cos θ5
computed in s = 100 GeV2 and different values of Ma. Each

figure has multiple curves at fixed E5 to map the full behaviour of the lepton.

asymmetry, what is the critical mass beyond which no collinearity appears. Let us
introduce a small parameter, α, that may be used for a series expansion. We can
parametrize the ALP mass as

Ma =
√
s− 2(1 + α)me, (2.116)

with Ma large enough that the final positron p5 is always non relativistic (β5 < 0.3
in all the phase space), we can see that we must consider α < 0.024. Taking the
fully analytical doubly differential cross section dσt

dE5d cos θ5
(section 2.3.3)as f in eq.

2.115, and expanding in terms of the small parameters ϵ = me/
√
s and β5 one gets

A = −2β5(1 + 3ϵ+O
(
ϵ2
)
) +O

(
β3

5

)
, (2.117)

which shows the linear dependence of the asymmetry on β5. If we instead compute
the same asymmetry, but with E5 = maxE5, and then expand in α, we get

a ≃ − 4
1− 3ϵ+ 2ϵ2

√
α(1− ϵ− 4ϵ2 + 4ϵ3) +O(α). (2.118)

Inverting this equation we find a function α(a); selecting |a| = 1/3 as the threshold
after which the usual EPA [46] is a completely wrong estimate of the cross section,
we find the interval of α, and hence of ALP mass for which we cannot approximate
the full cross section with the EPA.
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Figure 2.9. All values of α under the yellow line have an asymmetry factor |a| ≤ 1/3. This
is our threshold for claiming that the EPA is not a viable approximation. The blue line
is the function α(a) defined in 2.118
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Figure 2.10. ep→ eX in the sSM

2.5 Generalizing EPA to different spins

Before comparing the results of the EPA with the analytical cross section, we need
to take a step back to eq. 2.30. This equation was obtained in the full theory,
containing fermions and vectors. Our theory is only composed of scalars, and we
need to find "our" PDFs; for this reason, we will repeat the same procedure of the
authors of [47] for the mock scattering ep→ eX in the sSM.
Define p (p′) the momentum of the incoming (outgoing) electron, k the momentum
of the parton interacting in the process and q = p−p′ (see fig. 2.10). Up to implicit
coupling, the scattering amplitude is

M∼ 1
q2 . (2.119)
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The cross section will then be

dσ = d3p′

(2π)32E′
1

4k · p
1
q4W × (couplings)4, (2.120)

where W contains the interaction between the virtual photon and the composed
body. In general, W = W (q2, k · q). Let us now change variables, from (p′, θ) to
(q2, y) with

y = k · p
k · q

. (2.121)

The differential becomes
d3p′

E′ = πdq2dy, (2.122)

so that the cross section is

dσ = dq2dy 1
16π2

y

4q4
W (q2, k · q)

k · q
, (2.123)

where we set all couplings to 1 for brevity. Integrating over q2 yields

dσ = dy y

64π2

(
− 1
q2

max
+ 1
q2

min

)
W (q2, k · q)

k · q
. (2.124)

One should note that the cross section for a real photon scattering on the nucleus
can be written as

dσ(γp→ X) = W (q2, k · q)
4k · q ; (2.125)

comparing to eq. 2.124, we can extract the scalar PDF

dσ(ep→ eX) = dσ(γp→ X)× fs(y)dy, fs(y) = y

16π2 ( 1
q2

min
− 1
q2

max
). (2.126)

We remark that the values of q2
min, q

2
max do not depend on the Lorentz nature of

the particle, since they come from purely kinematical considerations. Even for the
scalar PDF, the region of validity in q2 is the same of eqs. (2.28) and (2.29).

2.6 Comparison EPA-analytical cross section
We can implement eq. 2.126 to compute the equivalent scalar approximation (ESA)
for the process e+e− → e+e−a in the sSM. Namely, we will compute

σ(e+e− → e+e−a)→
∫
σ(γγa)fs(y1)fs(y2)dy1dy2. (2.127)

Let us define q1,2 the four momenta of the two virtual photons, and k the ALP
four-momentum. In our scalar theory, the scattering amplitude is just the coupling
constant, λaγγ . Interpreting yi as the fraction of momentum carried by the virtual
photon γi, with yi ∈ [0, 1] the cross section becomes

σ =
∫ d3k

2Ek(2π)3
λ2

aγγ

2y1y2s
(2π)4δ4(q1 + q2 − k) = 2π

2y1y2s
δ(2q1 · q2 −M2

a ), (2.128)
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where we used the property

d3k

2Ek
= d4kδ(k2 −M2). (2.129)

Plugging in eq. 2.128 the explicit form of the four-momenta

q1,2 = y1,2

√
s

2


1
0
0
±1

 , 2q1 · q2 = y1y2s, (2.130)

we get

σESA(e+e− → e+e−a) =
∫

dy1dy2fs(y1)fs(y2) π

y1y2s
δ(y1y2s−M2). (2.131)

After the first integration in y2, the presence of the Dirac δ constrains the domain
y1 in the interval y1 ∈ [M2

a
s , 1], and, recovering the coupling constants in 2.126, we

can write

σESA = λeeγ4 λ2
aγγ

16πs

1∫
M2

a
s

dy1Ω(y1) (2.132)

Ω (y1) := s(1−y1)3(sy1−M2
a)3

θ4
c

(4meMa)4π3y2
1

(
(2mey1)2+[θc

√
s(1−y1)]2

)(
(2meMa)2+[θc

√
s(1−y1)]2

) ,(2.133)

where the critical angle θc is defined as in [47]. We don’t report here the full
integrated cross section since its equation is extremely long (but can be recovered
analytically). We write however the leading term of σESA when expanded in me:

σESA = λeeγ4λ2
aγγ

s2 −M4
a + 2M2

as log
(

M2
a

s

)
4(2π)3s(2Mame)4 +O

(
m−3

e

)
. (2.134)

The m−4
e dependence comes from eq. 2.29, where we saw that q2

min ∼ m2
e.

Finally, we compare the analytical and the approximate cross section in the sSM
for e+e− → e+e−a. As shown in figs. 2.11, 2.12, depending on the critical angle θc

the agreement between σsSM and σESA is very good up to very high values of Ma.
In particular, the bigger θc gets, the better agreement there is. However, we must
remember that θc defines the cone in which virtual photons are emitted and still
considered collinear to the electron; this means that for larger θc the collinearity
approximation error in (2.30) and (2.126) becomes larger.
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Figure 2.11. In the top panel we plot the full cross section σV BF (eq. (2.96) integrated)
in the sSM and the σESA (eq. (2.134)) including all me dependence for different values
of θc. The agreement is very good up to high Ma. In the bottom panel we plot the
ratio between the approximate and the full cross section for all ALP masses and for
different θc. As we see, higher values of θc give a better agreement, but may spoil the
collinearity approximation.
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Figure 2.12. A zoom of 2.11 for high ALP masses. The difference between σESA and
σsSM becomes more evident.
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Chapter 3

Visible ALP searches at Belle II

The process we will study is the ALP production at Belle II. In particular, we will
start from reinvestigating the state of the art, i.e. the results of [40], including
a brief description of the experimental apparatus of Belle II, and then we will go
further by analyzing a production channel that was not considered in that work,
which is Vector Boson Fusion.

3.1 State of the art

3.1.1 Experimental setup

In order to conduct sensible ALP searches, it is important to understand the exper-
imental setup used at Belle II. All of the technical details and parameters are taken
from the Belle II Physics Book [53] and from the Technical Design Report (TDR)
[41].
The collider SuperKEKB is a 3 km circumference asymmetric electron-positron col-
lider, located at the High Energy Accelerator Research Organisation in Tsukuba,
Japan. It is also called a "B Factory", meaning that the main products of the colli-
sions are B-mesons. In contrast with LHC, which can probe directly the TeV mass
scale, SuperKEKB focuses instead in high-precision measurements of rare decays,
and CP-violation in heavy quarks and leptons. Its goal is to probe New Physics at
even higher mass scales through the indirect effects of new particles in higher order
processes. The expected integrated luminosity is 50ab−1. The center of mass energy
of this collider is

√
s = 10.583 GeV, very close to the Υ(4S) resonance; this energy

is obtained with two asymmetric beams, with the electron one having an energy
of 7 GeV and the positron one having an energy of 4 GeV. This choice guarantees
to record as many boosted Υ(4S) → B0B̄0 decays as possible, but is completely
irrelevant for our studies.
The main experimental apparatus we are interested in is the Belle II Electromagnetic
Calorimeter (ECL); the final state of our processes will in fact only contain photons
or electrons, and the correct identification and measurements of these particles will
be crucial. The ECL is composed of CsI cells, shaped like truncated pyramids. The
smallest base faces the beam pipe, with a square surface of 6× 6cm2; their height is
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Figure 3.1. A schematic view of the Belle II detector. The ECL coverage has a gap
between barrel and endcaps, that we will neglect; moreover, there are explicit arrows
denoting the boundaries of the visible region for the polar angle of leptons, in the range
[17°, 150°].

about 16 radiation length. 1 We show a schematic view of the experimental setup
[54] in fig. 3.1; even if the ECL is not uniform in its coverage, we will neglect blind
spots and consider the polar angle acceptance (in the Lab frame) to be [17°, 150°].

The minimal energy requested by the trigger to accept a photon candidate is,
in the center of mass, E∗

γ ≥ 0.25 GeV; the electromagnetic shower caused by the
photon can be enclosed in a square of 5 × 5 cells, with the central cell being the
most excited by the incoming photon. The energy resolution of the Belle II ECL is

σE

E
=

√(0.066%
E

)2
+
(0.81%

4√E

)2
+ (1.34%)2, (3.1)

with the first term describing the "stochastic term", arising from statistical fluc-
tuations in measurements of two particles with the same energy; the second term
describes the "noise", that takes into account pile-ups and general noise from the
electronics; finally, the constant term describes nonuniformities in the response of
the detector. These can come from various causes, such as geometric imperfections
of the calorimeter, from temperature gradients, from radiation damage and so on.
We will assume, in the following, that the invariant mass reconstruction resolution
follows a similar equation with the same parameters, due to the angular resolution
being much more precise than the energy resolution.

1A radiation length is the mean distance over which a high energy electron remains with a
fraction of 1

e
of its initial energy due to Bremsstraahlung
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Figure 3.2. Feynman diagram of the signal process e+e− → aγ, a → 2γ, also called
"ALP-strahlung".

3.1.2 Repeating ALP-strahlung results

The state of the art results in ALP searches at Belle II are presented in [40]. There,
the authors only consider the process

e+e− → γ a, (3.2)

which they call "ALP-strahlung" (see fig. 3.2), and then divide the study in two
cases: one in which the ALP decays into two detectable photons, a → γγ, which
will be called visible decay, and one in which the decay products of the ALP are
not detectable (for example, the final state is composed of dark matter particles),
which will be called invisible decay.
The first step of our work was the complete reproduction of the visible reach of
[40]. We wrote the BSM model containing the ALP with the Mathematica package
FeynRules [55], which produced the UFO output needed for MadGraph [56] to
simulate the events. As explained, the signal we generated was

e+e− → a γ, a→ γγ, (3.3)

whose Feynman diagram is in fig. 3.2, while the only background we need to consider
is in fig. 3.3.

e+e− → 3γ. (3.4)
Given the low center of mass energy, we can quickly expedite the simulation process
by neglecting the ALP-Z interaction, which would otherwise contribute negligibly
but would greatly increase the number of diagrams entering the simulation.
Our goal is to find out, for every ALP mass Ma ∈ [0,

√
s], which is the value of

the ALP-photon coupling, gaγγ that would exclude, at 95% confidence level, the
presence of said ALP. Of course, in order to find the strongest possible exclusion
bound, we should find a way to greatly reduce the background, while at the same
time maintaining the signal at the same size. This can be achieved, for example,
by selecting only events that lie in a small interval around the ALP mass Ma. This
cut is justified by the very narrow width of the ALP in our model: since it can only
decay in 2 photons, the total width reads

Γa =
g2

aγγM
3
a

64π , (3.5)



34 3. Visible ALP searches at Belle II

e− γ1

γ2

e+ γ3

p1 p3

q1 e−

q2 e−

p4

p5p2

Figure 3.3. Feynman diagram of the background process e+e− → 3γ.

and with some benchmark numbers, like gaγγ = 10−4 GeV−1 and Ma = 1 GeV, we
get Γa ∼ 50 meV. We will then choose, following the investigation of the authors in
[40], to consider only events that lie in an asymmetric bin around the value of the
ALP mass, namely [Ma − 3σm,Ma + 1.5σm], where σm is the same as 3.1. Due to
the smallness of the ALP width, we will ensure that the signal will be fully included
in this bin, while the background will be (hopefully) significantly cut.
Another important consideration regards the kinematics of our signal: the ALP-
strahlung ee→ aγ is a 2→ 2 process, which means that the energy of the recoiling
photon is fixed to

Eγ = s−M2
a

2
√
s
. (3.6)

Once again, by carving an appropriate slice around this energy value for the recoiling
photon, we should be able to keep all of the signal while cutting the background.
The final observable used in [40] is the helicity angle, a quantity used mainly when
there is an intermediate resonance. Let us briefly define this angle. Suppose you
have the process I → Rf1, R → f2f3. We call pR

f2
the four-momentum of the

final particle f2 in the rest frame of the resonance R. Similarly, we call pI
R the four

momentum of the resonance R in the rest frame of the original decaying particle
I.2 For clarity, we show a picture of the four-momenta in the two different frames
in fig. 3.4. The helicity angle of f2 is then defined as

cos θf2 =
p⃗R

f2
· p⃗I

R∥∥∥pR
f2

∥∥∥∥∥pI
R

∥∥ . (3.7)

If one knows which final particles come from the resonance, the computation
of the helicity angle is straightforward. In our case, this does not happen. The
full process is ee → 3γ, and we need to reconstruct which photons come from the

2Note that this is, up to a sign in the vector part of the four-momentum, the same of pR
I , the

four-momentum of I in the rest frame of R.
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(a) I at rest. (b) R at rest

Figure 3.4. Four-momenta for the process I → Rf1, R→ f2f3

ALP and which is the recoiling one. Following [40], we will employ two different
strategies depending on the ALP mass that we describe in section 3.1.4).

3.1.3 Event Simulation

As stated before, we simulate both signal and background events with the Monte-
Carlo event generator MG5_aMC@NLO [56], in the following simply called Mad-
Graph. With this tool we can generate only events that would be detected at the
experiment, allowing us to spare time by not checking if the event is actually visible
in the analysis step. The user interface only allows to define symmetric cuts in the
center of mass; more complicated cuts can be defined by some more or less straight-
forward tweaking of the fortran code in the aptly named "cuts.f" file. This will
be needed for some of our analysis of the following sections, and will be explicitly
stated when used.
Since our process does not care about any boosts that the asymmetric collider pro-
vides, we actually generated processes both in the Laboratory frame (with asym-
metric beam energies) and in the center of mass, to double check that everything
was working as intended.
The ECL is excited only by particles of energy (in the center of mass) E∗ ≥
0.25 GeV, and this holds for both photons and leptons. The angular coverage,
instead, is in the range [17°, 150°] ([22°, 158°]) for the polar angle in the Lab (CoM),
and the full [0, 2π] for the azimuthal angle, once again for both photons and leptons
(see fig. 3.1 for the schematics). This cut can be translated in a pseudorapidity
acceptance range, which in the Lab is η ∈ [−1.317, 1.901] (η ∈ [−1.63, 1.63] in the
CoM).
The final detector request that we need to implement in our simulation is less
straightforward than a simple cut in energy or pseudorapidity, and is related to the
spatial resolution of the ECL. From the measurements of the ECL in [41], we see
that each crystal covers an azimuthal region of 48 mrad; in the polar direction, since
the crystals have different inclinations to offer the largest surface to the interaction
point, the coverage of each crystal decreases with the polar angle (fig. 3.1). In or-
der to give a simpler and more conservative estimation, we will consider a constant
coverage also in the polar direction, equal to the largest region, which also measures
48 mrad.
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In the analysis in [40] it is not clear how the angular resolution is defined. Their
request of two photons being separated by at least 5 cells does not specify in which
direction this separation must occur. We decided then to analyze both the case in
which we ask for n cells of distance in the polar and azimuthal direction (which we
will call the and cut), and n cells of distance in the polar or azimuthal direction
(the or cut). Explicitly, we require

|θ1 − θ2| > 5L && |ϕ1 − ϕ2| > 5L (3.8)

for the and cut, where L is the crystal angular size, and

|θ1 − θ2| > 5L || |ϕ1 − ϕ2| > 5L (3.9)

for the or cut. The and cut requires some fortran coding in the "cuts.f", because we
need to define the angular distance in both directions (∆θ,∆ϕ) and then impose the
and cut on those quantities; the or cut instead can be easily implemented making
use of an important kinematic quantity, ∆R. We remember that the ∆R between
two particles is defined as

∆R =
√

∆η2 + ∆ϕ2. (3.10)

Since the polar angle θ and the pseudorapidity η are directly related, we can use an
appropriate cut in ∆R, which is already coded inside MadGraph, to express the or
cut.
Finally, the last consideration to make is that a photon may also impress multiple
cells, and in that way it can give more information to the detector and improve the
actual angular resolution. For this reason, in our analysis, we will consider different
cell separations to see which effect they can have on the final reach.

We recall the ALP interactions after the electroweak symmetry breaking:

LALP ⊃ −
gaγγ

4 aFµνF̃
µν − gaγZ

4 aFµνZ̃
µν , (3.11)

where we did not write the aZZ and aWW interactions because they are very
suppressed at Belle II energies. We choose to "turn off" the mixed interaction aγZ,
as explained, because it would just contribute to computation time while being still
suppressed with respect to the aγγ interaction due to the low center of mass energy,
and we fix in our simulation gaγγ = 10−4 GeV−1. With these parameters, and the
detector cuts explained above, we generate 104 signal events for various values ALP
masses in the range [0.1, 10] GeV.
For the background, we need firstly to define mLOW , the smallest invariant mass
for any couple of photons:

m2
LOW = minm2

ij ∀i, j ∈ [1, 2, 3]. (3.12)

We generated in total 1.5 · 105 events divided in "slices" of mLOW . This slicing was
necessary for covering in the best possible way all of the phase space; of course,
each sliced generation is weighted accordingly to its cross section when they are
combined to obtain the full background.
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3.1.4 Analysis

Since most of the cuts happened already at generation level, the only selection we
still need to implement is the cut on the helicity angles. Following [40], depending
on the value of Ma there are two selection rules.

• For small Ma, we start by computing the invariant mass of all the possible
photon couples, calling the lowest one mLOW, as in eq. (3.12). We assume the
leftover photon is the recoiling one, and we dub it γ3, while γ1,2 are the ones
which invariant mass is mLOW. We then compute the helicity angle of γ1 in
the rest frame of the ALP, and we introduce the quantity

h1 =
∣∣∣cos θALP

1

∣∣∣. (3.13)

An event passes the cut if

0 ≤ h1 ≤ 0.6 ∪mLOW ∈ [Ma − 3σm,Ma + 1.5σm], (3.14)

where we also selected only the events living in the bin around the ALP mass.
These selection are such that the ratio S/

√
B is maximized. Once again, the

mass resolution σm is the same as 3.1.

• For large Ma, it is no longer correct to identify the ALP candidate with the
smallest possible diphoton mass; we consider then the three possible photon
couples, and compute the respective helicity angles. We order them by the
absolute value of their cosine h1,2,3. We identify the couple giving the smallest
helicity angle, h1, with the photons coming from the ALP, and we call γ3 the
remaining photon. The selection rules, once again chosen to maximize S/

√
B

then are

0 ≤ h1 ≤ 0.9 ∪ Eγ3 ∈ [Erec − 3σE , Erec + 1.5σE ], Erec = s−M2
a

2
√
s
. (3.15)

After these cuts, we will have Ns (Nb) MC events for the signal (background), with
a cross section σs ± ∆σs (σb ± ∆σb). We assume the full expected luminosity of
Belle II, L = 50 ab−1, and we can compute the expected events at the collider as
S = σs · L (the same holds for the background events B).
To obtain an exclusion bound on gaγγ at 95% CL, we need to find the value of
gaγγ such that S√

B
= 2. Since only S depends on gaγγ , that we fixed during our

simulation, we find our bound by solving(
gaγγ

gMC
aγγ

)2
S√
B

= 2. (3.16)

This quantity is also subjected to an uncertainty, which depends on both the cross
section uncertainty ∆σ, due to the limited MC sample, and on the number of
events ending up in the selected bin, due to the probabilistic nature of the process.
Assuming a Poissonian distribution for the number of events, and assuming the
luminosity to be exact, we can propagate the errors in the formula above and get

δgaγγ

gaγγ
= 1

2

√
1

4Nb
+ 1
Ns

+ ∆σ2
b

4σ2
b

+ ∆σ2
s

σ2
s

. (3.17)
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The equation above makes it clear that greater contributions in the uncertainty
arise when there is a low number of events surviving in the bin we chose. This also
justifies our efforts to improve the coverage of the phase space by means of multiple
sliced simulations, that are able to stabilize and keep low this error.
The results of our analysis are in figs. 3.5 and 3.6. The different colors represent
different choices of the angular separation requested in the simulation (1,2 or 4 cells
of side 24 mrad), and we repeated the analysis for both the and and or cut. We
see how this choice is basically irrelevant for intermediate and high masses, and
there is a good overlap with the reach produced by the authors of [40]. The minor
differences can be explained by a different definition in the exclusion bound (the
authors use a 90% CL exclusion) and a different MC simulation for the background,
obtained with the software Babayaga. We can also see that the difference in cell
separation is only appreciable at low masses; this feature can be explained by the
fact that a very light ALP is very boosted; its decay products, in turn, will be
closer together, and at some point will become indistinguishable (hence why the
reach start worsening at some point). Finally, we note how the low mass selection
becomes less reliable around Ma = 5 GeV, hinting that we need to change to the
high mass selection rules for Ma ≳ 5 GeV.
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Figure 3.5. Bound on gaγγ at Belle II for a luminosity of 50ab−1. Angular resolution
defined with the and cut. The purple line is taken from [40]; the yellow, green and red
lines are computed with angular separation of 24, 48, 96 mrad respectively, and with
the low mass cuts. The blue line is computed with the high mass cuts and angular
separation of 48 mrad.
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Figure 3.6. Bound on gaγγ at Belle II for a luminosity of 50ab−1. Angular resolution
defined with the or cut. The purple line is taken from [40]; the yellow, green and red
lines are computed with angular separation of 24, 48, 96 mrad respectively, and with
the low mass cuts. The blue line is computed with the high mass cuts and angular
separation of 48 mrad.

3.2 Belle II sensitivity to VBF

In this section we want to investigate the claim of [40] that Vector Boson Fu-
sion (VBF) processes (depicted in fig. 3.7) are negligible with respect to the ALP-
strahlung at Belle II when computing the sensitivity to a visible ALP. In previous
parts of this work we already showed how the largest contribution to the cross sec-
tion of VBF processes comes from phase space configurations in which the final
leptons are basically collinear with the beam pipe. By construction, Belle II is only
sensitive to particles with central rapidities, so we can expect the VBF rate to be
suppressed. For this reason, we will first try and optimize a new strategy of event
selections sticking with the current detector properties; in the following section we
will propose a collinear upgrade of Belle II that will greatly improve the sensitivity
to VBF processes.
As already stated in the previous section, for any ALP mass hypothesis we can
safely assume that the ALP is very close to its resonance, so the first selection we
impose is the "mass bin", meaning the invariant mass of the photon pair, mγγ must
be compatible with the ALP mass Ma within the detector resolution. Namely, we
require

mγγ ∈ [Ma − 3σm,Ma + 1.5σm]. (3.18)

While this selection was almost enough for the ALP-strahlung case (fig. 3.2), we
need to push further down the background rate for VBF processes (fig. 3.7). In order
to find the best set of event selection criteria we studied different combinations of
simple cuts. For each of those, we determined what kind of selection contributed
to the largest value of S/

√
B, and we were able to establish the efficiencies of those

cuts, thus selecting the simpler ones having the biggest impact on the reach. Of
course, not all cuts perform equally at all masses; we split then the search in 4 ALP
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Figure 3.7. Feynman diagram of the signal process e+e− → e+e−a, also called "VBF".

mass categories, with the final cuts explained in table 3.1.

Ma [GeV] Observable Interval
[0, 1] ∆Rlγ [2,4.5]

|ηγ1 − ηγ2 | [0,0.7]
[1,3] ∆Rlγ [1.5,4.5]

|ηγ1 − ηγ2 | [0,1.3]
[3,7] ∆Rlγ [1,4.5]

η∗
γ1 · η

∗
γ2 [-0.3,0.3]

[7,
√
s] ∆Rlγ [0.5,5]

η∗
γ1 · η

∗
γ2 [-0.3,0.1]

Table 3.1. We identified 4 regimes for the ALP mass, each having its set of optimizing
cuts. ∆Rlγ means the angular separation for both the electron and positron from the
photon, so we ask for both ∆Re−γ and ∆Re+γ to lie in the interval. When present,
the asterisk stands for the usual notation of a quantity being measured in the centre of
mass.

We can easily notice that most of these cuts have to do with the directions of the
photons; in fact, even if the tight mass selection criterion tends to "equalize" many
kinematic variables in he signal and the background, the behavior of the photons
still differs due to the completely different kinematic origin.
Just as an example, we show the behaviour of the differential cross section with
respect to the variable ∆Rlγ for an ALP mass Ma = 8 GeV for both the signal and
the background in fig. 3.8a,3.8b.

After the simulation and the event selection, we are finally able to show the
results for an optimized VBF search for the visible ALP at Belle II, see fig. 3.9. We
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(b) Background, Ma = 8 GeV.

Figure 3.8. Differential cross section with respect to ∆Rlγ .

Figure 3.9. Exclusion bound for gaγγ at Belle II from ALP-strahlung (yellow line, [40])
and VBF (blue line). The different background colors indicate different mass regimes,
with cuts specified in table 3.1.
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can see that, for most of the ALP masses, the VBF channel is actually dominated by
ALP-strahlung processes; however, at both very high and very low masses, photon
fusion becomes more and more important. At low masses this is caused mainly
by detector resolution: in the ALP-strahlung the ALP has a very large boost, and
the resulting photons will be mostly collinear, and they will not pass the photon
separation constraints. At higher and higher masses, instead, it becomes harder
and harder to have 3 visible photons in the final state (from the ALP-strahlung),
while in the VBF we only have 2 final photons, hence the decrease in sensitivity
will be slower.

3.2.1 Possible improvements: the Belle-III case

As we showed in section 2.3.3, in VBF processes the largest contribution to the cross
section comes from "forward" configurations, in which the final leptons are mostly
collinear with the beam pipe (hence why we call them forward). It seems obvious
that the main improvement one can have is to extend the angular acceptance of the
leptons to go as close as possible to the beam pipe. This is doable, for example, by
using "roman pots" ([57, 58, 59]), small movable sections of the vacuum chambers
containing small detectors; these detectors can track the passage of charged particles
and their energy, and would not affect in any way the sensitivity to e+e− → 3γ.
In order to prove this assumption, we simulated signal and background for the fusion
processes with different improvements to Belle II. We explored possible extensions
of the maximum values of the lepton pseudorapidity, as well as a more precise
resolution in the angular distance of the photons. For the angular coverage, the
results are given in fig. 3.10. Namely, we asked for ∆Rll,∆Rlγ ,∆Rγγ ≥ 3 mrad as
well as the current value ∆Rll,∆Rlγ ,∆Rγγ ≥ 48 mrad. The only cut we make for
computing the reach is the usual mass selection of eq. (3.18), and the results are
in fig. 3.10, with the blue line corresponding to an angular separation of 48 mrad.
We find that around ηl ∼ 4 the VBF becomes better than the ALP-strahlung; it is
also important to note that after a certain value (ηl ∼ 10) it becomes useless to try
and improve the detector since the reach becomes basically constant. Inspired by
existing detectors (in the experiment ALFA at LHC, [58]), we choose |ηl| ≤ 5, since
pushing this boundary becomes very difficult in practice, and we dub this "new"
experiment Belle III. Once again, since we are only improving the lepton angular
acceptance, the ALP-strahlung sensitivity at Belle III will not change; now we can
compare the full cross section, for both strahlung and VBF, in the acceptance of
Belle II and III (see fig. 3.11). With the Belle III improvement, the VBF cross
section becomes now comparable at all masses with the ALP-strahlung.

We now try and find some optimizing cuts, as in the previous section, that will
give us the best reach.
As for the fusion at Belle II, we quickly found out that the best selections came
from dividing the ALP masses in four groups, each with its different cuts. They are
explicitly stated in table 3.2.
Finally, we can show the result for the exclusion bound on gaγγ from the VBF at
Belle III (fig. 3.12). We can see that the reach would be far better than the state
of the art at all masses, and this result comes just from a simple analysis.
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Figure 3.10. Reach for gaγγ at Ma = 8 GeV at Belle II, with a luminosity of 50 ab−1.
The cut in ∆R applies to all couples of leptons and photons as explained in the text.
The maximum value for the rapidity applies to both leptons.

Ma [GeV] Observable Interval
[0, 1] ∆Rlγ [2.1,6]
[1,5] ∆Rlγ [2.1,6]

η∗
γ1 · η

∗
γ2 [-0.5,0.5]

[5,8] ∆Rlγ [1,6.5]
η∗

γ1 · η
∗
γ2 [-0.4,0.3]

[8,
√
s] ∆Rγγ [3,3.5]

η∗
γ1 · η

∗
γ2 [-0.5,0.1]

η∗
γ [-1,1]

Table 3.2. We identified 4 regimes for the ALP mass, each having its set of optimizing
cuts. As in tab. 3.1,∆Rlγ means the angular separation for both the electron and
positron from the photon. When present, the asterisk stands for the usual notation of
a quantity being measured in the centre of mass.
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Figure 3.11. Signal cross section for different ALP masses. The blue line is the VBF at
Belle II (|ηl| ≤ 1.6), the orange line is the VBF at Belle III (|ηl| ≤ 5) and the green line
is the ALP-strahlung (same in both configurations).
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Figure 3.12. Exclusion bound for gaγγ at Belle III. The blue line comes from the VBF
channel, the yellow line from the ALP-strahlung. The background colors denote different
mass regimes, each with their cuts, written in table 3.2.
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Chapter 4

Invisible ALP searches at Belle
II

4.1 Invisible decay
We will now devote our attention to the invisible decay of the ALP, described by
the process

e+e− → e+e− + inv, (4.1)
where the ALP coming from the signal process e+e− → e+e−a either decays outside
of the detector, or decays into invisible particles such as Dark Matter.
The signal for this process comes from both the ALP-strahlung (fig. 3.2) and the
VBF (fig. 3.7) channel; since we are dealing with invisible decays, and we are unable
to differentiate among them, we will refer them in the following as the s- and t-
channel respectively.
There are many possible backgrounds to consider; the most important ones come
from QED, in particular from

e+e− → e+e− + nγinv, (4.2)

in which there are n invisible photons in the final state. We recall that a photon is
considered invisible at Belle II if at least one of the following properties is true:

• its centre of mass energy is below the ECL threshold, namely E∗
γ ≤ 0.25 GeV;

• its polar angle in the Lab frame lies outside the ECL acceptance, i.e. θγ /∈
[17°, 150°].

Another background to consider comes from ττ pair production, and it’s de-
scribed by the process

e+e− → τ+τ−, τ → ν̄νe, (4.3)
where the invisible body is composed of four neutrinos. All other backgrounds are
negligible with respect to the signal, when considering gaγγ ∼ 10−5 GeV.

In the following sections, we will first describe how collider effects force us to
implement a more original strategy than the visible case, then we will define for each
background how to choose appropriate selection rules that can make the background
process vanish. Finally, we will show our results and how they compare to the state
of the art.
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(a) Detector effects on the reconstructed
mass mγγ .

(b) Zoom of fig 4.1a for large values of
mγγ .

Figure 4.1. For each ALP mass generated as an extremely narrow Breit-Wigner distribu-
tion, the smearing procedure transforms it into a Gaussian curve. The extremes of the
distribution are shown as the lowest and highest point of each bar; small masses are
smeared so much that it is impossible to distinguish them from one another. At higher
masses, the smearing becomes more contained, and the missing mass becomes useful
again in the selection procedure. For those values, σM/M < 1, so we can use the mass
bin as a selection rule just like we did in the visible case. In red, we draw the exact
correspondence mγγ = Ma

4.1.1 Collider effects

When dealing with processes involving invisible particles, one should be careful in
blindly using the MonteCarlo generated data. In fact, the simulation will produce
outputs for an ideal detector, where the four-momenta of particles are defined basi-
cally with no error. This is of course unrealistic, but it is a very good approximation
when dealing with observables that suffer from very small uncertainties; however,
in the invisible case, this is not generally true. The kinematic quantities of invis-
ible particles in fact must be obtained from some combination of the visible ones,
and for this reason may be prone to large cancellations. The uncertainty on these
quantities, on the other end, can add up. This causes quantities that would be very
narrowly distributed from the MC simulation to broaden; the clearest example is
the invisible ALP mass. We can compute this quantity only by squaring the missing
momentum, which in turn is defined in terms of the incoming and outgoing leptons:

M2
a = p2

miss = (pin − pe+
out − pe−

out)2. (4.4)

While before smearing M2
a has an extremely narrow width for any value of Ma,

detector effects makes so that values of Ma ≲ 1 GeV gain a very broad width,
about 2 GeV. This is depicted in figures 4.1a,4.1b.

4.1.2 Signal characterization

Since we cannot use the missing mass to select candidate ALP events (at least
for low values of this mass), we need to focus on quantities that are stable under
smearing. For example, a remarkable property of our signal is that the signal
e+e− → e+e−a will have a single invisible body with maximal energy and central
rapidity. Moreover, being a single particle, it is also on shell. No background process
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can mimic this feature, since the invisible body must be composed of multiple
particles. In fig. 4.2 we schematically show what phase space regions are occupied
by the signal and by the background before the smearing: the blue triangle contains
all the possible phase space for missing energy and momentum when the invisible
body is composed of multiple particles; the only boundaries we imposed are

√
s ≥ Emiss ≥ |p⃗miss| (4.5)

Emiss, p⃗miss ≥ 0. (4.6)

The colored lines represent where a single particle of fixed mass lies in this phase
space. Before the smearing, the signal distributions follow very closely the lines,
having a very narrow width; after the smearing, these distributions broaden in both
directions, but the effect is smaller at higher energies. For all these reasons, we
decide to select the signal region depicted in orange in fig. 4.2, which will contain
most of the signal and a small background after the smearing; due to its elongated
shape, we call it the cigar region. Explicitly, this cut has the form

10.437 GeV− 1.155Emiss ≤ |p⃗miss| ≤ 12.437 GeV− 1.155Emiss. (4.7)

It is interesting to see that this apparently strange cut can actually be approximated
by a cut in the visible mass mee (the mass of the combined visible electrons). In
fact, we can write (in the COM)

Emiss =
√
s− Evis, |p⃗miss| = −|p⃗vis|; (4.8)

as well as isolines for a single body of energy Emiss, we can draw isolines for a body
of energy Evis, which will have the same three-momentum (in absolute value) but
are mirrored with respect to the vertical line Emiss =

√
s/2.

We will show now how, for both QED and τ backgrounds, this selection adds up with
other, background specific, cuts to completely erase the background. We stress that
this result comes from analytical reasons, namely the presence of an unaccessible
region of phase space for invisible photons.

4.1.3 QED background

As stated before, the QED background comes from the process

e+e− → e+e− + nγinv, (4.9)

where n ≥ 2. It is useful to separate the invisible photons in two categories, de-
pending on their energy:

• a soft photon has an energy below the ECL threshold, and can have any
rapidity. At Belle II, E∗

γ < 0.25 GeV;

• a hard photon has an energy above the ECL threshold, but a pseudorapidity
outside of the detector acceptance; at Belle II,

∣∣∣η∗
γ

∣∣∣ > 1.6. If the pseudorapidity
is positive, we say that the photon lie in the forward cone (around the beam
line, with an angle in the centre of mass of 22°); otherwise, it lies in the
backwards cone.
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Figure 4.2. Phase space occupied by an invisible body in Emiss and |p⃗miss|. The blue region
contains all the available phase space when the invisible body is composed of multiple
particles; the colored lines represent the allowed phase space for a single invisible particle
of fixed mass. The orange area is the signal region, which encloses most of the signal and
selects a small part of the background after the smearing. It can also be approximated
by a cut in mee.
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In these QED background processes, the total number n of invisible photons is
composed of nS soft and nH hard photons.

The most relevant soft photons in our considerations however are those whose
energy is very close, but still below the threshold; we then stress that the nomen-
clature "soft" does not imply any need for resummation due to large logarithmic
effects that may spoil the convergence of the perturbative series. For this reason,
we will conduct our analysis at fixed order n in QED, with n = nS + nH .

Using the cigar selection defined in the previous section automatically implies
that Emiss > 4.5 GeV, as shown in fig. 4.2. In the following, this lower bound will
always be implied, but in most cases this bound is not very stringent and will be
refined by the cigar cut itself.
Since we know that our signal is peaked for central rapidities, we want to know if it is
possible to obtain such values for all values of the missing mass. We are particularly
interested in the small missing mass case, since that is the most difficult to simulate
when imposing central rapidities.

The first possibility happens when all invisible photons are soft. In this case,
all rapidities are allowed, and it is easy to check that one can also generate small
masses. However, we need to fulfil the requirement

Emiss > 4.5 GeV, (4.10)

so even if all soft photons are just below the energy threshold, we have

nSEthr ≥ 4.5 GeV⇒ nS ≥ 18. (4.11)

Having at least 18 photons in the final state means that this cross section will be
completely suppressed with respect to our signal, and we can neglect it.

More interesting properties arise when at least one photon is hard; in this case,
as we will show, there is actually a forbidden region for the photons, whose size
depends on the number of invisible photons and the kinematic properties of such
particles. Computing analytically the boundary of such region is too complicated;
however, we can consider all different configurations of photons that may arise, and
try to approximate this boundary for each configuration, checking if the region of
vanishing rapidity and missing mass is accessible or not.

1 hard photon

When only 1 hard photon is present, the main contribution to the rapidity comes
from it. Let us call this photon h1. The most effective way to have a central
rapidity requires that h1 is as central as possible; since it cannot enter the detector
acceptance, its polar angle will be as close to the threshold as possible, so θh1 = αthr

(without loss of generality, we can consider h1 to be forward; at Belle II, αthr = 22°
in the centre of mass).

On the other hand, soft photons must be the hardest they can on the opposite
side to pull the rapidity to 0; all their energies, Ei, i ∈ [2, n] must be equal to
Ethr. Moreover, if all the soft photons are aligned, their total invariant mass will
automatically vanish.
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Suppose now that all soft photons lie at an angle αs. We can define the four-
momenta

p1 = E1(1, sinα1, 0, cosα1) (4.12)

and
ps = Es(1, sinαs, 0, cosαs). (4.13)

The missing momentum will be

pmiss = p1+(n−1)ps = (Emiss, E1 sinα1+(n−1)Ethr sinαs, 0, E1 cosα1+(n−1)Ethr cosαs),
(4.14)

where we rotated away the azimuthal component by redefining the axes for simplic-
ity. It is easy to compute the solution to the requirement η∗

miss = 0:

η∗
miss = 0⇔ cosαs = cosα1

(
1− Emiss

(n− 1)Ethr

)
. (4.15)

From this we can compute the minimal number of soft photon needed for a vanishing
missing rapidity, by imposing that the cosine on the left side is in the correct interval:

cosαs ∈ [−1, 1]⇔ n ≥ 1 + cosα1Emiss
Ethr(1 + cosα1) . (4.16)

With the explicit Belle II values, we find that n ≳ 10.

Two hard photons

This case can be split once again in two categories, one of which is trivial. In fact,
if both of the hard photons lie in the same cone (say both forward), the smallest
possible η∗

miss is achieved when both photons are as central as possible, namely
α1 = α2 = αthr. The two photons however will behave as a single hard photon, so
the number of soft photons needed for a vanishing rapidity will be obtained as in
the previous section.

It is much more interesting to consider what happens when two hard photons
lie in opposite cones. Let us start from the simpler case of only two total photons
(n=2), and write the four-momenta explicitly:

p1 = E1(1, s1, 0, c1), p2 = E2(1, s2cϕ, s2sϕ, c2), (4.17)

where we used the notation s1,2 = sin θ1,2, c1,2 = cos θ1,2, sϕ = sinϕ. At this point
we need to explicitly maintain ϕ1 ̸= ϕ2 since we are interested in the general case;
however, we will see that the minimization on the missing mass will automatically
set ϕ1 = ϕ2. Without losing generality, we can consider θ1 ∈ [0, αthr], θ2 ∈ [π −
αthr, π]. The condition for vanishing rapidity is

(pmiss)z = (p1 + p2)z = 0, (4.18)

but this configuration implies a lower bound on the missing mass, which is

min(m2
miss)nH=2 = 2E1E2(1− cos (α2 − α1)), (4.19)
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with α1, α2 the limiting angles for the forward and backwards cone respectively.
Let’s prove this statement. We can use the two constraints on the missing energy
and vanishing rapidity to decrease the independent variables of m2

miss: we can in
fact write

E2 = Emiss − E1 (4.20)
E1 = −E2

cos θ2
cos θ1

(4.21)

where the first equation comes from the definition of missing energy, and the second
from imposing η∗

miss = 0. The missing mass now becomes

m2
miss = m2

miss(θ1, θ2, ϕ;Emiss) = (4.22)

= 2E2
miss cos θ1 cos θ2(cos θ1 cos θ2+sin θ1 sin θ2 cos ϕ)

(cos θ1−cos θ2)2 .

Since we are interested in finding the extremal points of this function, we need to
find where the gradient of this function vanishes. The easiest first step is to consider
the derivative with respect to ϕ:

∂m2
miss
∂ϕ

= −2E2
miss cos θ1 cos θ2 sin θ1 sin θ2

(cos θ1 − cos θ2)2 sinϕ, (4.23)

which clearly vanishes only if ϕ = 0 or ϕ = π. This latter case however will clearly
maximize the missing mass, since it will put the two invisible photons back to back;
for this reason, we will only focus on ϕ = 0 for the following discussion.
We can now explicitly write the remaining two derivatives computed in ϕ = 0:

∂m2
miss

∂θ1

∣∣∣∣∣
ϕ=0

= E2
miss cos θ2 cos θ1−θ2

2 csc
(

θ1+θ2
2

)3
(4.24)

∂m2
miss

∂θ2

∣∣∣∣∣
ϕ=0

= E2
miss cos θ1 cos θ1−θ2

2 csc
(

θ1+θ2
2

)3
. (4.25)

Since we defined θ1 ∈ [0, αthr], θ2 ∈ [π − αthr, π], there is no way to annihilate
these two derivatives. Since the gradient is never 0, we conclude that there are no
local minima, and the absolute minimum will be somewhere on the contour of the
variables domain. In particular, we need to study the sign of the derivatives to see
where the function is increasing or decreasing. In order to do so, it is convenient to
introduce a different parametrization with the simple substitutions

θ1 → x1, θ2 → π − x2, x1,2 ∈ [0, αthr]. (4.26)

Since the threshold angle at Belle II is αthr = 22 deg = 0.12, we can expand the
derivatives in powers of x1, x2, obtaining

∇m2
miss =


∂m2

miss
∂x1

∂m2
miss

∂x2
∂m2

miss
∂ϕ

 = −E
2
miss
2

x1 + x2 cosϕ
x2 + x1 cosϕ
−x1x2 sinϕ

+O
(
x2

1,2

)
. (4.27)

On ϕ = 0, the derivatives with respect to x1, x2 are both negative, hence the function
is always decreasing in its domain; the absolute minimum will be then obtained for
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maximum values of x1, x2, which will correspond to the extremal configuration
θ1 = αthr, θ2 = π − αthr, as stated in eq. 4.19.

We have shown now that for two invisible photons in the final state, there will
always be some values of m2

miss below mmiss(x1 = x2 = αthr, ϕ = 0) (as in eq. (4.19))
that cannot be obtained, if we simultaneously ask for η∗

miss = 0. If this result holds
also for three invisible photons, we are able to identify a region of the phase space
which is inaccessible to the background 1, while still being populated by the signal.

Three photons

Once again we need to catalogue all the possible energy configurations of the photons
(up to renaming of the indices):

• γ1, γ2, γ3 all soft; this case does not satisfy the missing energy bound, so we
ignore it.

• γ1 hard, γ2, γ3 soft; we studied this configuration in par. 4.1.3.

• γ1 and γ2 hard, γ3 soft;

• γ1, γ2, γ3 all hard.

The last configuration will be the focus of next section; for now, let us consider the
case of two hard and one soft photons.
Without losing generality, suppose that γ1 is forward and γ2 is backwards; moreover,
even if the range of the polar angle of γ3 is all the domain [0, π], we can restrict to
only consider the soft photon having positive rapidities, which means θ3 ∈ [0, π/2].
We need to define the four-momenta of the photons:

p
(3)
1 = E

(3)
1 (1, s(3)

1 , 0, c(3)
1 ) (4.28)

p
(3)
2 = E

(3)
2 (1, s(3)

2 cosϕ12, s
(3)
2 sinϕ12, c

(3)
2 ) (4.29)

p
(3)
3 = E

(3)
3 (1, s(3)

3 cosϕ13, s
(3)
2 sinϕ13, c

(3)
3 ) (4.30)

p
(3)
miss = p

(3)
1 + p

(3)
2 + p

(3)
3 , m2

3 := (m(3)
miss)2 = (p(3)

miss)2. (4.31)

Once again, we used the shortcut notation for the angles as in eq. 4.17, and the
superscript (3) denotes quantities in the 3 photon case.
For now, let us set ϕ12 = ϕ13 = 0, following what we found in the previous case;
we claim that this is both the easiest and the minimizing configuration; in the next
paragraph we will prove that this is indeed the case. The three body missing mass
computed at η∗

miss = 0 and with a fixed value of Emiss will then be

m2
3(ϕ12 = 0, ϕ13 = 0, η∗

miss = 0) = (m2
miss)(2) +

+8E3Emiss sin
(

θ1−θ2
2

)
sin(θ1−θ2) sin

(
θ1−θ3

2

)
sin
(

θ2−θ3
2

)
(cos θ1−cos θ3)2 (4.32)

−
4E2

3 sin2
(

(θ1−θ3)
2

)
sin2
(

θ2−θ3
2

)
sin2
(

θ1+θ2
2

) , (4.33)

1with 4 or more photons in the final state, the background cross section becomes negligible with
respect to the signal cross section with gaγγ = 10−5. In addition those multiple photons can be
clustered reducing to a 3 photon situation.
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where (m2
miss)2 has the same analytic form of the squared mass of the two hard

photons . The last term is always negative; with our angle definitions, θ1 − θ2 < 0
and θ2− θ3 > 0, as their respective sines; if θ3 > θ1, the second term in 4.32 is also
negative, and the 3 body missing mass can be smaller than the two body one, which
breaks our property. However, we must remember that γ3 is soft, and its energy
must be below the ECL threshold; since (m2

2) ∼ E2
miss,

m2
3 −m2

2
E2

miss
= − E3

Emiss
κ+O

((
E3
Emiss

)2
)
, (4.34)

where κ is a positive number. We can expect then the correction to the missing mass
due to having an extra soft photon to be very small; in fact, plugging in Belle II
parameters and setting Emiss = 5 GeV, θ3 = π/2 (which is the worst case scenario)
, we get

minm2
2 = 21.5 GeV2 minm2

3 = 20.9 GeV2. (4.35)

In conclusion, adding one soft photon to the final state does indeed reduce the
smallest possible missing mass, but there is still some region of the phase space
with vanishing rapidity that cannot be accessed by the background. Adding more
soft photons reduces the bound on mmiss further, but the rate of interactions also
drops, and will not be significant for our study.

4.1.4 Inaccessible phase space: a general proof

We now want to demonstrate what we found in the previous paragraphs more
formally, and justifying the assumptions we made. We start with a final state
comprised of an arbitrary number of hard photons, that can be divided in only two
categories: backwards or forward. We want to find what values of m2

miss and η∗
miss

are actually accessible.
Let us start from the definition of missing momentum:

pmiss =
n∑

i=1
pi, pi = Ei


1

sin θi cosϕi

sin θi sinϕi

cos θi

, (4.36)

where i = 1, 2, . . . , n identifies each invisible photon. We can write the missing mass
as

m2
miss = p2

miss =
(

n∑
i=1

pi

)2

= 2
n∑

i=1

∑
j>i

2pi · pj , (4.37)

where we used the on-shellness of the photons (p2
i = 0 ∀i).

Let us introduce some shorthand notations for compactness:

ci := cos θi, si := sin θi, cij = cicj + sisj cos (ϕi − ϕj). (4.38)

With this, we can rewrite the missing mass as

m2
miss = 2

n∑
i=1

∑
j>i

EiEj(1− cij); (4.39)
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each term in this sum is positive, so the minimum for m2
miss must be positive as

well. In order to find said minimum, we first compute the gradient and then find
out where it vanishes:

∇m2
miss =

(
∂m2

miss
∂Ei

,
∂m2

miss
∂θi

,
∂m2

miss
∂ϕi

)
, i = 1, . . . , n. (4.40)

Even if, in principle, we would have to compute 3n derivatives, mmiss is invariant
under the exchange pi ←→ pj ∀i, j; this means that we can fix i = 1, and study just
three derivatives; all the other terms will be obtained directly by an appropriate
change of index. We then have

∂m2
miss

∂E1
= 2

n∑
j=2

Ej(1− c1j) (4.41)

∂m2
miss

∂θ1
= 2

n∑
j=2

E1Ej(s1cj − c1sj cos(ϕ1 − ϕj)) (4.42)

∂m2
miss

∂ϕ1
= 2

n∑
j=2

E1Ej(s1sj sin(ϕ1 − ϕj)). (4.43)

The only way to make eq. 4.41 vanish is to put the parenthesis equal to zero; from the
definition of cij in (4.38), this can only happen if θ1 = θj , ϕ1 = ϕj ∀j. Extending
this result to all the other photons, we find that we need to have θi = θj and
ϕi = ϕj to have a vanishing gradient. Incidentally, ϕi = ϕj annihilates Eq. (4.43),
and, combined with θi = θj , also makes Eq. (4.42) vanish. This configuration is the
only one in which the gradient is 0, and with a simple substitution one can check
that this is in fact the absolute minimum for m2

miss:

min
unconstrained

m2
miss = 0. (4.44)

Of course, we could have found this result just by inspection; the missing mass can
be zero only if all invisible photons are perfectly collinear to one another, so that
the composite body may actually be seen as a new, invisible photon, with energy
equal to the total missing energy. Writing explicitly the gradient, however, will be
useful for the next step, when we will apply some constraints on the energies and
polar angles.

Constrained Minimization

Now we want to show how it is possible to have a lower bound on the missing mass
different than zero when we impose some constraints. Let us write explicitly the
constraints on the missing energy and rapidity of the invisible body:

∑n
i=1Ei ≥ Emiss,cut = 5 GeV

pmiss,z =
∑n

i=1Eici = 0
θi ∈ ([0, αthr] ∪ [π − αthr, π] if Ei ≥ Ethr) ∪ ([0, π] if Ei < Ethr).

(4.45)

An important thing to notice is that these constraints do not involve ϕ; this means
that the cylindrical symmetry of the problem remains unspoiled. To find the con-
strained minimum, we still need to satisfy eq. 4.41-4.43, making sure that the
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energies and angles lie in the subspace identified by eq. (4.45). However, since the
domain of ϕ is not changed by the constraints, we can still use the previous solution
to eq. (4.43), and choose ϕi = ϕj ∀i, j, as we did in section 4.1.3 and eq. (4.23).

Let us only consider configurations in which all n photons are "hard", i.e. their
energy is above the threshold. This means that we can clearly separate them into
"forward" (θi ∈ [0, αthr]), and "backward" (θi ∈ [π−αthr, π]). We will then have nF

forward and nB backward photons, with nB +nF = n; with this, we will show that
the minimizing configuration for m2

miss is obtained when we have effectively just one
forward an one backward photon, each aligned to the boundary of its visibility, and
each with half the total missing energy. This conclusion will hold independently of
the number of photons, or the detector characteristics.

We start from the missing mass, which we can split in three parts:

m2
miss =

(
nF∑
i=1

pi

)2

+

 nB∑
j=1

pj

2

+ 2
nF∑
i=1

nB∑
j=1

pi · pj =: m2
F +m2

B +m2
BF . (4.46)

For the minimization of this sum we aim at finding a configuration that minimizes
the last term on the constraints while, at the same time, puts at an absolute mini-
mum each of the first two terms. We can do that by exploiting the nF theta angles
that describe the four-momenta of the photons in the forward cone and similarly
for the backward photons.
We start from the last term, m2

BF . Explicitly,

m2
BF = 2

nF∑
i=1

nB∑
j=1

EiEj [1− cos(θi − θj)]; (4.47)

we should note that we set ϕi = ϕj , so that cij is simplified. If we try and minimize
on the constraints of eq. (4.45) this quantity, we find that the minimum can be
obtained when the angular distance θi−θj is minimal, for any two photons. However,
we need to remember that, due to our constraints, the photons indexed with i live in
the forward cone, those with the index j live in the backward cone. This means that
the minimum angular distance cannot vanish, but can only happen if all photons
are aligned along the edge of the respective cones. Explicitly, we can write

θi = θF = αthr ∀i, θj = θB = π − αthr ∀j, (4.48)

so that
minm2

BF = 2[1− cos(θF − θB)]
nF∑
i=1

nB∑
j=1

EiEj . (4.49)

With this choice of angles, we are automatically minimizing the first two terms
as well: in fact, if all forward (backward) photons are aligned to one another, we
automatically have m2

F = 0 (m2
B = 0). Moreover, this is their absolute minimum;

with this in mind, we can state that the angular minimization for the missing mass
gives actually the result in eq: 4.49.

Now we also need to consider the energy configuration that minimizes m2
BF ;

keeping in mind that all forward and backward photons are collinear, we can simplify
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this configuration by just taking two composite fourmomenta, which we can write
explicitly as

pF,B = EF,B(1, sinαthr, 0,± cosαthr), EF,B =
nF,B∑
i=1

Ei. (4.50)

Due to the peculiar angular configuration that corresponds to the absolute minimum
of m2

F ,m
2
B,m

2
BF , the missing mass does not depend any longer on single energies,

but is just a function of their sum. We can now trade 2 of the photon energies with
the sums EF , EB, and solve the constraints using them. In fact, we can rewrite eq.
(4.45) as {

Emiss = EF + EB

cosαthr(EF − EB) = 0,
(4.51)

which are solved by EF = EB = Emiss
2 . Then we can write

m2
miss → 2EF (Emiss − EF )[1− cos(θF − θB)]; (4.52)

if we compute the derivative ∂m2
miss

∂EF
, we can easily see that it vanishes if EF = Emiss

2 ,
i.e. the constraints are solved onto the minimizing energy configuration. The value
of this lower bound is exactly the same as the case with two photons, and reads

minm2
miss = E2

miss cosα2
thr ■ (4.53)

Soft photon effect

As we did explicitly in the three photon case, we want to find out how much the
inaccessible phase space changes when we add a number of soft photons in the final
state. We already know that the minimum of the missing mass will decrease, and
that the maximal effect for this happens when the soft photons are as hard as they
can be (Esi ≲ Ethr ∀i) while flying perpendicular to the beam axis, so that the
constraint η∗

miss = 0 still holds. Calling nH , ns the number of hard and soft photons
respectively, we can write the constraints in missing energy and rapidity as

Emiss =
nH∑
i=1

Ei +
ns∑

j=1
Ej (4.54)

η∗
miss = 0 =

nH∑
i=1

Eici +
ns∑

j=1
Ejcj . (4.55)

Putting all soft photons perpendicular to the beam axis gives us exactly the same
constraints as before (eq. 4.45), but with a reduced Emiss:

nH∑
i=1

Ei = E′
miss := Emiss −

ns∑
j=1

Ej (4.56)

nH∑
i=1

Eici = 0. (4.57)
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Figure 4.3. Feynman diagram for the process e+e− → τ+τ−, τ± → e±νν̄.

If we now compute the missing mass, remembering that θs = π/2 for all soft photons,
we get the lower bound

minm2
miss = E2

miss cos2 αthr − 2EsEmiss sinαthr(1− sinαthr)− E2
s (1− sinαthr)2,

(4.58)
where we defined Es = nsEthr. This value is manifestly smaller than eq. 4.53.

In conclusion, we showed that the QED background with n invisible photons
indeed has an inaccessible region in the (mmiss, η

∗
miss) space; this region becomes

smaller and smaller as n increases, until it vanishes, but it grows in size when
increasing the missing energy constraint.

4.1.5 Background from ττ

In this section we describe some remarkable features of the ττ background (fig. 4.3)
that allow us to render it negligible. Specifically this scattering can be factorised in
three simpler processes whose kinematics is principally driven by the smallness of
the τ mass with respect to the beam energy.

The first step is to show how we are able to suppress the background when
assuming low ALP mass. The crucial observation to remove the ττ background is
that they are produced on shell, from which it follows that the final e± energies are
correlated.
The e+e− → τ+τ− scattering can be considered separately from each of the τ±

decays. The 2→ 2 scattering has a simple kinematics: in the center of mass (CoM)

the τs are back to back, with polar angle θ, and have energy E∗
τ =

√
s

2 . Define
Fτ,z the CoM frame rotated such that the τs fly along the z axis. In the τ− rest
frame, a body of mass mτ decays in two back to back bodies, one e− of mass Me
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and one (composite) N− = (ν̄eντ ) of mass µ− ∈ [0,mτ −Me], where the superscript
− does not denote an electromagnetic charge, but rather which τ is the parent. The
electron and the N− fly along a line of angle θ− and, in the τ− rest frame, their
energies are respectively

E
(τ−)
e− =

M2
e − µ2

− +m2
τ

2mτ

E
(τ−)
N− =

−M2
e + µ2

− +m2
τ

2mτ
.

(4.59)

These results are identically valid for the positive branch too. For our consid-
erations, we boost both N− and N+ to the F frame. We do not lose generality by
making the following simplifications:

• Me → 0, because due to the Belle II acceptance the e± energy has a lower
bound E± ≥ E0 = 0.25 GeV≫Me;

• a double antler2 decay instead of the full process: p0 → τ+τ−, τ± → e±N±,
with p0 := e+ +e−, where we do not consider that neutral bodies are compos-
ite; in other words a 1→ 4 decay rather than a 2→ 6 complicated scattering;

• the masses of the composite objects µ− = µ+ = 0: as is evident from eqs 4.59,
the final electrons are allowed to a bigger phase space in this configuration,
while the missing momentum phase space is not shrunk. If we then can find
some selection that kills the τ background for µ± = 0, we are sure that
backgrounds with µ± > 0 will not populate that phase space. This will serve
our aim of setting lower/upper bounds on the observable kinematic quantities.

In this framework we are left with 3 degrees of freedom: the angles of the e±

with respect to the direction of flight of the τs and ϕ, the angle among the planes
of the decay products of the τ±. Hence in the CoM of Belle II, the final state
four-momenta will be:

p(e−) = mτ

2 Λ−(1, s−, 0, c−)

p(N−) = mτ

2 Λ−(1,−s−, 0,−c−)

p(e+) = mτ

2 Λ+(1, s+cϕ, s+sϕ, c+)

p(N+) = mτ

2 Λ+(1,−s+cϕ,−s+sϕ,−c+)

pmiss = p(N−) + p(N+),

(4.60)

where Λ± is the Lorentz matrix that boosts from the τ± rest frame to the CoM and
sx = sin θx, cx = cos θx, x = +,−, ϕ, all considered in the appropriate τ rest frame.
Two properties emerge from eqs 4.60, affecting respectively the low and high mass
selection.

2This notation was introduced in [60] to describe a process in which a heavy particle decays
into two visible SM particles and two missing particles via two on-shell intermediate particles.
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Low mass

For low values of mmiss, since the energies of final state e± are correlated, in most
cases they will not be able to satisfy the constraints imposed by the signal region (see
section 4.1.6); in fig. 4.4 we show how the background drastically dies out when we
apply the "cigar" selection of the signal region of eq. (4.7). Furthermore, we identify
an hyperbolic boundary that can ensure that no ττ events will pass our selection.
The reason for this shape can be understood by looking at the approximation of
eq. (4.7) with a cut in mee. In fact, we can always write

mee = Ee+Ee−cee, (4.61)

where cee is the cosine of the angle between the two charged leptons. Fixing mee ≤
m̄ee with our cut, we can easily see how we get an hyperbolic relation between the
energy of the positron and of the electron, described in eq. (4.69).

Figure 4.4. Simulated τ backgrounds before (left) and after (right) applying the signal
region selections (cigar cut). Darker bins correspond to higher cross sections; the black
hyperbole is defined in 4.1.6. Only events under this line survive.

Large mass

In regards to high masses, we exploit the fact that the τs are considerably boosted
in the CoM frame, implying that they produce their decays products within a cone
along their direction of flight. In simulations the above observation on the hyperbole
is not effective. Still, we can rely on angular correlations of the e+ and e− due to
the boost of the ττ events. In particular, we found the distribution of the cosine of
the angle between e+ and e− in the CoM, cee, always starts from -1 regardless of
the mmiss selection; if small and intermediate masses are selected, the distribution
is peaked around -1 and has a tail toward cee → 1. The bigger the selected mass,
the further this tail manages to reach. We claim this behaviour can be explained
through this simplified scattering e+e− → τ+τ−, τ± → e±N± we are considering.
The boost on e± projects the [0, π] domain of their angles in τ± rest frame non
linearly in a [0, π] image, such that e± and N± tend to be emitted close to the τ±

axis; hence, the cosine of the angle between e+ and e− in the CoM tends to be close
to -1, as depicted in 4.5. In this figure, we we call F± the rest frame of τ±; cos θF−

−
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is the cosine of the electron polar angle in the τ− rest frame; cos θ∗
− instead is the

cosine of the electron polar angle in the Belle II CoM frame. In both cases, the
polar angle is measured from the τ line of flight. In order to go from a frame to the
other, we perform a Lorentz boost along the z axis, with β = 0.94, obtained from
the explicit values of mτ and

√
s at Belle II. The blue line of fig. 4.5 represents the

mapping of cos θF−
− into cos θ∗

− due to the Lorentz transformation, namely

cos θ∗
− =

cos θF−
− + β

β cos θF−
− + 1

. (4.62)

An analogous result holds for the e+ angles, which are depicted in the yellow line.

-1.5 -1.0 -0.5 0.5 1.0 1.5

-1.0

-0.5

0.5

1.0

Figure 4.5. Map between the polar angle of the e+ in the τ+ rest frame and the polar
angle in the Belle II COM for β = 0.94, see eq. 4.62.

Since we are neglecting the τ− → e−νeν̄τ matrix element for this section, we
can pretend cos θF−

− is uniformly distributed. It follows that the mean cos θ∗
− is

⟨cos θ∗
−⟩ =β− − ϵ2arctanhβ−

β2
−

(4.63)

=1 + ϵ2
(1

2 + log ϵ2

)
+O(ϵ4 log(ϵ)) (4.64)

ϵ2 :=4m2
τ

s
= 0.11 (4.65)

β− :=
√

1− ϵ2 (4.66)

In numbers, ⟨cos θ∗
+⟩ = +0.84, ⟨cos θ∗

−⟩ = −0.84, which means the final electrons
tend to be aligned to their parent. Since the τs are back to back, ⟨cee⟩ ∼ −1.

The missing mass under the assumption of µ± = 0 is

m2
miss = 2p(N−) · p(N+) = 2E(N−)E(N−)(1− cNN ), (4.67)

which is maximal when the neutral bodies energies E(N±) are big and they fly in
opposite directions (cNN → −1). Both of these properties can be obtained if we
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align each N± to the parent τ± direction of flight: in this way the boost form the
τ rest frame to the CoM keeps them back to back and maps their energies onto
their CoM maximum. Consequently, e± fly in opposite directions with respect to
their parent τ , and the boost will make their energy small in the CoM. Although
small angle windows in the F± frames are allowed to e± in order to get a big mass,
the big boost projects them onto almost all the [0, π] domain. This explains why
bigger cee are reached when we ask for larger masses and why the peak on cee ∼ −1
broadens. Our simulations show that these effects are enhanced by the SM matrix
element, therefore in next section we use as a selection rule

cee > 0.4 (4.68)

for large values of Ma.

4.1.6 Event selection

We divide our analysis in three regimes with different selections: one for small
masses (mmiss < 6 GeV), one for high masses (mmiss ∈ [6, 8] GeV), one for ultra-
high masses (mmiss > 8 GeV). This splitting is necessary because the inaccessible
region for the background closes around mmiss ∼ 6 GeV. On the other hand, the
higher we push mmiss, the more similar signal and background become, so our
selections become less and less refined.
In the following paragraphs we will always deal with smeared events; for an overview
of our smearing procedure, see the appendix A.3.

Small mass analysis

The first selection we impose is the signal region cut, also called cigar cut, described
in eq. (4.7). It must be included in the Fortran file "cuts.f" when simulating events in
MadGraph, in order to avoid generating useless events that will be cut a posteriori.

The hyperbole cut implemented to completely kill the ττ background only in-
volves the final electron energies; it is applied after the MC events are generated,
and only allows for events above the positive branch to pass the cut. Numerically,

E∗
+ > 0.5 GeV + 1.06 GeV2

E∗
− − 0.54 GeV . (4.69)

In fig. 4.4 we can see that the area around the boundary imposed by the signal
region cut is appropriately populated, so that we can be sure that when we claim
to be background free it is not an artefact of poor MC simulations.

Finally, we apply a parabolic cut to kill the QED background after the signal
region selection is applied.

High mass analysis

For high enough masses, the smearing procedure still allows us to select events
based on the missing mass. For each nominal ALP mass, we select an interval
[mlow,mhigh] such that

mlow ≤ mmiss ≤ mhigh. (4.70)
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Ma[ GeV] mlow GeV mhigh GeV
6.31 5.94 6.68
6.50 6.14 6.86
7.00 6.69 7.31
7.5 7.17 7.83
8.00 7.73 8.27
8.50 8.24 8.76
9.00 8.76 9.24
9.50 9.30 9.70

Table 4.1. Optimized missing mass selections for both high and ultra-high mass searches.
On both signal and background we set mlow ≤ mmiss ≤ mhigh.

(a) Signal (b) QED (c) ττ

Figure 4.6. Cross section distributions with respect to the angular distance among
final electrons (cee := cos θee) in the CoM frame. The benchmark MC mass is 6.5
GeV, and we can clearly see the peak in the signal around c± → 1. When Ma →

√
s, the

enhancement around c± → −1 becomes more and more important. In the background
we select missing masses in the interval 6.3 GeV ≤ mmiss ≤ 6.7 GeV. We can see how
c± < 0 values are preferred, both in the QED and in the ττ case

The values of mlow,mhigh are taken from fig. 4.1b, and are reported in table 4.1.
Another selection in the high mass regime comes from the angular distance

between final electrons. As anticipated, we select events having

c± := cos θ(e+, e−)∗ ≥ 0.4. (4.71)

This selection is also corroborated by what can be seen in figs. 4.6a, 4.6b,4.6c,
where we see how the signal is peaked around c± ∼ 1 while most of the QED and
τ backgrounds are cut away.

Finally, since the backgrounds don’t have any particular feature in the missing
rapidity distribution, while the signal prefers central missing rapidities, we impose
a rapidity cut of the form

−0.5 ≤ η∗
miss ≤ 0.5. (4.72)

The distributions in rapidity for the signal and both the backgrounds are represented
in figs. ??, ??,??

4.2 Results
With all the selections explained in the previous section, we are finally able to plot
our results in fig. 4.8. In this case, the reach is obtained in two different ways. For
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Figure 4.7. Cross section distributions with respect to the missing rapidity (ηmiss)in
the CoM frame. In the left picture we plot the signal, in the middle picture the QED
background, in the right picture the ττ background. The benchmark MC mass is 6.5
GeV. For the background, we select missing masses in the interval 6.3 GeV ≤ mmiss ≤
6.7 GeV.

low masses, when we are able to render all the backgrounds negligible, we compute
the 95% exclusion on gaγγ by imposing S = 3. For large masses, when we are dealing
again with a background much larger than the signal, we recur again to computing
the 95% exclusion bound on gaγγ from the equation S/

√
B = 2.

We can see how, even if our signal cross section is much smaller than the mono-γ
search of [40], we can still obtain a competitive reach by selecting only the regions
inaccessible to backgrounds. For low masses, we are able to propose a high purity
search, opposed to the high statistics of [40]. Moreover, even when higher masses
prevents us to use the high purity search, VBF processes should still be able to
probe ALP masses close to

√
s without any problems, while the mono-γ search is

limited by photon triggers to ALP masses below 8.6 GeV [40].
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Figure 4.8. Belle II sensitivity to invisible decay of an ALP (blue). The orange dashed
line is taken from figure 4 in [40], where the signal is defined by the process e+e− →
γa, a→ invisible.
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Chapter 5

Conclusion

In this thesis we studied the production of Axion-Like Particles (ALP) from e+e−

scattering at Belle II, and in particular we focused on the Vector Boson Fusion
(VBF) production channel. This process was often neglected in the literature, and
we wanted to investigate if the claim of this process being subdominant was actually
true.
The first step was to compute the production cross section, in the most analyti-
cal way possible, so that we could compare this result to the approximate results
one obtains when implementing the Equivalent Photon Approximation (EPA). In
chapter 2, after a brief review of the origins and the more recent developments
of this approximation, we tackled the task of comparing the full and approximate
cross section for the ALP production via VBF. Very soon we realized that the usual
methods of integrating the phase space via polar coordinates would not work. In
fact, even with the simplification of a completely scalar theory, when considering
massive particle it was not possible to have a fully analytical result for the cross
section appendix A.
For this reason we reprised an old technique for computing cross sections: Gram
Determinants. These mathematical quantities were mostly used in mesons scatter-
ing in the ’60s and ’70s, but are particularly useful in all kinds of processes. Even
if we limited ourselves to the case study of a 2 → 3 process, these variables can
be used for any generic m → n process with some degree of complication. After
relating the usual observables in polar coordinates (like energy and polar angles of
particles) to combinations of Gram Determinants in section 2.3.2, we showed how
the phase space behaves in our process, and we were able to identify the regions
in the phase space which are most populated and contribute the most to the cross
section in section 2.3.3. As we expected, in these regions the initial and final leptons
are mostly collinear and with similar energies, which is exactly where the EPA is
supposed to work.
With this, we were able to finally compute and compare the cross sections for the
full process and the approximated one. Given that we were working in the toy
scalar theory, we derived the PDF for an "Equivalent Scalar Approximation", with
the claim that it is not the Lorentz nature of the particle that decides where the
approximation holds (section 2.5). The results showed that the EPA holds up to
very high values of the ALP mass, even when very close to

√
s. In fact, in sec-
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tion 2.4, we were able to show that as long as the final leptons are ultra-relativistic,
there will still be a preference for collinearity, and this property only gets lost when
the allowed phase space is so small that the final leptons are non relativistic. This
result allows us to extend the range of validity of the EPA in terms of the mass of
the produced particle; our result can be combined with the results of Frixione et
al. in [47], which expressed the goodness of this approximation in terms of the
deflection angle of the final leptons with respect to the beam pipe.
Another important conclusion of this first part is that the ALP will mainly be pro-
duced at rest, no matter its mass; this is topical for the phenomenological part of
this work, focused on the actual production of such a particle at Belle II.

In chapter 3 we started by reproducing the state of the art for ALP searches at
Belle II; this work was useful not only to cross check the published results, but also
to get a better understanding of the complicated experimental setup; in turn, this
preliminar study would become useful when trying to exploit the detector properties
(or blind spots, depending on who you ask). After that, in section 3.2 we computed
the exclusion bounds for a VBF produced ALP decaying into visible particles. Due
to the ECL design, the VBF cross section is actually subleading at Belle II, and
the exclusions we obtained were competitive with the state of the art only for very
low or very high ALP masses. This is caused by the detector shape: it has a large
hole around forward rapidities, basically cutting out the most important region
contributing to the VBF. The ALP-strahlung cross section will however decrease
faster than the VBF one (and that is why for very large ALP masses we see an
increase in sensitivity), and will also be cut by the ECL at very low ALP masses,
due to the produced photon being so boosted that they are almost collinear, and
not identifiable by the ECL.
Our proposal then is to improve the ECL in order to expand the angular acceptance
of leptons, via the use of roman pots for example, that would be able to measure
leptons very close to the beam pipe. With this improvement, the VBF exclusion
would soon become dominant due to the collinearity enhancement, even with very
small efforts in the event selection, as shown in section 3.2.1.
Finally, we studied the decay of a VBF produced ALP into invisible particles (possi-
bly Dark Matter). For this search, we used a high purity approach, rather than the
high statistics approach used in the literature. In fact, we showed in section 4.1.4
how some cuts in missing energy and rapidity generate a region of the phase space
which is inaccessible to the QED background until very high orders in perturbation
theory. Combining these cuts with a cut in the final electrons mass mee allows us to
cancel completely also the background coming from e+e− → τ+τ− (section 4.1.5).
This allowed us to obtain background-free exclusion bounds, with the results ex-
posed in section 4.2 and in [61].
This methodology could be extended also to other searches at Belle II, i.e. the dark
photon, γ′. Some other extensions of this work could come from considering the
main peculiarity of Belle II, namely the asymmetricity of the beam energies, used
to produce a boosted Υ(4s) in the CoM. In any case, the same high purity search
in VBF processes can be conducted at different e+e− colliders too; some differences
may appear due to the presence of electroweak bosons, if the CoM energy is high
enough. All of these interesting investigations however require more time, and will
be left to future work.
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Appendix A

VBF analytical cross section in
polar coordinates

Let us expand on the argument of analytical integration of the cross section in
eq. (2.38). We arrived at a cross section of the form

σ = 1
16sM(2π)4

∫
d cos θ3d cos θ4dE3dE4δ(2m(1 + α)− E3 − E4)×

× p3
(2m2 −

√
s(E3 − cos θ3p3β))2

p5
(2m2 −

√
s(E4 + cos θ4p5β))2 =

=
∫

d cos θ3d cos θ4dE3
p3
√

(2(α+ 1)m− E3)2 −m2

256π4s (
√
s− 2(α+ 1)m) (2m2 −

√
s(E3 − β cos θ3p3))2×

× 1(
2m2 −

√
s
(
β cos θ4

√
(2(α+ 1)m− E3)2 −m2 − E3 + 2(α+ 1)m

))2 ,

(A.1)
where we first integrated in ϕ (integrates to 2π since it does not appear in the
integrand) and then we integrated the delta of the energy, substituting E4 = 2m(1+
α)−E3. Remembering that p3 =

√
E2

3 −m2, we have in and an irrational integrand
in E3, and the result of this integration is far from trivial. In order to mantain our
goal of keeping the calculation as analytical as possible, we refer to the table of
integrals [52], in order to see if there are analytical solutions to this integral. An
important thing to notice is that in both of the square roots present in the integrand,
the argument can be written as a trinomial a+ bE3 + cE2

3 ; in this case, the authors
suggest to use the so called "Euler substitutions" in order to get to a rational integral.
However, since we have two different square roots, we have to choose which one we
want to substitute.
For example, let’s keep the simpler square root coming from p3 =

√
E2

3 −m2 and
let’s use the second Euler substitution:√

(2(α+ 1)m− E3)2 −m2 =
√
A−BE3 + E2

3 , A = 4m2(1+α)2−m2, B = 4m(1+α)
(A.2)√

A−BE3 + E2
3 = t+ E3 ⇒ E3 = A− t2

B + 2t , dE3 = −2A+ 2Bt+ 2t2

(B + 2t)2 dt (A.3)

Using this substitution, our integrand function becomes
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σ =
∫

d cos θ3d cos θ4dt
−(A+ t(B + t))2

√
(A− t2)2 −m2(B + 2t)2

128π4 (s3/2 − 2(α+ 1)ms
) ×

× 1(
β cos θ3

√
s
√

(A− t2)2 −m2(B + 2t)2 −A
√
s+ 2Bm2 + 4m2t+

√
st2
)2×

× 1
(A
√
s(β cos θ4 − 1) +B (β cos θ4

√
st− 2m2 + 2(α+ 1)m

√
s) + t (

√
st(β cos θ4 + 1)− 4m2 + 4(α+ 1)m

√
s))2

(A.4)
Now we are left with only one irrational function; we may think to reapply an-

other Euler substitution to finally reduce to a completely rational function that can
then be integrated analytically. The problem is that now the polynomial under the
square root is no longer a trinomial, but it is of degree greater than 3. In particu-
lar, as explained in [52], if the polynomial under the square root is of degree 3 or
4, the integral can be reduced with some appropriate algebra and substitutions to
elliptic integrals; however, this clashes with our original goal: elliptic integrals do
not have an analytic form, and can only be evaluated numerically once we specify
the integration region.
The reason why we are stuck does not come from the choice of the function to sub-
stitute: as we can see in A.3, this substitution doubles the degree of the polynomial
under the square root. This means that no matter what we want to substitute,
the other root becomes automatically a source for the presence of elliptic integrals,
which means that this procedure cannot work for a fully analytical computation of
the differential cross section in terms of the angles of the outgoing electrons.

A.1 Expansion for non relativistic electrons
We can also try another route for the analytical integration, which is to start again
from 2.38 and to expand the integrand for non relativistic electrons. In order to
make as carefully as possible these expansions, let us redefine the integrand by
substituting the momentum p3 with the adimensional quantity

q = p3/m (A.5)

This is nothing else but βγ, and since γ ≈ 1 in this context, q ∼ β. Now, if we
choose accurately the value of the ALP mass M , we can get to a situation in which
this parameter is small and the non relativistic expansion is actually sensible. In
particular, we know that in a three body final space the maximal energy for one of
the bodies is [62]:

Emax
3 = s+m2 − (M +m)2

2
√
s

. (A.6)

Now if we consider the electron to be non relativistic, the first order expansion of
its energy is

E3 ≈ m+ p2
3

2m = m

(
1 + p2

3
2m2

)
= m

(
1 + q2

2

)
, (A.7)

where we used the definition of eq. (A.5). Finally, we can compare the last two
equation, rewriting M =

√
s − 2m(1 + α) and we can find which value of α, and

hence of M , allows the outgoing electrons to be non relativistic; namely, we can
set for example qmax = 0.1 and find that α = 2.5 · 10−3 (in order for the electrons
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to be non relativistic, the alp mass must be different from
√
s− 2m by less than a

hundredth of an electron mass). This shows how close to the end of the phase space
one needs to go to have the EPA fail completely.
Now that we have the numerical values, we can substitute every energy with the
adimensional small parameter q and then expand the result. It is important to note
that in expanding the electron energy at first order, we are neglecting everything
that is of O

(
p4

m4

)
= O

(
q4), which means that we can only expand the integrand

up to q3 in order to be sure of the result. After the substitution of eq. (A.7), the
integral for the cross section of eq. (A.4) becomes

σ =
∫

d cos θ3d cos θ4dq 1
32π4 (s3/2 − 2(α+ 1)ms

) × q2

(
√
s (−2β cos θ3q + q2 + 2)− 4m)2×

×
√
m2 (16(α+ 1)α+ q4 − 4(2α+ 1)q2)(

β cos θ4
√
s
√
m2 (16(α+ 1)α+ q4 − 4(2α+ 1)q2)− 4m2 +m

√
s (4α− q2 + 2)

)2

(A.8)
Now we can expand in the small parameter q: notice that A.8 contains q2 in the
numerator by itself, so the leading order of this expansion is O

(
q2). If we plot the

behaviour of the differential cross section as a function of the outgoing angles, result
obtained after integrating in q the expanded cross section A.8, we get the following
plots:

Figure A.1. O
(
q2) expansion Figure A.2. O

(
q3) expansion

On the two axes lie the values of the cosine of the outgoing angles, while the
color stands for the amount of cross section there is in each point. At a first glance,
it seems that at leading order there is a very big asymmetry between the two cosines:
the cross section seems to be isotropic in cos θ3 but not in cos θ4. This however is
unavoidable, because we chose to integrate away E4 with the delta, so cos θ4 in the
propagator now multiplies a different term than cos θ3 (see for example in A.8), and
this means that in the expansion there will be different powers of q multiplying the
two cosines.
This situation should however go away when considering higher powers of the ex-
pansion, and looking at the next order it actually seems the case (as shown in
fig. A.2). There is nevertheless a bigger problem lurking: if we look at the values
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of the cross section for the "leading order" and for the next correction, there is
basically a factor of 4 of difference between the two of them: this is not a good
sign, because the truncation of the series makes sense only if the remainder of said
series is much smaller than the terms that are kept. This sudden change has an
easy explanation: going back to A.8, we can see that under the square root that we
are expanding, the coefficient of q0 is 16α(α+ 1) ∼ 10×O(α), while the coefficient
of q2 is 4(1 + 2α) ∼ O(1). But with our numerical values, q2

max ∼ 10α: this means
that the expansion of the square root truncated at low orders is a very bad approx-
imation of said square root, hence the bad results for the series.
To try and avoid this result, we should go to higher orders in the expansion; in
order to do so, we also need to expand the non relativistic energy of the electron to
higher orders. But this is not all: in fact, to mitigate this kind of behavior, we can
also "avoid" the region of the phase space which can cause troubles. Practically, we
can choose to integrate q only around its median value instead that in all of the
region: since this cancellation happens only when q is close to its maximum, we can
restrict the integration region from [0, qmax] to

[
qmax

4 , 3qmax

4

]
. This is analogous to

the situation in which our detector can only reveal particles in a certain range of
energy, or in which we have a cut in the energy of the final leptons.
For the sake of brevity, we will not rewrite here each of the expansions and the par-
tial results; it is simply a matter of putting the initial function into Mathematica
and make it expand up to the needed order. Instead, in the figures below, there
will be posted the plots of the cross section for higher and higher orders; as we
can see, after the expansion up to q4 the series seems to behave better than before.
However, the problem of the cancellations among the first two terms in the square
root, that forces us to go to such high orders, makes this kind of computation not
so advantageous.

Figure A.3. O
(
q4) expansion Figure A.4. O

(
q5) expansion

A.2 Ultrarelativistic electrons, non relativistic ALP

Since the electrons are so light, and, as we saw, in order to make them non rela-
tivistic the mass of the alp must almost close completely the phase space; we can
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Figure A.5. O
(
q6) expansion

also consider a less narrow region of the phase space in which the alp is still non
relativistic, but the final state electrons are, and as so we can consider them to be
massless. In order to get to the differential cross section we can do exactly the same
procedure as before, just putting m = 0. Then, in the end, we get to

dσ
d cos θ3d cos θ4dE3

= 1
256π4E3Ms3(β cos θ3 − 1)2(β cos θ4 + 1)2 (

√
s− E3 −M) .

(A.9)
This is a simple rational integral; however, it is clearly divergent for E3 = 0, which
is the well known soft divergence. In order to avoid it, without computing any
of the following orders corrections, let us put a cutoff on the electron energy and
reintroduce by hand the mass of the electron: now the minimal energy is m, and
the divergence in energy no longer exists.

dσ
d cos θ3d cos θ4

= log
(

(s−2mM−M2)(s−2m
√

s−M2)
4m2M

√
s

)
× (A.10)

× 1
128π4(cos θ3−1)2(cos θ4+1)2s3(s−M2) (A.11)

As expected, since this case can be assimilated to the EPA framework, there is
a clear, strong preference for the collinearity of the final state electrons to the beam
axis, namely

c3 → 1, c4 → −1. (A.12)

A.3 Smearing algorithm
If we want to analyze events containing missing particles, we need to include detector
effects into our computations. For a process of the type

e+e− → e+e− + inv, (A.13)
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Figure A.6. Non relativistic ALP with ultrarelativistic electrons

the visible leptons have MC generated energy and momentum with "infinite" pre-
cision. This is not the case for a real detector; in particular, we can expect some
uncertainty in the measurements of the energy and the angle of visible particles.
After generating the MC events, we apply the following algorithm to our data:

• Only the final leptons are smeared in energy, polar angle and azimuthal angle.
Each MC generated quantity x, with x ∈ [E, θ, ϕ] becomes a smeared quan-
tity xs extracted randomly from a normal distribution of mean value x and
standard deviation σx.

• We assume the uncertainty on the angles to be small and constant, namely

σθ = σϕ = 10−3. (A.14)

The uncertainty on the energy comes from the ECL, and reads

σE

E
=

√(0.066%
E

)2
+
(0.81%

4√E

)2
+ (1.34%)2. (A.15)

Using the smeared xs, we write the smeared lepton 4-momenta and check that
these are still inside the acceptance of Belle II (we need them to be visible).
After this check, we can write the smeared visible total momentum,

ps
vis = ps

e+ + ps
e− (A.16)

• We define an invisible event assuming total 4-momentum conservation (and
using the original incoming 4-momenta):

pinv = pin − ps
vis. (A.17)
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Since the smearing is a probabilistic process, it may happen that a kinematic point
originally outside of our cuts fluctuates inside the acceptance region. For this reason,
our MC generation will use some broader cuts than the actual Belle II acceptance;
after the smearing procedure, we will only retain events that actually are insibe of
Belle II acceptance.
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